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Abstract

Prior study shows that pre-training techniques
can boost the performance of visual document
understanding (VDU), which typically requires
models to gain abilities to perceive and reason
both document texts and layouts (e.g., loca-
tions of texts and table-cells). To this end, we
propose visually guided generative text-layout
pre-training, named ViTLP. Given a document
image, the model optimizes hierarchical lan-
guage and layout modeling objectives to gen-
erate the interleaved text and layout sequence.
In addition, to address the limitation of pro-
cessing long documents by Transformers, we
introduce a straightforward yet effective multi-
segment generative pre-training scheme, facil-
itating ViTLP to process word-intensive doc-
uments of any length. ViTLP can function as
a native OCR model to localize and recognize
texts of document images. Besides, ViTLP can
be effectively applied to various downstream
VDU tasks. Extensive experiments show that
ViTLP achieves superior performance over ex-
isting baselines on benchmark VDU tasks, in-
cluding information extraction, document clas-
sification, and document question answering.1

1 Introduction

Processing and reasoning document images with
dense texts (e.g., scanned PDF files, digital forms,
and spreadsheets) is a persistent yet challenging
task for the research community and industry (Katti
et al., 2018; Majumder et al., 2020; Li et al., 2021a).
Advances in multimodal pre-training substantially
improve the performance of visual document under-
standing (VDU) (Xu et al., 2020, 2021; Gu et al.,
2021; Appalaraju et al., 2021; Wang et al., 2022a).
These pre-training methods typically take multi-
modal inputs of given document images: i) visual
features, ii) document OCR texts, and iii) spatial
layouts of document elements, e.g., 2D coordinates
of texts and table-cells. Among these elements,

1Code and checkpoints will be released once published.

Figure 1: An overview workflow of the proposed ViTLP.
Given a document image as input, ViTLP can generate
sequences of text and layout (i.e., word bounding boxes)
for various VDU tasks with task-specific prefixes.

spatial layout information plays an essential role in
connecting visual and textual features, as well as
developing a thorough understanding of document
structures (Lee et al., 2022; Wang et al., 2022b).

Though effective, the performance of most ex-
isting VDU approaches relies heavily on the OCR
pipelines, because the pre-processed OCR texts and
corresponding 2D coordinates are used as interme-
diate inputs to pre-trained VDU models. The exter-
nal OCR pipelines may produce incorrect or incom-
plete recognition results, which cannot be jointly
optimized by the gradient back from VDU models.
Another research line (Kim et al., 2022; Lee et al.,
2023b) explores pre-training VDU models solely
based on image inputs. Despite no OCR errors
introduced, these methods focus on understanding
texts from raw document images but dismiss layout
information modeling. Since the spatial informa-
tion contained in layout locations is not exploited,
it may hinder the models from understanding com-
plex document structures, especially for documents
containing nested paragraphs, forms, and tables.

In this work, we propose Visually guided gener-
ative Text-Layout Pre-training (ViTLP) to jointly
model text and layout information from document
images. As shown in Figure 1, ViTLP can localize,
recognize, and understand visual document texts



given the input document image and task prefixes.
To achieve this goal, ViTLP is pre-trained to gen-
erate unified text-layout sequences from document
images. Since natively generating text and layout
tokens in a flattened sequence is token-inefficient
(see Sec. 2.1), we introduce hierarchical genera-
tion modules to achieve both effective and efficient
text-layout sequence generation. To the best of our
knowledge, ViTLP is the first attempt to learn OCR
(i.e., text localization and recognition) and VDU
(i.e., document understanding) abilities in a unified
generative text-layout pre-training framework.

Besides, ViTLP is designed to handle long docu-
ments with intensive texts. Long document process-
ing is ubiquitous in real-world scenarios. However,
existing pre-trained models are constrained to cer-
tain token limits of input sequences. For instance,
LayoutLMv2 (Xu et al., 2021) accepts the max-
imum inputs of 512 word tokens using a BERT-
structure encoder. In both pre-training and fine-
tuning, the exceeded text tokens are truncated, lead-
ing to incomplete document information modeling.
To tackle this issue, we introduce a multi-segment
pre-training scheme which divides the target text-
layout sequence into consecutive segments to per-
form generative pre-training. Given that the full
document information is already encoded in vi-
sual representations, ViTLP employs the suffix to-
kens from previous segments as prefix prompts to
generate next-segment tokens. This multi-segment
pre-training scheme further enables ViTLP to pro-
cess documents of arbitrary length in fine-tuning.
Notably, our multi-segment generation scheme re-
tains the intact transformer architecture. Thus, it is
more feasible than other long-document modeling
workarounds, e.g., sparse attention (Beltagy et al.,
2020) and memory modules (Bulatov et al., 2022),
which need to modify the Transformer architecture
and may affect the capacity of pre-trained models.

We evaluate the performance of ViTLP on a va-
riety of OCR and VDU tasks. Empirical results
demonstrate that ViTLP can generally achieve su-
perior performance on both OCR and VDU tasks.
For instance, ViTLP achieves the 95.16 F1 score
on CORD information extraction and 95.28% accu-
racy on RVL-CDIP document classification, both
of which surpass existing approaches. Meanwhile,
as ViTLP can provide regions of interest (ROI) for
the generated text, this also helps in some VDU
tasks (e.g., document question answering) to be
more explainable and reliable.

2 Approach

2.1 Problem Formulation
We study multimodal pre-training for visual docu-
ment modeling. As widely studied (Xu et al., 2020,
2021; Appalaraju et al., 2021; Li et al., 2021b;
Powalski et al., 2021; Wang et al., 2022a; Huang
et al., 2022; Wang et al., 2022b), document images
V, texts T, and layouts L are three fundamental
modalities for visual document modeling.

Unified Text-Layout Generation We cast the
pre-training objective on visual documents as text-
layout sequence (i.e., {T;L}) generation condi-
tioned on document images V. The document texts
T are represented as word-token sequences. The
layouts L, following prior studies (Xu et al., 2020,
2021), can be represented by location bounding
boxes of words. Instead of generating two separate
sequences of T and L, ViTLP generates the texts
with corresponding layout locations in a sequence
of interleaved text-layout tokens, which facilitates
compact multimodal interaction between texts and
layouts. For the i-th word of a document, its text-
layout tokens {T;L}i are represented as

{T;L}i =
{
{w}i, {zx1, zy1, zx2, zy2}i

}
, (1)

where {w}i denotes the BPE tokens (Radford et al.,
2018) of the i-th word, {zx1, zy1, zx2, zy2}i ∈ Z4

+

are the corresponding left-top and right-bottom
bounding box coordinates. Given a document with
N words, the objective is to maximize the likeli-
hood function log p(T;L|V) which can be decom-
posed as autoregressive text and layout modeling:

log p(T;L|V) =
N∑
i=1

log p(Ti|T<i,L<i,V)︸ ︷︷ ︸
Text-modeling Term

+ log p(Li|T≤i,L<i,V)︸ ︷︷ ︸
Layout-modeling Term

. (2)

Note that Eq. (2) shares similar ideas with Chen
et al. (2021), where word and bounding box gener-
ation can be formulated as language modeling on
a unified text-layout sequence. However, it is in
fact nontrivial to generate sequences as in Eq. (1),
because real-world documents commonly contain
intensive texts, generating each word followed by
four coordinate tokens in a long flattened sequence
is especially token-inefficient. This would bring
prohibitive computational and space overhead2 to
the Transformer-based text-layout decoder.

2Recall that both the computational and space complexities
of Transformers are quadratic O(L2) in sequence length L.
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Figure 2: Overview of the ViTLP architecture. ViTLP is a generative pre-training model that performs autoregressive
text-layout modeling conditioned on visual document inputs. ViTLP adopts hierarchical decoder heads to generate
target text-layout sequences in a global-to-local manner. The segment mode tokens ∈ {[BOS],[CONT]} prompt
the beginning and continuous modes of generation, respectively.

2.2 Model Architecture
The architecture of ViTLP is shown in Figure 2.
ViTLP employs an encoder-decoder framework to
encode document images V and generate target
text-layout sequences {T;L}. Specifically, given
an input document image V, ViTLP employs a vi-
sion transformer (ViT) (Dosovitskiy et al., 2020) to
learn visual representations HV ∈ R|V |×d, where
|V | is the ViT patch number and d is the hidden
size. The decoder receives the visual represen-
tations HV and generates the unified text-layout
sequence {T;L}. To address the token-inefficiency
issue discussed in Sec. 2.1, we design the global-
to-local text-layout generation process as follows.

2.2.1 Global Text-Layout Modeling
Instead of directly generating the text-layout se-
quence as in Eq. (1), we first replace the bounding
box coordinates {zx1, zy1, zx2, zy2} with a generic
layout location token ŵ = [LOC]. This integrates
the mixed text-layout sequence {T;L} to unified
language modeling. Given the original vocabulary
V , the global text-layout sequence T̂ derives from
the augmented vocabulary V̂ = V ∪ [LOC]. The
layout token embeddings E[LOC] are computed as

E[LOC] =
[
Ex(zx1),Ey(zy1),Ex(zx2),Ey(zy2)

]
,

where Ex(·) ∈ R
d
4 and Ey(·) ∈ R

d
4 denote the x-

and y-axis spatial embeddings. Besides, the word
tokens are embedded by Ew(·) ∈ Rd. Given a doc-
ument of N words and the corresponding bounding
boxes, the text-layout input embeddings are repre-
sented as HTL = {Ew,E[LOC]} ∈ R|T̂|×d.

The ViTLP text-layout decoder performs multi-
modal interaction among visual, textual, and layout
information via the Transformer cross-attention

HV TL = Transformer-Decoder(HV ,HTL).

For the i-th target token T̂i, the multimodal de-
coder output HV TL

i is fed to a linear language
modeling (LM) head with the softmax function
to compute the conditional generative probability

p(T̂i|T̂<i,V) = Softmax
(
Linear(HV TL

i )
)
.

With the generic layout token [LOC] incorporated,
the text-modeling term in Eq. (2) is expressed as

Lglobal-text = − 1

|T̂|

|T̂|∑
i=1

log p(T̂i|T̂<i,V). (3)

2.2.2 Local Layout Modeling
Local layout modeling aims to generate specific lay-
out locations for each generic layout token [LOC].



To capture the spatial relation among coordinates,
we employ a simple sequential MLP layout head3

to decode the short sequence of four layout coor-
dinate tokens from the last hidden state of [LOC].
For notation simplicity, we denote {Li,j}4j=1 =
{zx1, zy1, zx2, zy2}i as the corresponding layout
coordinates of the [LOC] token at the i-th posi-
tion, and its generative probability is modeled as

p(Li,j |Li,<j , T̂≤i,V) = Softmax
(
MLP(Hi,<j)

)
,

where Hi,0 = HV TL
i is selected from the learned

multimodal representations where T̂i = [LOC].
Here, we denote the index set of [LOC] tokens as
SL =

{
i : T̂i = [LOC]| i = 1, 2, ..., |T̂|

}
. The

layout-modeling term in Eq. (2) is expressed as

Llocal-layout = − log p(Li|T̂≤i,L<i,V) (4)

= − 1

4|SL|
∑
i∈SL

4∑
j=1

log p(Li,j |Li,<j , T̂≤i,V).

In summary, with the global and local text-layout
modeling in a hierarchy, the original pre-training
objective in Eq. (2) evolves to

L = Lglobal-text + Llocal-layout. (5)

The global-to-local generation process aims to
be effective and efficient for text-layout modeling.
On effectiveness, the interleaved text-layout se-
quence modeling enables compact interaction be-
tween text and layout inputs, which can effectively
fuse the information of text and layout modalities.
On efficiency, suppose that the average BPE tokens
of a document word are |w|, and the compression
ratio of the text-layout sequence is |w|+1

|w|+4 , i.e., four
coordinate tokens are compressed to one. In our
experiment datasets, the compression ratio is 0.48.

2.3 Multi-segment Pre-training Scheme
Documents are usually intensive in text and layout,
and it would be computationally intractable to fit
the entire sequence into ViTLP. To process docu-
ments with arbitrary length, we propose a multi-
segment pre-training scheme that divides the long
sequence into multiple segments for generation.
Since a document image already contains all nec-
essary information of the text and layout, long doc-
ument modeling is feasible based on the visual
representations and generation history context.

Given the maximum sequence length of the de-
coder as M , we first divide the text-layout sequence

3Details of the layout head are in Appendix B.

into K segmented sequences {Si}Ki=1. The begin-
ning segment S1 contains M tokens to be gener-
ated, and the continuous segment Si>1 contains
αp ·M prefix tokens and (1 − αp) ·M tokens to
be generated. Here, αp is the pre-defined prefix
ratio. The overall generation process comprises
beginning and continuous modes.

Beginning Generation Mode. In this mode, we
prepend a special mode token [BOS] to the be-
ginning sequence S1. The model then follows the
objective in Eq. (5) to generate the first M tokens.

Continuous Generation Mode. For the contin-
uous segments Si>1, we prepend a special mode
token [CONT] to the input sequence. |P | = αp·M
prefix tokens are prepended to the input sequence.
The |P | prefix tokens of segmented sequence Si

come from the |P | suffix tokens of the previous
segmented sequence Si−1. These prefix tokens
serve as the prompt of generation history context
guiding the decoder to generate subsequent tokens
from arbitrary locations of a document. The special
token [EOS] is appended to the last segmented se-
quence SK to signal the end of generation.

Segmentation in Pre-training and Fine-tuning.
In pre-training, the segmented sequences of a long
document are randomly scattered into different data
batches. In this way, ViTLP learns to model the
complete textual and layout information of a docu-
ment, conditioned on different prefix history-token
contexts. As for fine-tuning (and inference), ViTLP
can also apply the multi-segment scheme to process
long input/output text sequences, which is consis-
tent with the pre-training phase. For example, OCR
and information extraction on long document texts
can be processed segment by segment.

2.4 Applications of ViTLP

2.4.1 OCR Text Localization and Recognition
Text localization and recognition (Li et al., 2023)
are two fundamental functions of OCR engines. As
ViTLP is pre-trained to generate texts and layouts
(i.e., 2D bounding boxes) sequences from docu-
ment images, it naturally supports text localiza-
tion and recognition by means of zero-shot or fine-
tuning on downstream OCR datasets. Thus ViTLP
can be applied as an alternative to OCR engines.

2.4.2 Downstream VDU Tasks
Information Extraction. The information ex-
traction task is formulated as sequential token-



labeling on the target texts given document images.
Following BART (Lewis et al., 2020), we feed the
decoder’s final hidden states of a target word (with
the layout token [LOC]) to a linear classifier which
outputs the token-level classification label.

Document Classification. Given an input docu-
ment image to the encoder, we feed a special prefix
token [DOC_CLS] as input to the decoder, and
output the corresponding label token.

Document Question Answering. Different from
discriminative VDU models that perform extractive
QA on pre-processed OCR results, ViTLP directly
generates answers with the referring 2D layout lo-
cations in images. In this way, ViTLP can also
provide explainable grounding region of interest
(ROI) to justify the generated answers.

3 Experiments

3.1 Experiment Configurations

Implementation Details We implement ViTLP
with a 12-layer ViT (Dosovitskiy et al., 2020) im-
age encoder and a 6-layer text-layout decoder. The
Transformer hidden size is d = 768 with 12 at-
tention heads. In both pre-training and fine-tuning
phases, the input image resolution is 1600×1280
with 32×32 ViT patch size, and the decoder seg-
mented sequence length is M = 1024. Following
LayoutLMv2 (Xu et al., 2021), the layout loca-
tion coordinates are normalized into discrete bins
of [0, 1000], resulting that the vocabulary size of
RNN layout-head is 1001. The multi-segment pre-
fix ratio is set as αp = 0.25. We use the AdamW
optimizer (Loshchilov and Hutter, 2019) to train
ViTLP in 200K steps, with the batch size of 384
and initial learning rate of 2e-4.

Pre-training Data Following previous work (Xu
et al., 2021), we use IIT-CDIP Test Collection 1.0
(Lewis et al., 2006) containing 11M document im-
ages for pre-training. Five supplement datasets
with 2.5M document images are also added to aug-
ment the diversity of pre-training data, including
IAM (Marti and Bunke, 2002), SciTSR (Chi et al.,
2019), PubLayNet (Zhong et al., 2019), DocBank
(Li et al., 2020), and SynthDog (Kim et al., 2022).
We use our internal OCR tool4 to extract words
with location coordinates from the IIT-CDIP and
PubLayNet images. Words with locations are pro-
vided in IAM, SciTSR, and DocBank. Following

4https://www.huaweicloud.com/intl/en-us/product/ocr

Kim et al. (2022), we generate 2M synthetic docu-
ment images with text and layout annotations. De-
tailed data statistics are provided in Appendix A.1.

Evaluation Tasks We evaluate ViTLP on two
types of document processing tasks: 1) perception
tasks of document OCR and 2) cognition tasks of
visual document understanding (VDU).

For OCR evaluation, we conduct two benchmark
OCR sub-tasks, i.e., document text localization and
recognition. We evaluate model performance on
SROIE competition5 Task #1 for text localization
and Task #2 for text recognition. The text localiza-
tion task is evaluated by DetEval protocol (Wolf
and Jolion, 2006) which calculates the precision,
recall, and F1 based on the area of overlapping
regions between model predictions and ground-
truth text coordinates. Given the model output
and ground-truth words, the text recognition task
evaluates the word-level precision, recall, and F1
based on exact word matches.

For VDU evaluation, we conduct three docu-
ment understanding tasks. 1) Form Understanding.
Given a document image and its word entities, it is
a sequential labeling task to predict the BIO tags
for each entity. We use FUNSD (Jaume et al., 2019)
which contains 199 scanned forms, and the entities
are labeled in four categories: Header, Question,
Answer, and Other. FUNSD is divided into 149
images for training and 50 for testing. We report
entity-level F1 as the evaluation score. 2) Receipt
Understanding. We use CORD (Park et al., 2019)
containing 800 training and 100 testing images of
real-world receipts. The receipt entities are labeled
in 30 categories. We use entity-level F1 for evalua-
tion. 3) Document Classification. We conduct ex-
periments on the RVL-CDIP dataset (Harley et al.,
2015) containing 400K scanned documents in 16
classes. We adopt classification accuracy as the
evaluation metric. For the sequence labeling tasks
on FUNSD and CORD, we perform multi-segment
fine-tuning on those samples whose entity-word
sequences exceed the maximum decoder sequence
length. This differs from previous work that trun-
cates the input sequences into certain tokens, e.g.,
512 tokens in LayoutLM (Xu et al., 2020).

Furthermore, we perform generative question an-
swering on the DocVQA dataset (Mathew et al.,
2021). DocVQA consists of over 12K document
images with 50K question-answer pairs. Since the
answer word locations are not provided in the train-

5https://rrc.cvc.uab.es/?ch=13&com=tasks

https://www.huaweicloud.com/intl/en-us/product/ocr.html
https://rrc.cvc.uab.es/?ch=13&com=tasks


ing data, we use an OCR tool to obtain the layout
coordinates of document texts and then derive the
answer word locations with heuristic text matching.
In this way, we can feed the answers with layout
coordinates to ViTLP for DocVQA fine-tuning.

3.2 OCR Evaluation Results

We compare ViTLP with representative OCR base-
lines on the SROIE 2019 benchmark (Huang et al.,
2019). The text localization baselines include
CRAFT (Baek et al., 2019), YOLO-v3 (Red-
mon and Farhadi, 2018), and CTPN (Tian et al.,
2016). The text recognition baselines include
BiLSTM-CTC (Graves et al., 2006), BiLSTM-
ResNet, CTPN-CRNN (Shi et al., 2015), UNet-
CRNN (Ronneberger et al., 2015), and TrOCR (Li
et al., 2023). Unlike the conventional OCR models
that first perform text localization and then use the
localized text-regions to perform text recognition,
ViTLP unifies text localization and recognition in
a Transformer decoder and does not need ground
truth text-region inputs in the recognition task.

Table 1 shows the OCR evaluation performance.
ViTLP outperforms most baseline methods on both
localization and recognition tasks. ViTLP under-
performs TrOCR, given that TrOCR is a strong
pre-trained model for two-stage OCR text recogni-
tion, while ViTLP performs text localization and
recognition in one stage. Note that the SROIE
training samples are few, i.e., only 626 images, and
the provided input text coordinates are at textline-
level, which are different from our word-level pre-
training input format and thus render it challeng-
ing to fine-tune our model. Nonetheless, ViTLP
can still achieve comparable performance by fine-
tuning on the limited samples without extra data
augmentation (Li et al., 2023) and adapting to out-
put the textline coordinates that have never met in
the pre-training phase. We also provide demonstra-
tive zero-shot OCR samples in Appendix C.

3.3 VDU Evaluation Results

We compare ViTLP with competitive pre-training
baselines including i) general pre-trained language
model, RoBERTa (Liu et al., 2019), ii) disrimina-
tive VDU models: LayoutLM (Xu et al., 2020),
SelfDoc (Li et al., 2021b), TILT (Powalski et al.,
2021), LayoutLMv2 (Xu et al., 2021), and iii) gen-
erative VDU model, DONUT (Kim et al., 2022).
Table 2 shows the VDU evaluation performance.

Text Localization
Method Area-Precision Area-Recall Area-F1

CRAFT 62.73 59.94 61.31
YOLO-v3 77.29 79.32 78.29
CTPN 81.14 87.23 84.07
ViTLP 90.12 90.77 90.45

Text Recognition
Method Word-Precision Word-Recall Word-F1

CTPN-CRNN 35.75 63.89 45.85
BiLSTM-ResNet 74.05 77.81 75.88
BiLSTM-CTC 83.38 87.37 85.33
UNet-CRNN 85.77 86.48 86.12
TrOCR† 95.89 95.74 95.82
ViTLP 90.61 90.72 90.66

Table 1: OCR text localization and recognition results
on SORIE 2019. †TrOCR uses the ground-truth cropped
image regions as inputs, whereas ViTLP performs text
localization and recognition in one stage. All scores are
reported in percentage.

Information Extraction In terms of the entity-
level F1 scores on FUNSD, our model surpasses
all baseline models by a clear margin, e.g., +3.91
points over LayoutLMv2. This result indicates
that ViTLP can develop a thorough understand-
ing of form structures in document images. In
terms of CORD, ViTLP also achieves the highest
F1 score. Note that ViTLP significantly outper-
forms DONUT, proving that explicit layout mod-
eling is also necessary like language modeling for
generative VDU models. Concretely, for the receipt
images of CORD, entities with the same seman-
tic label <menu.price> are always located in
the same rightmost column of the receipt, sharing
closed horizontal coordinates. Modeling the layout
information could help generative VDU models
better understand the document structures.

Document Classification As shown in Table 2,
ViTLP achieves competitive performance on clas-
sification accuracy. We find that the performance
of ViTLP, TILT, LayoutLMv2, and DONUT are
nearly matched. This may be because document
classification is a coarse-grained task, where the
vision modality plays the most important role com-
pared to texts and layouts. Regarding similar clas-
sification accuracy, OCR-free models, i.e., ViTLP
and DONUT, are more flexible because no pre-
processed OCR results are needed.

3.4 Further Discussions
3.4.1 Ablation Study
We conduct a comprehensive ablation study to in-
vestigate the effect of hierarchical text-layout mod-



Pre-trained Model # Param. Maximum
Doc-Length

FUNSD
(F1↑)

CORD
(F1↑)

RVL-CDIP
(Acc↑)

RoBERTabase (Liu et al., 2019) 125M 512 66.48 93.54 90.06
LayoutLMbase (Xu et al., 2020) 160M 512 79.27 – 94.42
SelfDoc (Li et al., 2021b) 137M 1024 83.36 – 93.81
TILTbase (Powalski et al., 2021) 230M 512 – 95.11 95.25
LayoutLMv2base (Xu et al., 2021) 200M 512 82.76 94.95 95.25
DONUT (Kim et al., 2022) 259M 1536 – 84.10 95.30
ViTLP 253M unlimited 86.67 95.16 95.28

Table 2: Multiple VDU evaluation tasks on form understanding (FUNSD), receipt understanding (CORD), and
document classification (RVL-CDIP). “Maximum Doc-Length” stands for the maximum input tokens of a document
that the pre-trained models can process.

Ablation Model FUNSD (F1) CORD (F1)

w/o layout modeling 81.33 91.73
w/o multi-segment training 85.86 94.96
w/o hierarchical modeling 85.58 95.04

ViTLP 86.87 95.16

Table 3: Ablation variant performance on the informa-
tion extraction tasks.

eling and multi-segment pre-training scheme. We
compare ViTLP with three variants: i) pre-training
with the language modeling objective only, without
the layout modeling objective; ii) truncating the
long input sequences, without the multi-segment
pre-training scheme; iii) generating four location
tokens for each word in a flatten long sequence,
without hierarchical text-layout modeling.

Table 3 displays the ablation performance. We
observe that removing layout modeling leads to a
substantial performance drop, i.e., 5.54 and 3.37 F1
drops on FUNSD and CORD. The results suggest
that generative pre-training on the layout modality
can enhance the document understanding ability of
VDU models. Besides, truncating long document
inputs without the multi-segment pre-training strat-
egy leads to suboptimal performance. We believe
that the multi-segment pre-training scheme enables
ViTLP to model complete text and layout tokens of
the pre-training corpora, which benefits pre-trained
model performance. We can see that hierarchical
text-layout modeling also brings incremental per-
formance gain, implying its effectiveness in text-
layout information fusion.

3.4.2 Generative Document VQA

Performance and Analysis Table 4 shows the
DocVQA performance. ViTLP underperforms

Generative Pre-trained Model ANLS ↑

DONUT (Kim et al., 2022) 67.5
DONUT† (official code + our OCR data) 62.2
ViTLP 61.3

Table 4: Average Normalized Levenshtein Similar-
ity (ANLS) between the generated answers and ground-
truth answers. † denotes our re-implementation with the
official codebase and our pre-training data.

DONUT by 6.2 ANLS scores. We analyze that
the performance gap probably dues to two reasons:
(1) As compared in Davis et al. (2022), pre-training
data quality would significantly affect the down-
stream DocVQA task performance. This is be-
cause, different from discriminative models that
perform extractive QA upon given OCR of docu-
ment spans, generative models themselves need to
develop strong language modeling abilities to orga-
nize accurate output answer words, which requires
clean and diverse data for LM pre-training. We
have benchmarked the official DONUT codebase
with our pre-training data. The ANLS score frus-
tratingly decreases from 67.5 to 62.2, indicating
the pre-training data quality needs to be improved.
(2) On the other hand, the DocVQA questions may
not appear in document images. To keep consistent
with the pre-training sequence format, we append
the dummy coordinates {0, 0, 0, 0} after each ques-
tion word. This input text-location discrepancy be-
tween pre-training and DocVQA fine-tuning may
also affect the VQA task performance.

Explainable DocVQA with ROI Localization.
Albeit ViTLP underperforms the strong baseline
DONUT, it acquires localization capacity to ground
the answers, which is unprecedented to prior work.
Benefiting from the layout localization capacity



Question: What is the yield M.C. % for MGC-817?

ViTLP output: {[“28.0”, {726, 734, 773, 447}]}

Question: What is the date of this form?

 ViTLP output: {[“May”  , {692, 157, 726, 175}],

                         [“4,”      , {733, 157, 756, 175}],

                         [“1960” , {761, 156, 804, 175}]}

Question: What is the No. of the population 

                 in Henry country?

ViTLP output: {[“19,000”, {206, 300, 250, 318}]}

Figure 3: Visualization on ViTLP output answers for DocVQA. The ViTLP output sequences consist of answer
words (in blue) and corresponding location coordinates (in red). For comprehensive visualization, we draw the
region of interest (ROI) referring to the output location coordinates on the image.

learned in the pre-training phase, ViTLP can out-
put the region of interest (ROI) with the generated
answers, as presented in Figure 3. The visualized
ROI localization can help users justify the model
output answers, making the generative question-
answering process more explainable and reliable.
A potential application is to use ViTLP as a semi-
automatic annotator to construct large-scale docu-
ment answering datasets, where human annotators
can easily justify the annotations according to the
visualized ROI outputs.

4 Related Work

Visual document processing with multimodal pre-
training has been widely studied recently. Depend-
ing on the pre-processing of documents, existing
VDU works can be generally divided into two
strands of research as listed below.

OCR-based Methods. Most existing VDU ef-
forts (Xu et al., 2020, 2021; Huang et al., 2022;
Peng et al., 2022; Li et al., 2021b; Bai et al., 2023)
adopt OCR tools to localize and recognize docu-
ment layouts and texts, and then feed them to the
multimodal pre-trained models (Xu et al., 2021;
Peng et al., 2022; Appalaraju et al., 2021; Li et al.,
2021a). These methods usually involve multiple
multimodal pre-training objectives over the vision,
text, and layout. For instance, document words (Xu
et al., 2020, 2021), textlines (Bai et al., 2023), re-
gions (Li et al., 2021b; Wang et al., 2022b) are rich
in document structure information to align visual
features with text embeddings. Though promis-
ing, such pipeline suffers from heavy OCR pre-
processing. Moreover, OCR errors can easily lead

to incorrect results for downstream tasks such as
document question answering (Kim et al., 2022).

OCR-free Methods. There are few recent stud-
ies (Kim et al., 2022; Davis et al., 2022; Lee et al.,
2023b) that jointly consider text recognition and un-
derstanding without OCR tools. For instance, Kim
et al. (2022) takes document images as input to the
network without prerequisite OCRs and conducts
visual language pre-training. Lee et al. (2023b)
further improves the pre-training objectives over
various collected visual document corpus.

Our research lies within the OCR-free branch.
Different from existing works, we first study to
learning both document text and layout information
from the input images. Our empirical results also
verify that layout information not only enhances
the learned representations for downstream VDU
tasks but also makes the generation interpretable.

5 Conclusion

The paper proposes the visually guided genera-
tive text-layout pre-training (ViTLP) approach to
boost the performance of visual document process-
ing. The ViTLP model optimizes hierarchical lan-
guage and layout modeling objectives to generate a
mixed target sequence of texts and layouts. ViTLP
can also serve as an OCR tool to locate and rec-
ognize texts of document images. Besides, the
proposed approach can handle documents with ar-
bitrary lengths via multi-segment generative pre-
training. Experiments show that ViTLP achieves
superior performance compared to existing coun-
terparts on various VDU tasks.



Limitations

Our community has entered the era of large lan-
guage models (LLMs) (OpenAI, 2023; Chen et al.,
2023). However, regarding the model size, ViTLP
is still a rather small-scale pre-trained model, which
limits its potential to become an interactive and gen-
eralized document AI assistant. In future work, we
plan to explore two paths: 1) scaling up ViTLP
with more parameters and training data, extending
it to a more powerful foundation document model;
2) integrating ViTLP’s text-layout aligned image
encoder with open-source LLMs and instruction
tuning (Zhu et al., 2023; Liu et al., 2023) to con-
struct an interactive document AI system.
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Dataset Size Proportion Document Type

IIT-CDIP 10, 816, 672 81.89% Scanned Document
SynthDog 2, 000, 000 15.14% Synthetic Document
PublayNet 261, 076 1.98% Scientific Paper
DocBank 125, 815 0.95% Arxiv Paper

IAM 1, 198 0.01% Hand Written
SciTSR 3, 536 0.03% Figure and Table

Table 5: Pre-training dataset statistics.

A Experiment Details

A.1 Pre-training Data Statistics

Table 5 shows the pre-training data statistics. Fol-
lowing previous work, e.g., LayoutLMv2 (Xu et al.,
2021) and FormNetv2 (Lee et al., 2023a), we use
11M IIT-CDIP document images as the main pre-
training data. Besides, we follow Kim et al. (2022)
and Davis et al. (2022) to include 2M machine-
rendered synthetic documents for generative pre-
training. Specifically, we adapt the official Syn-
thDog generator6 to generate synthetic document
images with text and layout metadata. The other
four corpora, i.e., IAM, SciTSR, PublayNet, and
DocBank, account for only ∼ 3% pre-training data
whereby we aim to improve the diversity of pre-
training document types.

The distribution of document sequence length is
displayed in Figure 4. The number of text-layout
sequence tokens follows a long-tailed distribution:
there exist few long documents with the sequence
length ranging from 1024 to 3072. This brings a
trade-off to pre-training. With a relatively short se-
quence length (e.g., 512 tokens in LayoutLM), lan-
guage modeling on long documents is incomplete,
as the sequence tokens are truncated and wasted.
However, with a relatively long sequence length
(e.g., 3072), the GPU computation and memory
overload would become prohibitive, which further
forbids large batch sizes for better performance.7

The multi-segment pre-training scheme can cir-
cumvent this bitter trade-off. Notably, the multi-
segment processing scheme can be directly applied
to long document fine-tuning (and inference). For
example in the OCR and sequence labeling tasks,
ViTLP also employs the multi-segment scheme to
process the long documents by multiple segments
with prefix context tokens.

6https://github.com/clovaai/donut/tree/master/synthdog
7Even assuming sufficient GPU resources, the long-tailed

sequence-length distribution would also cause enormous to-
ken padding on long Transformer sequence inputs, leading to
considerable waste of computational resources.
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Figure 4: Distribution of document sequence length.

B Implementation Details of Sequential
Layout Head

Given that multimodal interaction is learned by the
stacked Transformer text-layout decoder layers, the
LM and layout heads hereby function as a prober
to output the next word and coordinate predictions.
As introduced in Sec 2.2.2, the layout head predicts
output probability Prob(Li,j) of the four coordi-
nates {Li,j}4j=1 = {zx1, zy1, zx2, zy2}i based on
the i-th global [LOC] token’s final hidden state
Hi,0 = HV TL

i ∈ Rd as follows.
Hi,1 = GELU

(
WsHi,0

)
Hi,2 = GELU

(
WsHi,1 + E

′
x(Li,1)

)
Hi,3 = GELU

(
WsHi,2 + E

′
y(Li,2)

)
Hi,4 = GELU

(
WsHi,3 + E

′
x(Li,3)

)
Prob(Li,j) = Softmax

(
WLHi,j

)
The coordinate tokens are quantized into a discrete
range of [0, 1000], making the layout-token vocab-
ulary size of |L| = 1001. The layout head pa-
rameters are lightweight including a hidden matrix
Ws ∈ Rd×d, two embeddings E

′
x(·) ∈ Rd and

E
′
y(·) ∈ Rd, and a linear projection WL ∈ R|L|×d.

We use the same GELU activation (Hendrycks and
Gimpel, 2016) as in the Transformer layers. The
layout head works similar to a vanilla RNN, as
each coordinate decoding step also considers the
information of previous coordinates. Compared to
naively using four independent linear heads, the se-
quential layout head can capture the spatial relation
among the output coordinates (e.g., x1 < x2 and
y1 < y2), bootstrapping more accurate coordinate
prediction in inference.

https://github.com/clovaai/donut/tree/master/synthdog


C Qualitative Cases of ViTLP Document
OCR Functionality

As shown in Figure 5 to 7, ViTLP demonstrates its
functionality on zero-shot document OCR. ViTLP
outputs the word-level OCR results including texts
and bounding boxes.



Figure 5: ViTLP OCR results on a paper. For comprehensive visualization, we draw the output texts (in blue) and
bounding boxes (in red) according to the OCR outputs.



Figure 6: ViTLP OCR results as visualized in Figure 5 above.



Figure 7: ViTLP OCR results on a webpage. For comprehensive visualization, we draw the output texts (in blue)
and bounding boxes (in red) according to the beneath ViTLP OCR outputs.


