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Abstract
A large number of propositions with rich ex-001
pressions exist in natural language. Correct002
classification of propositions is helpful to nat-003
ural language understanding and reasoning.004
However, most of the existing researches are005
limited by logical constants, while most propo-006
sitions in natural languages are implicit. And007
there is a lack of complete proposition clas-008
sification system, resources and research on009
cross-domain tasks. We propose the con-010
cept of implicit proposition which is more011
suitable for NLP application scenarios. And012
we present PEACE, for in-domain and cross-013
domain proposition classification tasks, covers014
all tasks related to proposition classification,015
among which the task of categorical proposi-016
tion classification is put forward for the first017
time, which is a large-scale proposition classi-018
fication data set with implicit propositions. It019
contains over 45k sentences, multi-level classes020
and 5 different domains. We use PEACE as021
a benchmark dataset and propose a series of022
proposition classification tasks. We use multi-023
ple popular machine learning methods as our024
baseline methods and run experiments on each025
task. The results show that the existing pre-026
training models can classify all kinds of propo-027
sitions relatively well, but the cross-domain028
tasks of non-modal proposition classification029
is still challenging. We release this benchmark030
with the hope of advancing research in natural031
language understanding, reasoning, and gener-032
ation.033

1 Introduction034

Propositions are defined as the meaning of declar-035

ative sentences in linguistics and logic(McGrath036

and Frank, 2020). Different classes of proposi-037

tions imply different logical relations, which is a038

crucial part of Natural Language Understanding039

(NLU)(Zhou, 1993).040

Concretely, propositions are divided into non-041

modal propositions and modal propositions accord-042

ing to whether they make deterministic judgments043

Figure 1: An example of explicit propositions with
logical constants in logic and implicit propositions that
are more inclined to be used in everyday language.

about objects(McGrath and Frank, 2020; Fan et al., 044

2016). In logic, non-modal proposition is divided 045

into simple proposition and compound proposition. 046

The categorical proposition in simple proposition 047

can be further divided into Affirmative universal 048

(A), nEgative universal (E), affIrmative particular 049

(I) and nOgative particular (O)1. Compound propo- 050

sition can be divided into conjunctive proposition, 051

hypothetical proposition and disjunctive proposi- 052

tion(Fan et al., 2016). Modal propositions can be 053

divided into alethic modality, epistemic modality, 054

deontic modality, dynamic modality, and evalua- 055

tive modality according to the different situational 056

constraints(Wu, 2021). For the convenience of re- 057

search, logic sums up the corresponding logical 058

constants through the different logical features of 059

each classification. These logical constants are 060

usually regarded as the basis of proposition classifi- 061

cation. Although the appearance of logical constant 062

facilitates the further study of logic, the sentence 063

forms of natural language we use in our daily life 064

are often flexible and diverse, which are not as 065

rigorous as the logical constant defined by logic. 066

In terms of NLP, proposition classification is rel- 067

evant for many downstream tasks. Classify modal 068

proposition is helpful to automatic detection of 069

intention, uncertainty, behavior and so on(Vincze 070

et al., 2008; Zerva et al., 2017; Prieto et al., 2020). 071

1To be more correct, A and I letters came from the Latin
affirmo, and E and O from the Latin nego.
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Classifying non-modal proposition helps to iden-072

tify logical symbols, extract logical relationships073

in sentences, which is further helpful for natural074

language reasoning(Wang et al., 2021; Jiao et al.,075

2022; Huang et al., 2021). Furthermore, classifying076

categorical propositions helps to test the inferential077

validity of syllogisms2.078

In recent years, many researchers began to pay079

attention to how to transfer the research idea of080

parsing sentence logic from linguistics to NLP. Liu081

et al. (2021) introduced the concept of proposi-082

tion into Chinese NLP community and provided an083

explicit dataset for non-modal propositions. Rubin-084

stein et al. (2013) proposed the event-based modal085

detection task and provided the corresponding cor-086

pus for it. Pyatkin et al. (2021) further detected and087

classified modal expressions based on them. How-088

ever, none of these solutions has a systematic and089

comprehensive corpus resource for the community.090

Meanwhile, human beings can transfer proposition091

classification knowledge acquired from one domain092

to another, and the ability of domain transfer is also093

an important embodiment of artificial intelligence.094

We think it is necessary to further investigate the095

task of cross-domain proposition classification.096

Different endeavors suffer from one (or more)097

of the following types of deficiencies with respect098

to their expressivity and coverage. First, Most re-099

searchers directly apply the proposition concept of100

formal logic to nlp, but the propositions we use in101

everyday language are not as rigorous as the words102

and structures of sentences defined by logic. The103

proposition that follows the definition of complete104

logic, As shown in Figure 1, we prefer to use im-105

plicit propositions in everyday natural languages.106

Therefore, it is necessary to break through the lim-107

itation of sentence patterns, redefine the proposi-108

tions in NLP, and expand the scope of proposition109

research to include implicit propositions. Second,110

there is still no work that makes a complete inquiry111

into all types of propositions. For categorical propo-112

sitions, to the best of our knowledge, there are cur-113

rently no classification tasks and datasets for such114

propositions, and categorical propositions can di-115

rectly aid in syllogistic inference tasks. For modal116

propositions, previous studies mostly focused on117

the disambiguation of modal keywords, and only118

paid attention to a few keywords. Although the119

research of Pyatkin et al. (2021) expanded modal120

keywords to some extent, they were still triggered121

2the most basic form of reasoning.

by keywords and still belonged to explicit proposi- 122

tions. Third, further cross-domain research needs 123

to be improved. It is natural for humans to gen- 124

eralize the domains of proposition classification, 125

but the domain generalization ability of machines 126

on these tasks has not been investigated in detail. 127

We believe that the AI community needs an ex- 128

tensive investigation for the tasks of classifying 129

cross-domain propositions. 130

All in all, we think that proposition classification 131

needs a systematic and comprehensive evaluation 132

method, which includes all the classification tasks 133

of propositions with practical application value. We 134

should not only consider explicit propositions and 135

implicit propositions, but also further explore their 136

classification in various domains. 137

In this paper, we propose PEACE, a manually 138

annotated dataset with multiple benchmark tasks 139

for proposition classification. We transfer the clas- 140

sification system of propositions from linguistics 141

to NLP, and make corresponding adjustments ac- 142

cording to the understanding of natural language 143

semantics. Based on this, we propose a multi-level 144

classification system. We use SVM, TextCNN, Tex- 145

tRNN, DPCNN and Bert, RoBERTa to explore the 146

experimental performance of proposition classifica- 147

tion tasks and obtain corresponding baseline results, 148

which provide the corresponding reference for the 149

future methods of proposition classification. The 150

main contributions of this paper can be summarized 151

as follows: 152

• We put forward the concept of implicit propo- 153

sition, get rid of the restriction of logical con- 154

stant on proposition, expand the object of 155

proposition classification to the actual natu- 156

ral language, and make the task more suitable 157

for NLP application scenarios. 158

• PEACE covers all tasks related to proposition 159

classification, among which the task of cat- 160

egorical proposition classification is put for- 161

ward for the first time, and the datset we built 162

is the first large-scale proposition classifica- 163

tion data set with implicit propositions. 164

• We further explore the task of cross-domain 165

proposition classification, and give a set of 166

strong baseline methods, which can provide 167

a reference for the future exploration of in- 168

domain and cross-domain Chinese proposi- 169

tion classification. 170
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Figure 2: The proposed framework of proposition classification and the corresponding relationship with our tasks.
MPR denotes Modal Proposition Recognition, NPC denotes Non-modal Propositions Classification, CPC denotes
Categorical Proposition Classification, MPC denotes Modal Propositions Classification. See section Benchmark
Tasks for more detailed explanation.

2 Benchmark Tasks171

In order to explore the classification of propositions,172

we combined logic to explore the whole proposition173

system. Figure 2 presents the complete taxonomy174

that we propose for proposition classification in175

NLP. The examples of each classes are shown in176

Appendix. Based on the classical classification of177

logic, it has been simplified to make it intuitive178

and easy for NLP practitioners and non-logicians179

to use. In this section, we discuss the redefinition180

of various propositions in NLP and the specific181

description of each task.182

2.1 Redefinition183

Linguistics and logic define proposition as the184

meaning of declarative sentence, which has nothing185

to do with language form(Portner, 2009; Fan et al.,186

2016). Different propositions contain different log-187

ical keywords, which can express different logical188

relationships. When propositions were introduced189

into NLP, Liu et al. (2021) used these keywords as190

the basis of proposition classification, but we think191

that the basis of proposition classification should192

be semantic logic rather than language form, and193

the concept of implicit propositions should be in-194

troduced. We show the redefinition of categorical195

proposition and conjunctive proposition as follows,196

and the redefinition of complete system classifica-197

tion is detailed in the appendix.198

categorical proposition Make a direct and uncon-199

ditional judgment on whether an object logically200

contains a certain attribute or belongs to a certain201

category.202

conjunctive proposition A compound proposition, 203

which reflects that several situations or properties 204

of objects exist at the same time, and logically has 205

a conjunctive relationship. 206

2.2 MPR: Modal Proposition Recognition 207

Logic first divides propositions into modal proposi- 208

tions and non-modal propositions. However, modal 209

propositions have not been paid enough attention 210

in previous studies of NLP, which leads to many 211

modal propositions being labeled as non-modal 212

propositions by mistake. Therefore, we think 213

it is necessary to identify modal propositions to 214

distinguish modal propositions from non-modal 215

propositions. The task is to predict whether a 216

given sentence is a proposition and whether it is 217

a modal proposition. We use the three-way(not- 218

proposition/non-modal/modal) class split, and use 219

only sentence-level labels. 220

2.3 NPC: Non-modal Propositions 221

Classification 222

The ProPC(Hu et al., 2021) provides a dataset for 223

in-domain and cross-domain non-modal proposi- 224

tions classification. The sources are Baidu Ency- 225

clopedia and news, medical, law and finance, but it 226

doesn’t pay attention to modal proposition, and the 227

news domain may contain other domains. There- 228

fore, we think it is necessary to re-label and re- 229

divide the dataset to test its performance on non- 230

modal propositions classification. See the third 231

section for the specific treatment of the data. The 232

task is to predict the classification of a given non- 233

modal proposition. 234
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2.4 CPC: Categorical Proposition235

Classification236

Syllogism is the most common form of deductive237

reasoning, among which categorical syllogism is238

the most common syllogism. The validity of cate-239

gorical syllogism can be judged by the classifica-240

tion of categorical propositions(Fan et al., 2016).241

Therefore, we believe that identifying and classi-242

fying categorical propositions is of certain signifi-243

cance to the subsequent natural language reasoning.244

The task is to predict the classification of a given245

categorical proposition.246

2.5 MPC: Modal Propositions Classification247

In logic, modal propositions are divided into alethic248

modal, cognitive modal, deontic modal and dy-249

namic modal(Wu, 2021). The alethic modal is250

based on the state of the objective world, and251

the cognitive mode is based on personal subjec-252

tive experience and knowledge to judge the propo-253

sition. Applying to NLP, we find that both the254

alethic modal and the cognitive modal are related255

to possibility and difficult to distinguish from each256

other in semantic understanding, as in the fol-257

lowing two examples: 1) Water will inevitably258

turn into steam when it is heated to the boiling259

point.(alethic modal). 2) I think Mr. Wang must be260

at school.(cognitive modal). Therefore, we think261

they can be classified as possible modal.262

Pyatkin et al. (2021) put forward a modal hierar-263

chical classification system based on modal event264

detection, but its proposed classification system is265

too fine-grained, just like the alethic modal and cog-266

nitive modal mentioned above. Although the article267

explains the difference between them by "by state268

of word" and "by state of knowledge", we think269

that the cost of manual annotation is still very high,270

and the connection between such fine-grained clas-271

sification and downstream tasks is not very close.272

Therefore, we think it is enough to divide modal273

propositions into possible modal, deontic modal274

and dynamic modal. The task is to predict the275

classification of a given modal proposition.276

3 Dataset Construction277

3.1 Data Acquisition278

3.1.1 None-modal propositions.279

A suitable dataset for the classification of None-280

modal propositions should have canonical state-281

ments and clearly stated semantics. ProPC (Hu282

et al., 2021) is a dataset constructed for non-modal283

propositions, including explicit and implicit propo- 284

sitions. Its data source is Baidu Encyclopedia, 285

which is an open and free online encyclopedia 286

with complete sentence structure and clear meaning. 287

There are 15,000 annotated statements in ProPC, 288

including 1,000 each in the domains of finance, 289

law, medical, and news. We use ProPC (Hu et al., 290

2021) as our data source and remove the sentences 291

containing modal keywords to modal propositions 292

dataset and conducted a secondary check on the 293

annotation results. Besides, in order to match the 294

modal dataset, we split the news corpus into four 295

other fields. 296

3.1.2 Modal propositions. 297

Most statements in the encyclopedia are determin- 298

istic statements describing facts. The sentences in 299

novels, blogs and publications are complete and 300

there are more modal events. We extracted this 301

part of sentences from CCL corpus(ZHAN, 2003) 302

as as our original corpus source. We selected 12 303

typical modal words(Wu, 2021) as trigger words 304

with 1,000 statements of each, so a total of 12,000 305

statements were obtained as comprehensive cor- 306

pus. In the same way, we tried our best to find 100 307

statements corresponding to each keyword in the 308

three domains of finance, law, and medical, with 309

a total of 1,200 statements of each domain. Fur- 310

thermore, we added sentences from ProPC which 311

is modal proposition after the secondary check. It 312

is possible that multiple keywords with different 313

modalities be matched in a sentence, so we re-label 314

these sentences separately. 315

3.1.3 Categorical propositions. 316

Categorical propositions belong to simple propo- 317

sitions (that is, propositions that contain no other 318

propositions themselves)(Fan et al., 2016), while 319

statements in encyclopedia are mostly nested logi- 320

cal relations and mostly positive semantics. In or- 321

der to make the corpus contain sufficient statements 322

of various types as much as possible, we added the 323

statements from LogiQA(Liu et al., 2020), which 324

is collected from publically available questions of 325

the National Civil Servants Examination of China. 326

To obtain sufficient categorical propositions and 327

negative-semantic statements, we delete the state- 328

ments containing the logical keywords of com- 329

pound propositions and filter some statements with 330

negative words in the predicate part. After man- 331

ual secondary filtering, we finally identified 10,000 332

statements. Categorical propositions belong to non- 333
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modal propositions. For the corpus of the vertical334

domain, we use this part of the sentences in the335

non-modal proposition corpus for labeling, while336

there are few sentences that can be labeled as cate-337

gorical propositions in this part of the corpus. After338

investigating more corpus sources, we found that339

the financial sentences in the news can be marked340

with sufficient statements of categorical proposi-341

tion. In order to add the diversity of comparison,342

1,000 sentences of finance domain are extracted343

from THUnews(Yluthu, 2016) to form categorical344

dataset.345

3.2 Data Annotation346

There are 3 stages of annotation for modal and cat-347

egorical propositions statements: annotation train-348

ing, trial annotation and formal annotation.349

Before organizing the annotation, we analyzed350

and labeled some extracted statements, and com-351

pleted the annotation standard for proposition clas-352

sification based on natural language processing,353

and identified 120 statements as the benchmark for354

annotation training and trial annotation. For the355

classification of propositions, as a text may not ex-356

press it’s logical relation dependent on the logical357

keywords, or are not expressed by some keywords358

at all. Thus, the basic principle that guides the an-359

notation of proposition classification is: look not at360

keywords but at semantic logic.361

The annotation was conducted by 6 undergradu-362

ate and graduate students, among which 3 annotator363

were responsible for modal propositions, 3 annota-364

tor for categorical propositions. They first received365

the annotation training, which provided the project366

background introduction and annotation specifica-367

tion explanation, and carried out the annotation368

demonstration of 20 sentences to further explain369

the specific process of annotation.370

In the trial annotation part, 100 statements with371

identified labels above (50 for modal propositions372

and 50 for categorical propositions) were used to373

test the annotators’ understanding of the proposi-374

tion specification, and 3 annotators in each group375

used the corresponding 50 statements respectively376

to annotate. The consistency test results show that377

there was good consistency between the two groups378

of annotators (Fleiss Kappa(Fleiss and Joseph,379

1971)=0.7278 and 0.652), and the accuracy of each380

two annotator reached more than 80% (compared381

with the identified labels). We also conducted a382

pairwise cross-validation. The statements labeled383

Type EK EI FN Law Med
Category 3,794 120 42 234 183

Conjunctive 1,569 367 258 218 262
Hypothetical 1,082 56 85 81 28
Disjunctive 213 10 1 4 4

Not 2,542 258 389 188 239
Total 9,201 812 776 726 717

Table 1: The overview of propositions in non-modal
dataset.

by each annotator has duplicate annotation state- 384

ments with each other annotators (the number of 385

repetitions in each part is equal), and the agreement 386

rate between each two annotator is also greater than 387

80%. All these indicate that the trained annotator 388

has understood the annotation specification and can 389

proceed to formal annotation. 390

In the formal annotation part, we have also 391

double-checked the labeling results of each anno- 392

tator every two days to ensure the quality of the 393

dataset. The resulting set of annotations for a to- 394

tal of 44,968 statements consists of 12,232 anno- 395

tated statements for non-modal proposition, 20,782 396

for modal proposition , 11,954 statements for cate- 397

gorical proposition. In this paper, we use "C&E" 398

denotes Comprehensive and Encyclopedia data, 399

"C&L" denotes Encyclopedias and LogiQA data, 400

"FN" denotes Finance data, "Law" denotes Law 401

data, "Med" denotes Medical data. "A" denotes 402

Universal affirmative proposition, "E" denotes Uni- 403

versal negative proposition, "I" denotes Particular 404

affirmative proposition, "O" denotes Particular neg- 405

ative proposition. 406

3.3 Dataset Analysis 407

None-modal propositions. There are 4 distinct 408

classifications in ProPC dataset. In detail, we sorted 409

out five files of statistical data, including "EK": En- 410

cyclopedia data with logic keywords(not all explicit 411

propositions), "EI": Encyclopedia data which con- 412

tains implicit propositions and conforms to natural 413

language distribution, "FN": finance data, "Law": 414

law data, "Med": medicine data, "Not": a sentence 415

which is not a proposition. The overall distribu- 416

tion of propositions in non-modal dataset shows 417

in Table 1 indicates that non-modal propositions 418

exist more widely, especially in Chinese language, 419

and from Figure 3, we found that non-modal im- 420

plicit propositions accounted for a considerable 421

proportion in each domain. Under natural distribu- 422
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Figure 3: Implicit propositions in non-modal3. Among
them, the disjunctive proposition has no implicit
form.(Huang, 1991)

Type C&E FN Law Med
Possible 5,006 289 269 639
Deontic 5,018 625 827 451

Dynamic 3,911 316 135 260
Not 2,640 134 162 100

Total 16,575 1,364 1,393 1,450

Table 2: The overview of propositions in modal dataset.

tion, implicit hypothetical proposition proportion423

is smaller than other two types.424

Modal propositions. For modal dataset, there are425

three distinct classifications and 4 domains: Com-426

prehensive and Encyclopedia data, finance data,427

law data and medicine data. Except for sentences428

containing keywords, which are explicit, we also se-429

lected implicit modal propositions from sentences430

that do not contain keywords in ProPC dataset for431

each domain. During annotation, we notice that it432

exists cross-modal keywords.433

From Table 2, we observed that sentences con-434

taining keywords account for a large proportion of435

modal propositions and the Not means the sentence436

is not a modal proposition but it doesn’t mean that437

these sentences are not propositions which need a438

further annotation. And comparing the Total and439

modal proposition number in C&E, implicit modal440

propositions proportion is relatively small.441

Numerous statistics of cross-modal keywords442

were given in Appendix Table 6 and specific cross-443

modal keywords distribution were given in Ap-444

pendix Figure 5. It found that every keyword445

has cross-modal meanings and there are some key-446

words with obvious cross-modal meanings.447

3Implicit propositions account for almost 100% of the
categorical propositions in EI, is because EI data itself is
encyclopedia with implicit data, and people’s daily expression
of nature propositions tends to be non-standard logic forms,
that is, implicit forms.

Type C&L FN Law Med
A 7,562 782 733 751
E 1,341 125 162 56
I 861 89 86 177
O 236 4 19 16

Total 10,000 1,000 1,000 1,000

Table 3: The overview of propositions in categorical
dataset.

Categorical propositions. There are 4 distinct 448

classifications in categorical propositions, includ- 449

ing sentences from Encyclopedias and LogiQA(Liu 450

et al., 2020) publications, finance sentences from 451

THUnews(Yluthu, 2016), Law data and Medical 452

data from ProPC(Hu et al., 2021). 453

From Table 3, the A occupies the largest pro- 454

portion in categorical dataset which indicated that 455

among simple propositions, universal affirmative 456

propositions are the easiest to appear, and have the 457

characteristics of simplicity and directness. 458

4 Experiments 459

4.1 Baseline Methods 460

In order to explore and analyze the perfor- 461

mance of machines in PEACE, we selects eight 462

models from the five popular text classification 463

methods as follow:Rule-based method, Majority, 464

SVM, TextCNN, TextRNN, DPCNN, BERT and 465

RoBERTa. See appendix for the detailed descrip- 466

tion of the models. 467

4.2 Experiments Setup 468

Predicting proposition classification is a multi-class 469

classification problem. Given a sentence-level text 470

T and a set of labels L = (l1, l2, . . . , ln) for propo- 471

sition classification, we hope to learn a mapping 472

C : T 7→ P(L). 473

4.2.1 In-Domain Evaluation 474

We select the data of C&E(C&L in CPC task), 475

which is the easiest to obtain and label, and has the 476

largest number, as the datasets for each in-domain 477

task exploration, and scrambled the data according 478

to the ratio of 8: 1: 1 and divided it into training, 479

verification and test set. For NPC task, because the 480

sentences with logical keywords are easier to ob- 481

tain and label, we want to test the performance of 482

the model trained by explicit proposition on natu- 483

rally distributed data. Therefore, we have designed 484

the experiment of the model on EI dataset (554 485
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Model MPR NPC MPC CPC
C&E EK EI C&E C&L

Rule-based 0.34 0.60 0.49 0.48 0.08
SVM 0.69 0.49 0.24 0.71 0.77

TextCNN 0.44 0.56 0.22 0.36 0.74
TextRNN 0.44 0.56 0.22 0.36 0.74
DPCNN 0.44 0.56 0.22 0.36 0.74
BERT 0.86 0.91 0.48 0.83 0.95

RoBERTa 0.86 0.90 0.54 0.83 0.95
Majority 0.44 0.56 0.22 0.36 0.74

Table 4: The weighted average F1-score of in-domain
tasks with different models.

sentences of data with natural distribution obtained486

by additional labeling), that is, training a classifier487

C(EK,EI).488

4.2.2 Cross-Domain Evaluation489

To perform cross-domain evaluation, we use C&E490

data as Tsource, and the data of Financial, Law and491

Medical domains as the Ttarget. We treat Tsource492

as available data and Ttarget as an incoming dataset493

from a novel domain. In order to explore the gen-494

eralization ability of the model, we use the model495

trained on Tsource to test it directly on Ttarget data,496

that is, training a classifier C(source, target). To497

further explore the migration ability of the model,498

we first train the classifier on Tsource and then499

finetune it on Ttarget, that is, training a classifier500

C(finetune, target). We choose Bert, who per-501

forms well on the in-domain task, as the model of502

this part, and marked as BERT-trans in the experi-503

ments.504

During our experiments, we use F1-score as the505

main evaluation metric, weighted across all classes.506

5 Results and Discussion507

We evaluate the performance of the model on four508

tasks by in-domain and cross-domain settings. We509

present performance on the main benchmark tasks510

in Table 4 and Table 5.511

5.1 General Trends512

Aside from the settings of in-domain and cross-513

domain, we observe some general trends. Among514

all the tasks, the CPC task has the highest score on515

the whole, which may be due to the more obvious516

characteristics of the categorical propositions, and517

the extremely unbalanced data distribution. The A518

classification519

Task Model Domains

MPR

Finance Law Medical
Rule-based 0.27 0.30 0.28

SVM 0.60 0.63 0.64
TextCNN 0.49 0.51 0.53
TextRNN 0.49 0.51 0.53
DPCNN 0.49 0.51 0.53
BERT 0.65 0.79 0.68

RoBERTa 0.62 0.75 0.48
BERT-trans 0.76 0.81 0.71

Majority 0.49 0.51 0.53

NPC

Finance Law Medical
Rule-based 0.14 0.14 0.22

SVM 0.50 0.38 0.56
TextCNN 0.11 0.44 0.38
TextRNN 0.11 0.44 0.38
DPCNN 0.11 0.44 0.38
BERT 0.42 0.64 0.48

RoBERTa 0.32 0.67 0.48
BERT-trans 0.77 0.74 0.78

Majority 0.11 0.44 0.38

MPC

Finance Law Medical
Rule-based 0.55 0.46 0.50

SVM 0.44 0.66 0.57
TextCNN 0.51 0.67 0.47
TextRNN 0.51 0.67 0.47
DPCNN 0.51 0.67 0.47
BERT 0.78 0.83 0.78

RoBERTa 0.79 0.82 0.80
BERT-trans 0.81 0.83 0.83

Majority 0.51 0.67 0.47

CPC

Finance Law Medical
Rule-based 0.10 0.04 0.06

SVM 0.80 0.74 0.68
TextCNN 0.78 0.62 0.64
TextRNN 0.78 0.62 0.64
DPCNN 0.78 0.62 0.64
BERT 0.97 0.89 0.85

RoBERTa 0.97 0.87 0.85
BERT-trans 0.90 0.97 0.93

Majority 0.76 0.62 0.64

Table 5: The weighted average F1-score of cross-
domain tasks with different models.

alone accounts for about 76%. Among all the 520

methods, Rule-based methods are not good for all 521

tasks, which shows that it is not feasible to iden- 522

tify proposition types only by logical connectives, 523

and the pre-training language model has obviously 524

achieved better experimental results, and has a bet- 525

ter performance than other methods in all tasks. 526
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5.2 In-Domain Evaluation527

We observe that: On the whole, the models based528

on pre-training can produce better overall scores529

than those based on neural networks. Detailed ex-530

perimental data will be placed in the appendix. By531

looking at the performance of the model in each532

category, we found that the model based on neu-533

ral network predicted all the data to the category534

with the largest amount of data. We speculate that535

this may be caused by the imbalance of our data.536

In NPC, the F1-score obtained by the EK-trained537

model predicting EI is much lower than EK. Be-538

cause the features of the sentences extracted by539

EK according to logical keywords are relatively540

obvious, while EI is more implicit. The large dif-541

ferences cause poor effect of using the EK-trained542

model to test EI.543

Comparing the F1-scores of C&Es, EK and544

C&L, it can be found that the C&E result of MPC545

is slightly worse, which may be related to the fact546

that the same word has multiple modal meanings in547

MPC. The logic words in other tasks only belong548

to one class.549

5.3 Cross-Domain Evaluation550

To evaluate generalizability and transferability, we551

analyze the results for the C(source, target) and552

C(finetune, target) settings. Table 5 shows the553

results. We observe that pre-trained models achieve554

better average F1-scores in the C(source, target)555

settings than the majority baseline. This indicates556

that although the task of proposition classifica-557

tion has domain-specific nature, the classification558

knowledge learned in different domains can be ex-559

tended to new domains to some extent.560

In the NPC tasks, the Rule-based method un-561

der cross-domain setting is significantly lower than562

that under in-domain setting, which may be due563

to the fact that those data under in-domain setting564

are mostly explicit propositions guided by logical565

keywords, while the data under cross-domain set-566

ting conform to the natural distribution, which also567

reflects the difficulty of applying the classifier of568

explicit propositions to implicit propositions.569

In the CPC task, the effect of the models on570

Finance is better than that of Law and Medical,571

which may be due to the difference of datasets.572

Figure 4 shows the proportion of different classes573

in various domains in each task. Because the source574

of Finance data in the CPC task is news, and the575

source of Medical and Law data are question-and-576

Figure 4: The proportion of different classes in various
domains in each task.

answer corpus, the sentence structure of Finance 577

is more regular and unified, and the data in CE is 578

also close, while the sentences in Law and Medical 579

are more colloquial. The experimental results in 580

this part also indicates that colloquial data such as 581

question-and-answer are more challenging. 582

Comparing the two settings of 583

C(source, target) and C(finetune, target), 584

we can evaluate the transferability of the model. 585

We observe that C(finetune, target) performs 586

better than or on par with C(source, target). 587

Among all tasks, the result of NPC task is generally 588

low, which implies that the feature of non-modal 589

proposition are more difficult to learn and more 590

difficult. 591

6 Conclusions 592

In this paper, we present four proposition classifica- 593

tion benchmark tasks which are based on solid the- 594

oretical foundations, yet are adapted to fit the needs 595

of NLP practitioners: modal proposition recogniza- 596

tion, non-modal propositions classification, modal 597

propositions classification and categorical propo- 598

sition classification. To enable research on these 599

tasks, we introduce PEACE, a novel dataset with a 600

variety of manual annotations on proposition classi- 601

fication, consist of explicit and implicit proposition 602

drawn from different sources. We use Rule-based, 603

Majority, SVM, TextCNN, TextRNN, DPCNN and 604

BERT, RoBERTa as our baseline methods to run 605

experiments on each of the tasks. Results of our 606

experiments indicates that the existing pre-training 607

models can classify all kinds of propositions rel- 608

atively well, but the cross-domain tasks of non- 609

modal proposition classification is still challenging. 610

In the future, we will continue to expand the size of 611

the dataset, optimize the model, and explore more 612

methods for domain generalization. 613
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7 Appendix719

7.1 Specific Redefinition720

7.1.1 non-modal proposition721

A deterministic judgment on the actual existence722

or non-existence of things.723

categorical proposition Make a direct and uncon-724

ditional judgment on whether an object logically725

contains a certain attribute or belongs to a certain726

category.727

According to the difference of joint term and728

quantity term, the property proposition can be di-729

vided into the following four types:730

A: Universal affirmative proposition, a propo-731

sition that semantically concludes that all objects732

of a class of things have certain properties.4 The733

explicit proposition has the form: "All S are P".734

E: Universal negative proposition, a proposition735

that semantically concludes that all objects of a736

class of things have no certain properties. The737

explicit proposition has the form: "No S is P".738

I: Particular affirmative proposition, a proposi-739

tion that semantically concludes that some objects740

of a class of things have certain properties. The741

explicit proposition has the form: "Some S are P".742

O: Particular negative proposition, a proposition743

that semantically concludes that some objects of744

a class of things have no certain properties. The745

explicit proposition has the form: "Some S are not746

P".747

conjunctive proposition A compound proposition,748

which reflects that several situations or properties749

of objects exist at the same time, and logically has750

a conjunctive relationship.751

disjunctive proposition A compound proposition,752

which reflects the existence of at least one condi-753

tion or attribute of an object, and logically has a754

disjunctive relationship.755

hypothetical proposition A compound proposi-756

tion, which contains a previous or tentative expla-757

nation, and logically has a conditional relationship.758

7.1.2 modal proposition759

Modality refers to the speaker’s modification of760

state of affairs, which is used to express the con-761

cepts of possibility, inevitability, promise, obliga-762

tion and ability.763

possible modal The speaker makes a decision764

about the likelihood that the central meaning ex-765

pressed by the proposition will occur.766

4singular proposition refers to only one object, so it can
generally be regarded as a universal proposition.

Modality Keyword Pos Deo Dyn

Possible

必然 inevitable 550 35 34
可能 possible 888 69 58
偶然 accidental 87 16 42
一定 definite 718 41 80
应该 should 188 413 33

Deontic
必须 must 37 1,165 13
可以 can 175 857 481
应当 should 38 897 8

Dynamic

敢 dare 9 13 318
会 can 834 283 543
能 can 986 531 1,838
要 want 112 652 412

Total - 4,922 4,972 3,860

Table 6: The cross-modal keyword proposition in C&E.

deontic modal The speaker allows or gives instruc- 767

tions that make actions, states, and events possible 768

or to be performed 769

dynamic modal Focus on the subject, participant’s 770

ability or willingness, not the speaker’s point of 771

view or attitude. 772

Task C&E FN Law Med
MPR 23,948 2,006 1,957 2,067
NPC 6,659(EK) 553(EI) 386 537 477
MPC 13,935 1,230 1,231 1,350
CPC 10,000 1,000 417 537

Table 7: The overview of propositions in tasks’ dataset.

Figure 5: Cross-modal Keyword Proportion in C&E

7.2 Baseline Methods 773

7.2.1 Rule-based 774

This method simply matches statements based on 775

the logical keywords corresponding to the different 776
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Task Domain Train Dev Test

MPR

Total 23,981 2,998 2,998
C&E 19,156 2,394 2,394

Finance 19,156 2,394 2,006
Law 19,156 2,394 1,957

Medical 19,156 2,394 2,067

NPC

EK 5,326 666 666
EI 5,326 666 553

Finance 5,326 666 386
Law 5,326 666 537

Medical 5,326 666 477

MPC

C&E 11,147 1,393 1,394
Finance 11,147 1,393 1,230

Law 11,147 1,393 1,231
Medical 11,147 1,393 1,350

CPC

C&L 8,000 1,000 1,000
Finance 8,000 1,000 1,000

Technology 8,000 1,000 1,000
Law 8,000 1,000 417

Medical 8,000 1,000 537

Table 8: The amount of train, dev and test data in tasks.

classes, which establishes the corresponding tem-777

plate for each class by regular expression and then778

matches the statements one by one.779

7.2.2 Majority780

Majority classifier shows the results that just pre-781

dicting the majority class.782

7.2.3 Statistical Machine Learning783

SVM(Johnson and Tong, 2017): support-vector ma-784

chines are supervised learning models with asso-785

ciated learning algorithms that analyze data for786

classification and regression analysis.787

7.2.4 Neural Network788

TextCNN(Alexander Rakhlin, 2017): Several con-789

volution kernels of different sizes are used to ex-790

tract the key information in sentences, and has791

strong parallel computing capability, can quickly re-792

alize feature extraction. TextRNN(Liu et al., 2016):793

Based on bidirectional LSTM, which is good at cap-794

turing longer sequence information. There are two795

parts of information for its input on each time step:796

reserved information of the previous time step, and797

the original information corresponding to the cur-798

rent time step. DPCNN(Johnson and Tong, 2017):799

Deep Pyramid Convolutional Neural Networks for800

Text Categorization, is a network based on word-801

level level, which can extract long-distance text802

dependencies by deepening the network. 803

7.2.5 Pre-training Language Model 804

BERT(Devlin, 2018): Bidirectional Encoder Rep- 805

resentations from Transformers, is one of the most 806

popular pre-training method in recent years. As 807

a new language model, it performs well in vari- 808

ous text tasks such as question answering, named 809

entity recognition, text classification and so on. 810

RoBERTa(Liu et al., 2019): Robustly Optimized 811

BERT Approach, optimized the general BERT 812

model details and training strategies, and used a 813

larger training dataset, which can achieve better 814

results in many NLP downstream tasks. 815

7.3 Related Work 816

Proposition, as the smallest unit of logical reason- 817

ing in logic, has been deeply studied in logic and 818

linguistics, but it has not been fully explored in 819

NLP. Liu et al. (2020) constructed a reading com- 820

prehension dataset based on the standardized test 821

questions of human logical reasoning in China Na- 822

tional Civil Service Examination. Yu et al. (2020) 823

constructed a reading comprehension dataset based 824

on the logical reasoning questions of standardized 825

postgraduate exams. Although these datasets were 826

constructed without further analysis from the per- 827

spective of proposition, many researchers applied 828

logic knowledge in challenging these tasks. Wang 829

et al. (2021) proposed to use logical symbols and 830

expressions to improve the logical reasoning ability 831

of machines. Huang et al. (2021) builds a logical di- 832

agram by extracting logical elements and discourse 833

relations to model the logical structure. The logical 834

structures in the above studies can be understood as 835

logical elements and logical relationships, but they 836

are only based on their corresponding tasks and 837

datasets, and there is no systematic and complete 838

introduction of logical structures into NLP. 839

Liu et al. (2021) first introduced the concept 840

of Chinese proposition into NLP, and proposed 841

explicit proposition identification and element ex- 842

traction tasks, and constructed the corresponding 843

datset. Hu et al. (2021) introduced the concept 844

of implicit proposition and offered more domains, 845

constructed ProPC, and made preliminary attempts 846

on in-domain and cross-domain proposition clas- 847

sification. Pyatkin et al. (2021) proposed modal 848

sense hierarchical classification based on modal 849

event detection and verified the improvement of 850

modal event detection task by modal classification. 851
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Class Example
Categorical

A
所有的鲸鱼都是哺乳动物。（显式） All whales are mammals. (explicit)
正方形是矩形。（隐式） Square is rectangular. (implicit)

E

所有的行星都不是恒星。（显式）
All the planets are not stars. (explicit)
人都不能知道自己去世之后的事情。（隐式）
People can’t know what happens after they pass away. (implicit)

I 有的旁观者清。（显式） Some bystanders are aware of the situation. (explicit)
当局者迷。（隐式） The player can not see most of the game. (implicit)

O 有些人不珍惜生命。（显式） Some people don’t value life. (explicit)
人不珍惜生命。（隐式） People don’t value life. (implicit)

Non-modal

Categorical
所有的人都是贤良的。（显式） All people are virtuous.(explicit)
人皆贤良。（隐式） Everyone is virtuous.(implicit)

Conjunctive

小张不仅学问多而且很好学。（显式）
Xiao Zhang is not only knowledgeable but also studious. (explicit)
小张别说学问多了，压根就不好学。（隐式）
Xiao Zhang, not to mention knowledgeable, doesn’t like studying at all. (implicit)

Hypothetical

如果要当一名合格的学生，那么就要好好学习。（显式）
If you want to be a qualified student, then you have to study hard. (explicit)
要当一名合格的学生就要好好学习。（隐式）
To be a qualified student, one have to study hard. (implicit)

Disjunctive 小王要么好好学习了，要么成不了好学生。（显式）
Xiao Wang will either study hard or he won’t be a good student.(explicit)

Modal

Possible

水加温到了沸点必然变成水蒸气。（显式）
When water is heated to the boiling point, it must become water vapor. (explicit)
水加温到了沸点就得变成水蒸气。（隐式）
When water is heated to the boiling point, it will change into water vapor. (implicit)

Deontic
你应该好好学习才行。（显式） You should study hard. (explicit)
你得好好学习才行。（隐式） You have to study hard. (implicit)

Dynamic 我要吃两碗饭。（显式） I want two bowls of rice. (explicit)
给我吃两碗饭。（隐式） Give me two bowls of rice. (implicit)

Table 9: The examples of each class of proposition classification.
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