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ABSTRACT

Pre-trained vision-language models (VLMs) enable zero-shot image classification
by computing the similarity score between an image and textual descriptions,
typically formed by inserting a class label (e.g., “cat”) into a prompt (e.g., “a photo
of a”). Existing studies have shown that the score between a given image-class pair
is highly sensitive to the choice of prompt, and they proposed a scheme using a
weighting vector to reassemble scores regarding different prompts. We observe
that these studies assign the same weighting vector across all classes, by implicitly
assuming the conditional independence of classes and weights, which, however,
often does not hold in practice. For instance, a prompt like “an aerial view of” might
be apt for “airport” but ill-suited for “apple”. To address this, we propose class-
aware zero-shot prompt reweighting (CARPRT), a scoring scheme that adjusts the
weighting vector for each class by capturing the class-specific relevance of different
prompts in a training-free manner. For each class and every available prompt, it
first identifies the maximum image-text relevance score using that prompt-class pair
across the dataset. These maximum scores are then normalized to estimate class-
specific weights that reflect how effectively a prompt represents different semantic
labels. Evaluations on standard fine-grained image classification benchmarks show
that CARPRT outperforms existing class-independent reweighting, confirming that
modeling prompt-class dependency is crucial for effective zero-shot prediction and
even broader VLM-based application settings that rely on prompt ensembling.

1 INTRODUCTION

Vision-language models (VLMs) have transformed how machine learning models interpret visual
content by jointly leveraging visual and textual modalities. Models like CLIP (Radford et al., 2021)
and DeCLIP (Li et al., 2022) enable zero-shot image classification by computing similarity scores
between image and textual descriptions of class labels, then predicting the label with the highest
score. By forming textual descriptions of labels (e.g., “a photo of a [label]”), this approach—known
as prompting—removes the need for task-specific training to recognize visual concepts.

However, these models’ zero-shot performance is sensitive to the precise wording of prompts, as
subtle phrasing changes can significantly alter the perceived relevance of visual features, leading to
different similarity scores and classification outcomes (Radford et al., 2021). Identifying phrasings
that remain effective across diverse visual concepts is challenging and often yields inconsistent
results across datasets (Allingham et al., 2023). This sensitivity means that manually crafting optimal
prompts for each class or dataset, while helpful for performance, becomes laborious and unreliable
in large-scale settings. Recent work has explored using large language models (LLMs) to generate
richer class descriptions, but this introduces heavy computational overhead, reducing the efficiency
that makes zero-shot methods attractive in the first place.

This paper focuses on a more prevalent question: improving zero-shot classification when only
a fixed set of predefined prompts and unlabeled images are available at inference, which requires
methods that leverage only the inference data to optimize prompt utilization. A common strategy is
prompt ensembling, which averages embeddings of multiple prompts to produce more stable class
representations (Radford et al., 2021). However, this approach assumes equal prompt contributions—a
simplification that harms downstream performance when semantically misaligned templates are
included. Allingham et al. (2023) advanced this concept by automatically determining prompt-specific
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(a) Accuracy comparison between class-
agnostic WPE and class-specific WPE.
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(b) Optimal weight comparison between class-
specific WPE and the class-agnostic WPE.

Figure 1: Empirical motivation for class-specific weighting on Flower102 (Nilsback & Zisserman, 2008).
We showcase the results of five classes by shifting from class-agnostic WPE to class-specific WPE (using
ground-truth labels), and the estimated optimal weights under two weighting schemes, confirming that optimal
prompt weights are class-dependent.

weights using unlabeled data, depending on how compatible each prompt is with the downstream task.
This method achieves results comparable to manually selected templates. Still, while such methods
vary weights across prompts, they assign the same weight across all classes to each prompt.

We argue that this class-agnostic reweighting is suboptimal. Intuitively, different semantic classes
vary in their affinity to different prompts. For example, a prompt like “This is a photo of a [label],
a type of fruit” is more relevant to class “strawberry,” but ill-suited for class “lamb”, which would
better match “This is a photo of a [label], a type of animal” instead. This implies that optimal prompt
utilization may require class-specific considerations. To validate this intuition, we conduct controlled
proof-of-concept experiments on the Flower102 dataset (Nilsback & Zisserman, 2008) (Figure 1). By
applying Weighted Prompt Ensembling (WPE) (Allingham et al., 2023) independently to images of
each class (thus simulating “perfect” class-specific knowledge for weight estimation), we observe
consistent accuracy gains compared to global WPE that estimates a single set of class-agnostic
weights (Figure 1(a)). Moreover, the optimal prompt weights vary substantially across classes1

(Figure 1(b)), rather than being globally shared.

We further study this observation theoretically and present a probabilistic framework (Section 3) to
clarify the underlying mechanism of prompt ensembling. We show that class-agnostic weighting
schemes, such as WPE, indeed implicitly assume conditional independence between the class label
and the prompt weights given an image. This assumption, however, may not always reflect real-world
data characteristics and limit the expressivity of such weighting schemes as a result.

Building on these insights, we introduce Class-Aware Zero-shot Prompt ReweighTing (CARPRT), a
training-free method to infer class-specific prompt weights using only unlabeled images. Unlike our
controlled proof-of-concept experiment, CARPRT does not require ground-truth labels for weight
estimation. Instead (Section 4), for each image, CARPRT first calculates similarity scores against all
possible prompt-class combinations using a pre-trained VLM (e.g., CLIP (Radford et al., 2021)). It
then assigns a pseudo-class label to the image based on the combination yielding the highest score.
These pseudo-labels are then used to aggregate information for class-specific weight derivation: for
each class, the weight for a given prompt is determined by the maximum similarity that prompt
achieves in conjunction with that (pseudo-)class across the reference images. This simple yet effective
scheme helps tailor the prompt ensemble to the unique semantic content of each category.

We empirically evaluate CARPRT on ten fine-grained zero-shot classification benchmarks (Section 5),
ImageNet (Russakovsky et al., 2015) (and its variants), and explore its utility in broader VLM-
based adaptation scenarios such as prompt tuning (Appendix G). Our results show that CARPRT
consistently outperforms existing prompt ensembling/reweighting schemes across VLM architectures
and backbones, highlighting that incorporating class-awareness is an essential and promising way to
maximize the potential of prompt ensembling for zero-shot classification, with potential benefits for a
wide range of VLM applications.

1The prompt templates denoted in Figure 1(b) are: P1 = “a photo of a , a type of flower.”, P2 = “satellite
photo of .”, P3 = “a close-up photo of the .”, P4 = “a drawing of a .”
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2 PROBLEM SETTING AND RELATED WORK

Zero-Shot Prediction with VLM. VLMs such as CLIP (Radford et al., 2021) achieve visual-text
alignment through large-scale contrastive pre-training. It consists of an image encoder f : X → Z
and a text encoder g : T → Z , mapping images from space X and texts from space Y into a shared
embedding space Z . The alignment is driven by maximizing the cosine similarity between the
embeddings of matched image-text pairs while minimizing it for non-matched pairs.

This alignment enables zero-shot image classification. For a set of C classes Y = {y1, . . . , yC},
each class yc is mapped to a text description tc via a prompt template p : Y → T , such as tc =“A
photo of {yc}.”. The text encoder g(·) then produces class embeddings zT = [zT

1 zT
2 · · · zT

C ]
⊤

where zT
c = g(tc) for c ∈ {1, . . . , C}. Given an image x ∈ X with its embedding zI = f(x), the

predicted class is given by ŷ = argmaxc∈{1,...,C} sim
(
zI, zT

c

)
, i.e., one whose text embedding zT

c

has the highest cosine similarity with zI. This allows for zero-shot classification based on semantic
alignment without task-specific fine-tuning. Yet, the classification performance is highly sensitive to
the choice of prompt template p. An ill-suited template can lead to misaligned class embeddings.

This work focuses on mitigating this sensitivity by ensembling multiple predefined templates P =
{p1, . . . , pn}, particularly when P is fixed, without relying on additional labeled data. That is, in the
zero-shot classification setting, we consider the following problem2:
Problem 1 (Prompt Ensembling). Given a pre-trained VLM with an image encoder f and a text
encoder g, a label space Y with C classes, a fixed prompt template set P with |P| = n, and an
unlabeled image dataset D = {x1, . . . ,xm}, construct the class embeddings zT using a prompt
weight matrix W ∈ Rn×C , where each row Wc = [w1,c, . . . , wn,c]

⊤ refers to weights of n prompts
for class yc ∈ Y , subject to wi,c ≥ 0 and

∑n
i=1 wi,· = 1. The text embeddings for class yc are thusz

T
1
...
zT
C

 =
1

n


z

T
1,1 zT

2,1 · · · zT
n,1

...
...

. . .
...

zT
1,C zT

2,C · · · zT
n,C

 ·

w1,1 w1,2 · · · w1,C

...
...

. . .
...

wn,1 wn,2 · · · wn,C


 . (1)

where zT
i,c = g(pi(yc)) is the text embedding for class yc under prompt pi. The objective is then to

find the set of all such weight vectors W = {Wc}Cc=1 that would (ideally) minimize the empirical
zero-shot classification error over the unlabeled dataset D, i.e., correctly predict the (unknown)
ground-truth label yj by ŷj for each xj ∈ D.

Existing prompt ensembling schemes can be viewed as constrained versions of the general formulation
in Problem 1, differing primarily in how they determine the prompt weights W.

Mean Prompt Ensembling (MPE) as a Solution. The most straightforward approach, MPE (Rad-
ford et al., 2021), averages text embeddings from multiple prompts, equivalently setting wi,c = 1 for
all prompts pi and classes yc in equation 1, such that W reduces to an all-ones matrix. MPE seeks to
improve robustness over single-prompt usage by diversifying textual inputs. Yet, treating all prompts
equally can impair the efficacy if P is semantically misaligned with the downstream task D.

Weighted Prompt Ensembling (WPE) as a Solution. To mitigate the impact of task-irrelevant
prompts, WPE (Allingham et al., 2023) (originally termed ZPE) extends MPE by assigning data-
driven weights to the prompts. WPE assesses whether a prompt pi yields generally high similarity
scores over all classes with samples of D, and up-weights more relevant ones. Each prompt pi is
assigned a weight via wi,: =

1
m

∑m
j=1 maxc∈{1,...,C} sim(zI

j , z
T
i,c), which, after normalization, is

applied uniformly across classes wi,1 = wi,2 = · · · = wi,C . While WPE can down-weight unhelpful
prompts, it still assumes: a prompt deemed useful (or not) is considered so for all classes equally.

Can We Bridge the Gap? As Figure 1 shows, a prompt’s efficacy often depends on the specific
class it describes. Both MPE and WPE largely neglect this class-prompt interaction, nor attempt
to understand why class specificity is necessary to determine prompt relevance and how statistical
tools help to address it. To bridge this gap, we next present a probabilistic framework, establishing a
principled connection between class-aware prompt reweighting and zero-shot classification.

2We note that there are some VLM adaptation settings, e.g., prompt tuning (Zhou et al., 2022a;b), which are
not the focus of this work. To clarify, Appendix B details the relationship between Problem 1 and other settings.
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3 UNDERSTANDING PROMPT REWEIGHTING: A PROBABILISTIC VIEWPOINT

Zero-shot classification with VLMs can be framed as estimating the conditional probability
Pr(y∗|x∗,P,D) of a label y∗ given a query image x∗, a set of prompts P, and an unlabeled dataset D.
To understand how prompt reweighting influences this process, we develop a probabilistic framework
that reveals why class-aware reweighting is necessary.

Let W ∈ W be a weight matrix. We begin by marginalizing over the weight space W as

Pr(y∗|x∗,P,D) =
∫
W

Pr(y∗|x∗,P,D,W) Pr(W|x∗,P,D)dW, (2)

where Pr(W|x∗,P,D) can further simplify to Pr(W|P,D), since in zero-shot settings, W is deter-
mined before access to the new query image x∗. This decomposition suggests two essential tasks
in zero-shot classification: (i) modeling prompt weights Pr(W|P,D) and (ii) making aggregated
predictions Pr(y∗|x∗,P,D,W) weighted by Pr(W|P,D). As such, we will continue to explore how
further expansions can inform and align with practical implementations.

Modeling Weight Pr(W|P,D). Using Bayes’ theorem and considering m i.i.d. samples xj ∈ D,

Pr(W|P,D) ∝ Pr(W|P) Pr(D|W,P) = Pr(W|P)
∏m

j=1
Pr(xj |W,P), (3)

where Pr(W|P) is the prior over weights (details are deferred to Appendix H) and the data (image)
likelihood Pr(xj |W,P) is obtained by marginalizing over classes yc ∈ Y further:

Pr(xj |W,P) =
∑

yc∈Y
Pr(xj |yc,W,P) Pr(yc|W,P), (4)

which describes how it depends on class priors and class-conditional likelihood.

Modeling Class Prior Pr(yc|W,P). For zero-shot classification where D is large enough, the class
prior Pr(yc|W,P) can be estimated from pseudo-labels (i.e., predictions from a pre-trained VLM).
Proposition 1. Let D = {xj}mj=1 be an unlabeled dataset with unobserved classes Y = {yc}Cc=1,
and Pr(yc) be the true class probability for class yc. As m grows, the empirical class distribution
P̂r(yc|W,P) from pseudo-labels converges to Pr(yc) with exponentially decreasing error probability.
Specifically, for any ϵ > 0, we have: Pr{|P̂r(yc|W,P) − Pr(yc)| ≥ ϵ} ≤ 2 exp(−2mϵ2). This
implies that we can approximate true distributions by

P̂r(yc|W,P) =
nc∑

yc′∈Y nc′
, ∀yc ∈ Y, (5)

where nc =
∑m

j=1 1ŷj=yc counts the images pseudo-labeled as class yc over all samples in D.

Modeling Likelihood Pr(xj |yc,W,P). Given that images xj often lie in high-dimensional spaces,
directly modeling the class-conditional likelihood can be challenging. We therefore adopt Energy-
based Models (EBMs) (LeCun et al., 2006) that excel at modeling high-dimensional distributions
by defining an unnormalized energy function, normalized by a partition function. Interpreting
sim(zI

j , z
T
c ) as the negative energy (lower energy means more likely), we have

Pr(xj |yc,W,P) =
1

Z(yc,W,P)
exp

{
sim(zI

j , z
T
c )
}
, (6)

where zI
j = f(xj) is the image embedding, zT

c = g(pi(yc)) is weighted text embedding for class yc
using Wc (from W). While the partition function Z(yc,W,P) =

∫
X exp(sim(zI, zT

c ))dx makes
exact computation intractable, for classification we only need relative likelihoods of different classes.

Lemma 1 (Relative Likelihood). Assume sim(a, b) = a⊤b (for ℓ2-normalized embeddings), then:

Pr(xj |yc,W,P) ∝ exp
{
sim(zI

j , z
T
c )
}
∝ exp

{
n∑

i=1

(wi,c z
T
i,c)

⊤ · zI

}
. (7)

This proportion relationship shows that class-specific weights wi,c (for c ∈ {1, . . . , C}) indeed
determine the influence of each prompt pi (via its embedding zT

i,c) on the likelihood for class yc.
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Why Class-Specific Weighting Matters. It is easy to check that Lemma 1 (proof in Appendix I)
aligns with the most general form of prompt ensembling (equation 1). Crucially, class-agnostic
weighting (i.e., independent) schemes, such as WPE, deviate from this form by unnecessarily imposing
shared wi,c for all classes yc, which fundamentally limits model expressivity.

Proposition 2. Let X be the image space and Y be the class space. Given prompt set P, for any
prompt reweighting scheme S, define the representable likelihood set FS as:

FS =
{
f : X × Y → R+

∣∣∣ ∃W ∈ WS , P, s.t. f(x, yc) ∝ Pr(x | yc,W,P)
}
,

where WS is the weight space under scheme S. Let FCI and FCS be the representable likelihood sets
induced from class-independent weighting (i.e., WPE) and class-specific weighting (cf. equation 1)
schemes, respectively. Then, we have: ∃f∗ ∈ FCS such that ∀fCI ∈ FCI, ∃x ∈ X , yc ∈ Y where
f∗(x, yc) ̸= fCI(x, yc). That is, FCI is a strict subset of FCS.

Remark 1. Proposition 2 formally states that class-specific weighting allows for capturing a richer
set of image-text relationships than class-agnostic ones. To maximize potential expressivity, prompt
weights wi,c must be class-specific to ensure that each class benefits from the most relevant prompts.

Modeling Predictive Probability Pr(y∗|x∗,P,D,W). We now come to predicting the label ŷ∗
for the query image x∗. As zero-shot classification is training-free, a practical way is to approximate
full Pr(y∗|x∗,P,D,W) with Pr(y∗|x∗,P,Ŵ), where Ŵ is a point estimate derived from unlabeled
data D, per our discussion in equation 5 and equation 7. By considering each prompt pi ∈ P, we have

Pr(y∗|x∗,P,Ŵ) =
∑
pi∈P

Pr(y∗|x∗, pi,Ŵ) ∝
exp

(∑n
i=1(wi,c z

T
i,c)

⊤ · zI
∗
)

∑
c′∈1,...,C exp

(∑n
i=1(wi,c′ zT

i,c′)
⊤ · zI

∗

) . (8)

By now, we have framed VLM-based zero-shot classification in a probabilistic framework (equation 2),
justified class-aware prompt reweighting (Propositions 1 and 2), and interpreted how class prediction
for a query image can be performed (equation 8) under this understanding.

4 CLASS-AWARE PROMPT REWEIGHTING FOR VLMS

Guided by the probabilistic principles from Section 3, we next introduce CARPRT, a minimalistic
training-free method designed to compute class-specific weights for prompt ensembling in VLMs.

Overview. Given an unlabeled dataset D = {xj}mj=1, an unknown class space Y = {y1, . . . , yC},
a fixed prompt set P = {pi}ni=1, and a pre-trained VLM, CARPRT aims to find the optimal weight
matrix W∗ ∈ Rn×C , where each column W∗

c = [w∗
1,c, . . . , w

∗
n,c]

⊤ denotes the relative importance
of different prompts for a particular class yc and specifies the contribution of each prompt pi to the
class representation, as with Problem 1. Recall the key insight driving CARPRT is that optimal
prompt weights should reflect the semantic alignment between prompts and class concepts. As
depicted in Figure 2, CARPRT implements this insight through two steps: Score Calculation and
Weight Calculation (the algorithmic outline can be found in Appendix D due to page limit).

Stage 1: Prompt Relevance Score Calculation. Eqs. (3 and 4) suggest that estimating weight
distribution Pr(W|P,D) hinges on the individual data likelihood Pr(xj |yc,W,P). As Lemma 1
established, Pr(xj |yc,W,P) is proportional to the VLM’s similarity score, which is thus leveraged
by CARPRT to compute raw similarity scores between all image embeddings and all prompt-derived
class embeddings. For an image xj ∈ D, a prompt template pi ∈ P, and class yc ∈ Y , the relevance
score sj,i,c is:

sj,i,c = sim(zI
j , z

T
i,c), (9)

where zI
j = f(xj) is the image embedding and zT

i,c = g(pi(yc)) is the text embedding for class yc
under prompt pi. This yields a score tensor, wherein each entry sj,i,c is an unnormalized estimate of
Pr(xj |yc,W,P). The score tensor captures the semantic compatibility among all images D, prompts
P, and classes Y , providing the foundation for reweighting prompt-template combinations.
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<latexit sha1_base64="xb41e4TjGgt0RXNCKj0RKqt9KKA=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY9ELh4hkUcCGzI79MLI7OxmZtaEEL7AiweN8eonefNvHGAPClbSSaWqO91dQSK4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj2txvP6HSPJYPZpKgH9Gh5CFn1FipUesXS27ZXYCsEy8jJchQ7xe/eoOYpRFKwwTVuuu5ifGnVBnOBM4KvVRjQtmYDrFrqaQRan+6OHRGLqwyIGGsbElDFurviSmNtJ5Ege2MqBnpVW8u/ud1UxPe+lMuk9SgZMtFYSqIicn8azLgCpkRE0soU9zeStiIKsqMzaZgQ/BWX14nrauyd12uNCql6l0WRx7O4BwuwYMbqMI91KEJDBCe4RXenEfnxXl3PpatOSebOYU/cD5/AJjTjNA=</latexit>

C

prompt pool
<latexit sha1_base64="kZuRmfcvia9ff39rGDSPD8Br6Po=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsxIUZdFNy4r2Ae2Q8mkd9rQTGZIMkIZ+hduXCji1r9x59+YtrPQ1gOBwzn3knNPkAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqz02IuoGQVB1pj2yxW36s5BVomXkwrkaPTLX71BzNIIpWGCat313MT4GVWGM4HTUi/VmFA2pkPsWipphNrP5omn5MwqAxLGyj5pyFz9vZHRSOtJFNjJWUK97M3E/7xuasJrP+MySQ1KtvgoTAUxMZmdTwZcITNiYgllitushI2ooszYkkq2BG/55FXSuqh6l9Xafa1Sv8nrKMIJnMI5eHAFdbiDBjSBgYRneIU3RzsvzrvzsRgtOPnOMfyB8/kDvUOQ+Q==</latexit>

P

label space
<latexit sha1_base64="G3qKBu8ZRyYgFykSmsWH/y0gXNA=">AAAB8nicbVDLSgMxFM3UV62vqks3wSK4KjNS1GXRjcsK9iHToWTSTBuaSYbkjlCGfoYbF4q49Wvc+Tdm2llo64HA4Zx7ybknTAQ34LrfTmltfWNzq7xd2dnd2z+oHh51jEo1ZW2qhNK9kBgmuGRt4CBYL9GMxKFg3XBym/vdJ6YNV/IBpgkLYjKSPOKUgJX8fkxgTInIHmeDas2tu3PgVeIVpIYKtAbVr/5Q0TRmEqggxviem0CQEQ2cCjar9FPDEkInZMR8SyWJmQmyeeQZPrPKEEdK2ycBz9XfGxmJjZnGoZ3MI5plLxf/8/wUousg4zJJgUm6+ChKBQaF8/vxkGtGQUwtIVRzmxXTMdGEgm2pYkvwlk9eJZ2LundZb9w3as2boo4yOkGn6Bx56Ao10R1qoTaiSKFn9IreHHBenHfnYzFacoqdY/QHzucPl7SReA==</latexit>Y

Downstream Task
<latexit sha1_base64="9sgtaF3e8tOMAcgqxWjNB6JQI3c=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsyIqMuiLlxWsA9sh5JJb9vQTGZIMkIZ+hduXCji1r9x59+YaWehrQcCh3PuJeeeIBZcG9f9dgorq2vrG8XN0tb2zu5eef+gqaNEMWywSESqHVCNgktsGG4EtmOFNAwEtoLxTea3nlBpHskHM4nRD+lQ8gFn1FjpsRtSMwqC9HbaK1fcqjsDWSZeTiqQo94rf3X7EUtClIYJqnXHc2Pjp1QZzgROS91EY0zZmA6xY6mkIWo/nSWekhOr9MkgUvZJQ2bq742UhlpPwsBOZgn1opeJ/3mdxAyu/JTLODEo2fyjQSKIiUh2PulzhcyIiSWUKW6zEjaiijJjSyrZErzFk5dJ86zqXVTP788rteu8jiIcwTGcggeXUIM7qEMDGEh4hld4c7Tz4rw7H/PRgpPvHMIfOJ8/qweQ7Q==</latexit>

D
<latexit sha1_base64="JXzBjyZgmsI8ags2tosNzBng8sY=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRS1GPRi8cK9gPaUDabTbt2sxt2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemApu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVpyppUCaU7ITFMcMmayFGwTqoZSULB2uHodua3n5g2XMkHHKcsSMhA8phTglZq9Wik0PTLFa/qzeGuEj8nFcjR6Je/epGiWcIkUkGM6fpeisGEaORUsGmplxmWEjoiA9a1VJKEmWAyv3bqnlklcmOlbUl05+rviQlJjBknoe1MCA7NsjcT//O6GcbXwYTLNEMm6WJRnAkXlTt73Y24ZhTF2BJCNbe3unRINKFoAyrZEPzll1dJ66LqX1Zr97VK/SaPowgncArn4MMV1OEOGtAECo/wDK/w5ijnxXl3PhatBSefOYY/cD5/ALFFjzg=</latexit>· · ·

<latexit sha1_base64="p3S6vtT5I9zvgrgQiKUBevrqAhI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48t2FpoQ9lsJ+3a3STsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgkfYMtwI7CQKqQwEPgTj25n/8IRK8zi6N5MEfUmHEQ85o8ZKTdkvV9yqOwdZJV5OKpCj0S9/9QYxSyVGhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFraUQlaj+bHzolZ1YZkDBWtiJD5urviYxKrScysJ2SmpFe9mbif143NeG1n/EoSQ1GbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukfVH1Lqu1Zq1Sv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucP2HuM+g==</latexit>m unlabeled images

<latexit sha1_base64="mXTTqJLVGzQHkYptyoikscqKUlE=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZtgvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukfVH1Lqu1Zq1Sv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPzd+M8w==</latexit>

f

<latexit sha1_base64="uSW0H71JUat1zrUvRTNUif2jrkk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOl5rBfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ+6LqXVZrzVqlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8fz2OM9A==</latexit>g

text 
encoder

image 
encoder

ca
t

eg
g

<latexit sha1_base64="JXzBjyZgmsI8ags2tosNzBng8sY=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRS1GPRi8cK9gPaUDabTbt2sxt2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemApu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVpyppUCaU7ITFMcMmayFGwTqoZSULB2uHodua3n5g2XMkHHKcsSMhA8phTglZq9Wik0PTLFa/qzeGuEj8nFcjR6Je/epGiWcIkUkGM6fpeisGEaORUsGmplxmWEjoiA9a1VJKEmWAyv3bqnlklcmOlbUl05+rviQlJjBknoe1MCA7NsjcT//O6GcbXwYTLNEMm6WJRnAkXlTt73Y24ZhTF2BJCNbe3unRINKFoAyrZEPzll1dJ66LqX1Zr97VK/SaPowgncArn4MMV1OEOGtAECo/wDK/w5ijnxXl3PhatBSefOYY/cD5/ALFFjzg=</latexit>· · · ca
r

<latexit sha1_base64="S9Cu8AKFnK6I/8lMB82XcUuy6Gc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Qe0oWy2m3bpZhN2J0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xCzhfkSHSoSCUbTSQ9b3+uWKW3XnIKvEy0kFcjT65a/eIGZpxBUySY3pem6C/oRqFEzyaamXGp5QNqZD3rVU0YgbfzI/dUrOrDIgYaxtKSRz9ffEhEbGZFFgOyOKI7PszcT/vG6K4bU/ESpJkSu2WBSmkmBMZn+TgdCcocwsoUwLeythI6opQ5tOyYbgLb+8SloXVe+yWruvVeo3eRxFOIFTOAcPrqAOd9CAJjAYwjO8wpsjnRfn3flYtBacfOYY/sD5/AEQJI2q</latexit>y1
<latexit sha1_base64="AXHDfzJfI2psFexzj7c34ZbJEOI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKUY9FLx4r2lpoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgbjm5n/+IRK81g+mEmCfkSHkoecUWOl+0m/1i9X3Ko7B1klXk4qkKPZL3/1BjFLI5SGCap113MT42dUGc4ETku9VGNC2ZgOsWuppBFqP5ufOiVnVhmQMFa2pCFz9fdERiOtJ1FgOyNqRnrZm4n/ed3UhFd+xmWSGpRssShMBTExmf1NBlwhM2JiCWWK21sJG1FFmbHplGwI3vLLq6Rdq3oX1fpdvdK4zuMowgmcwjl4cAkNuIUmtIDBEJ7hFd4c4bw4787HorXg5DPH8AfO5w8RqI2r</latexit>y2

<latexit sha1_base64="Qo0HWNs3+sFV2E8f5a6vnl28+0s=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GOxF48V7Qe0oWy2k3bpZhN2N0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28G4PvPbT6g0j+WjyRL0IzqUPOSMGis9ZP16v1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02MP6HKcCZwWuqlGhPKxnSIXUsljVD7k/mpU3JmlQEJY2VLGjJXf09MaKR1FgW2M6JmpJe9mfif101NeONPuExSg5ItFoWpICYms7/JgCtkRmSWUKa4vZWwEVWUGZtOyYbgLb+8SloXVe+qenl/Wand5nEU4QRO4Rw8uIYa3EEDmsBgCM/wCm+OcF6cd+dj0Vpw8plj+APn8wcrbI28</latexit>yC

text embeddings
<latexit sha1_base64="n+CtH2y0sSoXHNuqMNmIFycEDUc=">AAACDnicbVC7TsMwFHXKq5RXgJHFoqrEgKoEVcBYwcJYpL6kJkSO47RWnYdsB6lE+QIWfoWFAYRYmdn4G5w0A7RcyfLROefq3nvcmFEhDeNbq6ysrq1vVDdrW9s7u3v6/kFfRAnHpIcjFvGhiwRhNCQ9SSUjw5gTFLiMDNzpda4P7gkXNAq7chYTO0DjkPoUI6koR29YbsQ8MQvUlz5kTmqewtTiAVSGLLsrYDdz9LrRNIqCy8AsQR2U1XH0L8uLcBKQUGKGhBiZRiztFHFJMSNZzUoEiRGeojEZKRiigAg7Lc7JYEMxHvQjrl4oYcH+7khRIPKNlTNAciIWtZz8Txsl0r+0UxrGiSQhng/yEwZlBPNsoEc5wZLNFECYU7UrxBPEEZYqwZoKwVw8eRn0z5rmebN126q3r8o4quAIHIMTYIIL0AY3oAN6AINH8AxewZv2pL1o79rH3FrRyp5D8Ke0zx/DwJyP</latexit>

zT
1,cat

<latexit sha1_base64="2NmHmZ+T2srOa95aWS0BThgddrU=">AAACDnicbVC7TsMwFHXKq5RXgJHFoqrEgKoEVcBYwcJYpL6kNkSO46RWnYdsB6lE+QIWfoWFAYRYmdn4G5w0A7QcyfLROffq3nucmFEhDeNbq6ysrq1vVDdrW9s7u3v6/kFfRAnHpIcjFvGhgwRhNCQ9SSUjw5gTFDiMDJzpde4P7gkXNAq7chYTK0B+SD2KkVSSrTfGTsRcMQvUlz5kdmqewnTMA0h8P8vuCtrNbL1uNI0CcJmYJamDEh1b/xq7EU4CEkrMkBAj04illSIuKWYkq40TQWKEp8gnI0VDFBBhpcU5GWwoxYVexNULJSzU3x0pCkS+saoMkJyIRS8X//NGifQurZSGcSJJiOeDvIRBGcE8G+hSTrBkM0UQ5lTtCvEEcYSlSrCmQjAXT14m/bOmed5s3bbq7asyjio4AsfgBJjgArTBDeiAHsDgETyDV/CmPWkv2rv2MS+taGXPIfgD7fMHvAScig==</latexit>

zT
1,egg

<latexit sha1_base64="olM+2Fqqnz7tkQ5vj3/hkm+wmBI=">AAACDnicbVC7TsMwFHXKq5RXgJHFoqrEgKoEVcBYwcJYpL6kJkSO47RWnYdsB6lE+QIWfoWFAYRYmdn4G5w0A7QcyfLROffq3nvcmFEhDeNbq6ysrq1vVDdrW9s7u3v6/kFfRAnHpIcjFvGhiwRhNCQ9SSUjw5gTFLiMDNzpde4P7gkXNAq7chYTO0DjkPoUI6kkR29YbsQ8MQvUlz5kTmqewtTiAcSIZ9ldQbuZo9eNplEALhOzJHVQouPoX5YX4SQgocQMCTEyjVjaKeKSYkaympUIEiM8RWMyUjREARF2WpyTwYZSPOhHXL1QwkL93ZGiQOQbq8oAyYlY9HLxP2+USP/STmkYJ5KEeD7ITxiUEcyzgR7lBEs2UwRhTtWuEE8QR1iqBGsqBHPx5GXSP2ua583WbavevirjqIIjcAxOgAkuQBvcgA7oAQwewTN4BW/ak/aivWsf89KKVvYcgj/QPn8AwKScjQ==</latexit>

zT
1,car

<latexit sha1_base64="JXzBjyZgmsI8ags2tosNzBng8sY=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRS1GPRi8cK9gPaUDabTbt2sxt2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemApu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVpyppUCaU7ITFMcMmayFGwTqoZSULB2uHodua3n5g2XMkHHKcsSMhA8phTglZq9Wik0PTLFa/qzeGuEj8nFcjR6Je/epGiWcIkUkGM6fpeisGEaORUsGmplxmWEjoiA9a1VJKEmWAyv3bqnlklcmOlbUl05+rviQlJjBknoe1MCA7NsjcT//O6GcbXwYTLNEMm6WJRnAkXlTt73Y24ZhTF2BJCNbe3unRINKFoAyrZEPzll1dJ66LqX1Zr97VK/SaPowgncArn4MMV1OEOGtAECo/wDK/w5ijnxXl3PhatBSefOYY/cD5/ALFFjzg=</latexit>· · ·
<latexit sha1_base64="qDf6pzroMMJvMcIkHWdR/tYPv+o=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRS1GPRi8cKthbaUDabTbt2sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W19Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoEcjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAkm82un7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4TDNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtC6q/mW1dl+r1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PRWnDymWP4A+fzB85dj0s=</latexit>...

<latexit sha1_base64="fQJdFk9MAm4T47AMwV7klLgO3vc=">AAACDnicbVC7TsMwFHV4lvIKMLJYVJUYUJVUFTBWsDAWqS+pCZHjOK1V5yHbQSpRvoCFX2FhACFWZjb+BifNAC1Hsnx0zr269x43ZlRIw/jWVlbX1jc2K1vV7Z3dvX394LAvooRj0sMRi/jQRYIwGpKepJKRYcwJClxGBu70OvcH94QLGoVdOYuJHaBxSH2KkVSSo9ctN2KemAXqSx8yJ22ewdTiAcSIZ9ldQbuZo9eMhlEALhOzJDVQouPoX5YX4SQgocQMCTEyjVjaKeKSYkayqpUIEiM8RWMyUjREARF2WpyTwbpSPOhHXL1QwkL93ZGiQOQbq8oAyYlY9HLxP2+USP/STmkYJ5KEeD7ITxiUEcyzgR7lBEs2UwRhTtWuEE8QR1iqBKsqBHPx5GXSbzbM80brtlVrX5VxVMAxOAGnwAQXoA1uQAf0AAaP4Bm8gjftSXvR3rWPeemKVvYcgT/QPn8Awjycjg==</latexit>

zT
2,car

<latexit sha1_base64="SIXAxzf98dopAwPxUzUzLKz0JJw=">AAACDnicbVC7TsMwFHV4lvIKMLJYVJUYUJVUFTBWsDAWqS+pCZHjOK1V5yHbQSpRvoCFX2FhACFWZjb+BifNAC1Xsnx0zrm69x43ZlRIw/jWVlbX1jc2K1vV7Z3dvX394LAvooRj0sMRi/jQRYIwGpKepJKRYcwJClxGBu70OtcH94QLGoVdOYuJHaBxSH2KkVSUo9ctN2KemAXqSx8yJ22ewdTiAVSGLLsrYDdz9JrRMIqCy8AsQQ2U1XH0L8uLcBKQUGKGhBiZRiztFHFJMSNZ1UoEiRGeojEZKRiigAg7Lc7JYF0xHvQjrl4oYcH+7khRIPKNlTNAciIWtZz8Txsl0r+0UxrGiSQhng/yEwZlBPNsoEc5wZLNFECYU7UrxBPEEZYqwaoKwVw8eRn0mw3zvNG6bdXaV2UcFXAMTsApMMEFaIMb0AE9gMEjeAav4E170l60d+1jbl3Ryp4j8Ke0zx/FWJyQ</latexit>

zT
2,cat

<latexit sha1_base64="JrPG/l+gccE1QAqrQQiUyN2tGks=">AAACDnicbVC7TsMwFHV4lvIKMLJYVJUYUJVUFTBWsDAWqS+pDZHjOKlV5yHbQSpRvoCFX2FhACFWZjb+BifNAC1Hsnx0zr269x4nZlRIw/jWVlbX1jc2K1vV7Z3dvX394LAvooRj0sMRi/jQQYIwGpKepJKRYcwJChxGBs70OvcH94QLGoVdOYuJFSA/pB7FSCrJ1utjJ2KumAXqSx8yO22ewXTMA0h8P8vuCtrNbL1mNIwCcJmYJamBEh1b/xq7EU4CEkrMkBAj04illSIuKWYkq44TQWKEp8gnI0VDFBBhpcU5GawrxYVexNULJSzU3x0pCkS+saoMkJyIRS8X//NGifQurZSGcSJJiOeDvIRBGcE8G+hSTrBkM0UQ5lTtCvEEcYSlSrCqQjAXT14m/WbDPG+0blu19lUZRwUcgxNwCkxwAdrgBnRAD2DwCJ7BK3jTnrQX7V37mJeuaGXPEfgD7fMHvZyciw==</latexit>

zT
2,egg

<latexit sha1_base64="CA7eGgpNCkTVNR7x2eoBuGLvRHQ=">AAACDnicbVC7TsMwFHXKq5RXgZHFoqrEgKoEVcBYwcJYpL6kNlSO66RWHTuyHaQS5QtY+BUWBhBiZWbjb3DTDNByJMtH59yre+/xIkaVtu1vq7Cyura+UdwsbW3v7O6V9w86SsQSkzYWTMiehxRhlJO2ppqRXiQJCj1Gut7keuZ374lUVPCWnkbEDVHAqU8x0kYalqsDT7CRmobmSx7SYcJPYTKQISRBkKZ3GW2lw3LFrtkZ4DJxclIBOZrD8tdgJHAcEq4xQ0r1HTvSboKkppiRtDSIFYkQnqCA9A3lKCTKTbJzUlg1ygj6QprHNczU3x0JCtVsY1MZIj1Wi95M/M/rx9q/dBPKo1gTjueD/JhBLeAsGziikmDNpoYgLKnZFeIxkghrk2DJhOAsnrxMOmc157xWv61XGld5HEVwBI7BCXDABWiAG9AEbYDBI3gGr+DNerJerHfrY15asPKeQ/AH1ucPHUucxw==</latexit>

zT
n,egg

<latexit sha1_base64="JWFWaAn6Qn7OfyB5vPUq3Z+Wg0I=">AAACDnicbVC7TsMwFHXKq5RXgJHFoqrEgKoEVcBYwcJYpL6kJlSO67RWHSeyHaQS5QtY+BUWBhBiZWbjb3DSDNByJMtH59yre+/xIkalsqxvo7Syura+Ud6sbG3v7O6Z+wddGcYCkw4OWSj6HpKEUU46iipG+pEgKPAY6XnT68zv3RMhacjbahYRN0BjTn2KkdLS0Kw5XshGchboL3lIhwk/hYkjAoiRSNO7nLbToVm16lYOuEzsglRBgdbQ/HJGIY4DwhVmSMqBbUXKTZBQFDOSVpxYkgjhKRqTgaYcBUS6SX5OCmtaGUE/FPpxBXP1d0eCApltrCsDpCZy0cvE/7xBrPxLN6E8ihXheD7IjxlUIcyygSMqCFZspgnCgupdIZ4ggbDSCVZ0CPbiycuke1a3z+uN20a1eVXEUQZH4BicABtcgCa4AS3QARg8gmfwCt6MJ+PFeDc+5qUlo+g5BH9gfP4AIeucyg==</latexit>

zT
n,car

<latexit sha1_base64="paIBlswtknfla8GDEL9DzrzM/m0=">AAACDnicbVC7TsMwFHXKq5RXgZHFoqrEgKoEVcBYwcJYpL6kpkSO47RWHTuyHaQS5QtY+BUWBhBiZWbjb3DTDtByJctH55yre+/xY0aVtu1vq7Cyura+UdwsbW3v7O6V9w86SiQSkzYWTMiejxRhlJO2ppqRXiwJinxGuv74eqp374lUVPCWnsRkEKEhpyHFSBvKK1ddX7BATSLzpQ+Zl/JTmLoygsaQZXc5bGVeuWLX7LzgMnDmoALm1fTKX24gcBIRrjFDSvUdO9aDFElNMSNZyU0UiREeoyHpG8hRRNQgzc/JYNUwAQyFNI9rmLO/O1IUqenGxhkhPVKL2pT8T+snOrwcpJTHiSYczwaFCYNawGk2MKCSYM0mBiAsqdkV4hGSCGuTYMmE4CyevAw6ZzXnvFa/rVcaV/M4iuAIHIMT4IAL0AA3oAnaAINH8AxewZv1ZL1Y79bHzFqw5j2H4E9Znz8lB5zM</latexit>

zT
n,cat

<latexit sha1_base64="JXzBjyZgmsI8ags2tosNzBng8sY=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRS1GPRi8cK9gPaUDabTbt2sxt2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemApu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVpyppUCaU7ITFMcMmayFGwTqoZSULB2uHodua3n5g2XMkHHKcsSMhA8phTglZq9Wik0PTLFa/qzeGuEj8nFcjR6Je/epGiWcIkUkGM6fpeisGEaORUsGmplxmWEjoiA9a1VJKEmWAyv3bqnlklcmOlbUl05+rviQlJjBknoe1MCA7NsjcT//O6GcbXwYTLNEMm6WJRnAkXlTt73Y24ZhTF2BJCNbe3unRINKFoAyrZEPzll1dJ66LqX1Zr97VK/SaPowgncArn4MMV1OEOGtAECo/wDK/w5ijnxXl3PhatBSefOYY/cD5/ALFFjzg=</latexit>· · ·
image embeddings

<latexit sha1_base64="JXzBjyZgmsI8ags2tosNzBng8sY=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRS1GPRi8cK9gPaUDabTbt2sxt2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemApu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVpyppUCaU7ITFMcMmayFGwTqoZSULB2uHodua3n5g2XMkHHKcsSMhA8phTglZq9Wik0PTLFa/qzeGuEj8nFcjR6Je/epGiWcIkUkGM6fpeisGEaORUsGmplxmWEjoiA9a1VJKEmWAyv3bqnlklcmOlbUl05+rviQlJjBknoe1MCA7NsjcT//O6GcbXwYTLNEMm6WJRnAkXlTt73Y24ZhTF2BJCNbe3unRINKFoAyrZEPzll1dJ66LqX1Zr97VK/SaPowgncArn4MMV1OEOGtAECo/wDK/w5ijnxXl3PhatBSefOYY/cD5/ALFFjzg=</latexit>· · ·<latexit sha1_base64="rRcy/Q61eEWKJ1vklej0ahnjyHg=">AAACA3icbVDLSsNAFJ34rPUVdaebwSK4KokUdVl0o7sK9gFNDJPJpB06yYSZiVBDwI2/4saFIm79CXf+jZM2C209MMzhnHu59x4/YVQqy/o2FhaXlldWK2vV9Y3NrW1zZ7cjeSowaWPOuOj5SBJGY9JWVDHSSwRBkc9I1x9dFn73nghJeXyrxglxIzSIaUgxUlryzH3H5yyQ40h/2UPuZXZ+lzkigte5Z9asujUBnCd2SWqgRMszv5yA4zQiscIMSdm3rUS5GRKKYkbyqpNKkiA8QgPS1zRGEZFuNrkhh0daCWDIhX6xghP1d0eGIlmsqSsjpIZy1ivE/7x+qsJzN6NxkioS4+mgMGVQcVgEAgMqCFZsrAnCgupdIR4igbDSsVV1CPbsyfOkc1K3T+uNm0ateVHGUQEH4BAcAxucgSa4Ai3QBhg8gmfwCt6MJ+PFeDc+pqULRtmzB/7A+PwBxeGYPw==</latexit>

zI
1

<latexit sha1_base64="WXRwNnfY4SQ3lozuNbHF8q+UZQc=">AAACA3icbVDLSsNAFJ3UV62vqDvdDBbBVUlKUZdFN7qrYB/QxjCZTNqhM0mYmQg1BNz4K25cKOLWn3Dn3zhps9DWA8MczrmXe+/xYkalsqxvo7S0vLK6Vl6vbGxube+Yu3sdGSUCkzaOWCR6HpKE0ZC0FVWM9GJBEPcY6Xrjy9zv3hMhaRTeqklMHI6GIQ0oRkpLrnkw8CLmywnXX/qQuWk9u0sHgsPrzDWrVs2aAi4SuyBVUKDlml8DP8IJJ6HCDEnZt61YOSkSimJGssogkSRGeIyGpK9piDiRTjq9IYPHWvFhEAn9QgWn6u+OFHGZr6krOVIjOe/l4n9eP1HBuZPSME4UCfFsUJAwqCKYBwJ9KghWbKIJwoLqXSEeIYGw0rFVdAj2/MmLpFOv2ae1xk2j2rwo4iiDQ3AEToANzkATXIEWaAMMHsEzeAVvxpPxYrwbH7PSklH07IM/MD5/AMdumEA=</latexit>

zI
2

<latexit sha1_base64="CCewwUq9d2LCSP6NShvGxN7JkHI=">AAACA3icbVDLSsNAFJ34rPUVdaebwSK4KokUdVl0o7sK9gFNDJPJpB06k4SZiVBDwI2/4saFIm79CXf+jZM2C209MMzhnHu59x4/YVQqy/o2FhaXlldWK2vV9Y3NrW1zZ7cj41Rg0sYxi0XPR5IwGpG2ooqRXiII4j4jXX90WfjdeyIkjaNbNU6Iy9EgoiHFSGnJM/cdP2aBHHP9ZQ+5l/H8LnMEh9e5Z9asujUBnCd2SWqgRMszv5wgxiknkcIMSdm3rUS5GRKKYkbyqpNKkiA8QgPS1zRCnEg3m9yQwyOtBDCMhX6RghP1d0eGuCzW1JUcqaGc9QrxP6+fqvDczWiUpIpEeDooTBlUMSwCgQEVBCs21gRhQfWuEA+RQFjp2Ko6BHv25HnSOanbp/XGTaPWvCjjqIADcAiOgQ3OQBNcgRZoAwwewTN4BW/Gk/FivBsf09IFo+zZA39gfP4AIvyYew==</latexit>

zI
m

score tensor
CARPRT Stage 1: Score Calculation

<latexit sha1_base64="0Yh/o8AjouOx2mnKUoV0O11lLz0=">AAACcXicbVHRShwxFM1MW6vTVre1L6VULi4VxWWZKVJ9KYh9qW8WXBV2tksmc3dNTTJDkimsQ977fX3zJ/rSHzA7uxR1PRByOOfe3OQkKwU3No5vgvDJ02dLz5dXohcvX62utV6/OTNFpRn2WCEKfZFRg4Ir7FluBV6UGqnMBJ5nV1+n/vkv1IYX6tROShxIOlZ8xBm1Xhq2fqcZjrmqqeBjhbmDyAzrnx3gHWAOvsAWQJpGcAd1qiUYLh1sQ5oVIjcT6bf62vlG96Oxjx1sdRbc5sxZwanbgShFlf8fPGy1427cABZJMidtMsfJsPUnzQtWSVSWCWpMP4lLO6iptpwJdFFaGSwpu6Jj7HuqqEQzqJvEHHz0Sg6jQvulLDTq3Y6aSjO9ua+U1F6ah95UfMzrV3Z0MKi5KiuLis0GjSoBtoBp/JBzjcyKiSeUae7vCuySasqs/6TIh5A8fPIiOfvUTT53977vtQ+P5nEsk/dkk2yThOyTQ/KNnJAeYeRv8Db4EGwE/8J3IYSbs9IwmPesk3sId28BFMm4oA==</latexit>sj,i,c =

sim(zI
j , z

T
i,c)

pseudo-labels

Before CARPRT: VLM Forward Pass

<latexit sha1_base64="uq2mAAFmGQ8GLjyHh1sfN4yb50Y=">AAACEHicbVDLSsNAFJ3UV62vqEs3g0V0ISWRom6EohuXFexDmhAm00k7dvJgZiKEkE9w46+4caGIW5fu/BsnaRbaeuDC4Zx7ufceN2JUSMP41ioLi0vLK9XV2tr6xuaWvr3TFWHMMengkIW87yJBGA1IR1LJSD/iBPkuIz13cpX7vQfCBQ2DW5lExPbRKKAexUgqydEPrTGSqeUjOXbd9C7L4AW0UlioSeak98eQZtDKHL1uNIwCcJ6YJamDEm1H/7KGIY59EkjMkBAD04iknSIuKWYkq1mxIBHCEzQiA0UD5BNhp8VDGTxQyhB6IVcVSFiovydS5AuR+K7qzC8Xs14u/ucNYumd2ykNoliSAE8XeTGDMoR5OnBIOcGSJYogzKm6FeIx4ghLlWFNhWDOvjxPuicN87TRvGnWW5dlHFWwB/bBETDBGWiBa9AGHYDBI3gGr+BNe9JetHftY9pa0cqZXfAH2ucPa1Sc0w==</latexit>

Ŷ = {ŷj,i}

<latexit sha1_base64="JXzBjyZgmsI8ags2tosNzBng8sY=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRS1GPRi8cK9gPaUDabTbt2sxt2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemApu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVpyppUCaU7ITFMcMmayFGwTqoZSULB2uHodua3n5g2XMkHHKcsSMhA8phTglZq9Wik0PTLFa/qzeGuEj8nFcjR6Je/epGiWcIkUkGM6fpeisGEaORUsGmplxmWEjoiA9a1VJKEmWAyv3bqnlklcmOlbUl05+rviQlJjBknoe1MCA7NsjcT//O6GcbXwYTLNEMm6WJRnAkXlTt73Y24ZhTF2BJCNbe3unRINKFoAyrZEPzll1dJ66LqX1Zr97VK/SaPowgncArn4MMV1OEOGtAECo/wDK/w5ijnxXl3PhatBSefOYY/cD5/ALFFjzg=</latexit>· · ·
<latexit sha1_base64="qDf6pzroMMJvMcIkHWdR/tYPv+o=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRS1GPRi8cKthbaUDabTbt2sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W19Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoEcjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAkm82un7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4TDNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtC6q/mW1dl+r1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PRWnDymWP4A+fzB85dj0s=</latexit>...

<latexit sha1_base64="JXzBjyZgmsI8ags2tosNzBng8sY=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRS1GPRi8cK9gPaUDabTbt2sxt2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemApu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVpyppUCaU7ITFMcMmayFGwTqoZSULB2uHodua3n5g2XMkHHKcsSMhA8phTglZq9Wik0PTLFa/qzeGuEj8nFcjR6Je/epGiWcIkUkGM6fpeisGEaORUsGmplxmWEjoiA9a1VJKEmWAyv3bqnlklcmOlbUl05+rviQlJjBknoe1MCA7NsjcT//O6GcbXwYTLNEMm6WJRnAkXlTt73Y24ZhTF2BJCNbe3unRINKFoAyrZEPzll1dJ66LqX1Zr97VK/SaPowgncArn4MMV1OEOGtAECo/wDK/w5ijnxXl3PhatBSefOYY/cD5/ALFFjzg=</latexit>· · ·

<latexit sha1_base64="d27Ix3kUd0kQeVl/BJzA0RpShzg=">AAACAXicbVDLSgMxFM3UV62vUTeCm2ARKkiZkaIui25cVrAP6Awlk8m0oUlmSDJCGerGX3HjQhG3/oU7/8Z0OgutHrjcwzn3ktwTJIwq7ThfVmlpeWV1rbxe2djc2t6xd/c6Kk4lJm0cs1j2AqQIo4K0NdWM9BJJEA8Y6Qbj65nfvSdS0Vjc6UlCfI6GgkYUI22kgX2QeZJDRfkU1jwcxvoU5u1kYFedupMD/iVuQaqgQGtgf3phjFNOhMYMKdV3nUT7GZKaYkamFS9VJEF4jIakb6hAnCg/yy+YwmOjhDCKpSmhYa7+3MgQV2rCAzPJkR6pRW8m/uf1Ux1d+hkVSaqJwPOHopRBHcNZHDCkkmDNJoYgLKn5K8QjJBHWJrSKCcFdPPkv6ZzV3fN647ZRbV4VcZTBITgCNeCCC9AEN6AF2gCDB/AEXsCr9Wg9W2/W+3y0ZBU7++AXrI9vHJOWCQ==</latexit>

sim(·, ·)

<latexit sha1_base64="jv2dMnq+EFvdEOXDXRMHxrIGIuo=">AAAB+XicbVBNS8NAEJ3Ur1q/oh69LBbBg5REinosevFYwX5AG8Jmu2mX7iZhd1MpIf/EiwdFvPpPvPlv3LY5aOuDgcd7M8zMCxLOlHacb6u0tr6xuVXeruzs7u0f2IdHbRWnktAWiXksuwFWlLOItjTTnHYTSbEIOO0E47uZ35lQqVgcPeppQj2BhxELGcHaSL5tP/mZe4GyvhTIaHnu21Wn5syBVolbkCoUaPr2V38Qk1TQSBOOleq5TqK9DEvNCKd5pZ8qmmAyxkPaMzTCgiovm1+eozOjDFAYS1ORRnP190SGhVJTEZhOgfVILXsz8T+vl+rwxstYlKSaRmSxKEw50jGaxYAGTFKi+dQQTCQztyIywhITbcKqmBDc5ZdXSfuy5l7V6g/1auO2iKMMJ3AK5+DCNTTgHprQAgITeIZXeLMy68V6tz4WrSWrmDmGP7A+fwDXs5Mq</latexit>w1,cat

<latexit sha1_base64="QFAu4jJlABL7taoBm9wohMKBr98=">AAAB+XicbVBNS8NAEJ34WetX1KOXxSJ4kJKUoh6LXjxWsB/QhrDZbtqlu0nY3VRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n21pb39jc2i7tlHf39g8O7aPjtopTSWiLxDyW3QAryllEW5ppTruJpFgEnHaC8d3M70yoVCyOHvU0oZ7Aw4iFjGBtJN+2n/ysdomyvhTIaHnu2xWn6syBVolbkAoUaPr2V38Qk1TQSBOOleq5TqK9DEvNCKd5uZ8qmmAyxkPaMzTCgiovm1+eo3OjDFAYS1ORRnP190SGhVJTEZhOgfVILXsz8T+vl+rwxstYlKSaRmSxKEw50jGaxYAGTFKi+dQQTCQztyIywhITbcIqmxDc5ZdXSbtWda+q9Yd6pXFbxFGCUziDC3DhGhpwD01oAYEJPMMrvFmZ9WK9Wx+L1jWrmDmBP7A+fwDZQ5Mr</latexit>w2,cat

<latexit sha1_base64="sUpg1yBHoL+L7HX+cmzHb29i7KE=">AAAB+XicbVBNS8NAEJ3Ur1q/oh69LBbBg5REinosevFYwX5AG8Jmu2mXbjZhd1MpIf/EiwdFvPpPvPlv3LY5aOuDgcd7M8zMCxLOlHacb6u0tr6xuVXeruzs7u0f2IdHbRWnktAWiXksuwFWlDNBW5ppTruJpDgKOO0E47uZ35lQqVgsHvU0oV6Eh4KFjGBtJN+2n/xMXKCsLyNktDz37apTc+ZAq8QtSBUKNH37qz+ISRpRoQnHSvVcJ9FehqVmhNO80k8VTTAZ4yHtGSpwRJWXzS/P0ZlRBiiMpSmh0Vz9PZHhSKlpFJjOCOuRWvZm4n9eL9XhjZcxkaSaCrJYFKYc6RjNYkADJinRfGoIJpKZWxEZYYmJNmFVTAju8surpH1Zc69q9Yd6tXFbxFGGEziFc3DhGhpwD01oAYEJPMMrvFmZ9WK9Wx+L1pJVzBzDH1ifPzcSk2c=</latexit>wn,cat

class-specific reweighting matrix
<latexit sha1_base64="CyDFOchnKRXiaAocX8s4skSAMS8=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBbBg5REinosevFYwX5AG8JmO2mX7iZhd1MpIf/EiwdFvPpPvPlv3LY5aOuDgcd7M8zMCxLOlHacb6u0tr6xuVXeruzs7u0f2IdHbRWnkkKLxjyW3YAo4CyClmaaQzeRQETAoROM72Z+ZwJSsTh61NMEPEGGEQsZJdpIvm0/+Zl7gbO+FBiGwzz37apTc+bAq8QtSBUVaPr2V38Q01RApCknSvVcJ9FeRqRmlENe6acKEkLHZAg9QyMiQHnZ/PIcnxllgMNYmoo0nqu/JzIilJqKwHQKokdq2ZuJ/3m9VIc3XsaiJNUQ0cWiMOVYx3gWAx4wCVTzqSGESmZuxXREJKHahFUxIbjLL6+S9mXNvarVH+rVxm0RRxmdoFN0jlx0jRroHjVRC1E0Qc/oFb1ZmfVivVsfi9aSVcwcoz+wPn8A0B+TJQ==</latexit>w1,egg

<latexit sha1_base64="SS2q416BgX6KSES4TQLHZQM2vGk=">AAAB+XicbVBNS8NAEJ3Ur1q/oh69LBbBg5REinosevFYwX5AG8Jmu2mX7iZhd1MpIf/EiwdFvPpPvPlv3LY5aOuDgcd7M8zMCxLOlHacb6u0tr6xuVXeruzs7u0f2IdHbRWnktAWiXksuwFWlLOItjTTnHYTSbEIOO0E47uZ35lQqVgcPeppQj2BhxELGcHaSL5tP/mZe4GyvhSIYJnnvl11as4caJW4BalCgaZvf/UHMUkFjTThWKme6yTay7DUjHCaV/qpogkmYzykPUMjLKjysvnlOTozygCFsTQVaTRXf09kWCg1FYHpFFiP1LI3E//zeqkOb7yMRUmqaUQWi8KUIx2jWQxowCQlmk8NwUQycysiIywx0SasignBXX55lbQva+5Vrf5QrzZuizjKcAKncA4uXEMD7qEJLSAwgWd4hTcrs16sd+tj0Vqyiplj+APr8wfUp5Mo</latexit>w1,car

<latexit sha1_base64="hQ226C46juHqgLWAhyiwyd0bZZc=">AAAB+XicbVBNS8NAEJ34WetX1KOXxSJ4kJKUoh6LXjxWsB/QhrDZbtqlu0nY3VRKyD/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgoQzpR3n21pb39jc2i7tlHf39g8O7aPjtopTSWiLxDyW3QAryllEW5ppTruJpFgEnHaC8d3M70yoVCyOHvU0oZ7Aw4iFjGBtJN+2n/ysdomyvhSIYJnnvl1xqs4caJW4BalAgaZvf/UHMUkFjTThWKme6yTay7DUjHCal/upogkmYzykPUMjLKjysvnlOTo3ygCFsTQVaTRXf09kWCg1FYHpFFiP1LI3E//zeqkOb7yMRUmqaUQWi8KUIx2jWQxowCQlmk8NwUQycysiIywx0SassgnBXX55lbRrVfeqWn+oVxq3RRwlOIUzuAAXrqEB99CEFhCYwDO8wpuVWS/Wu/WxaF2zipkT+APr8wfWN5Mp</latexit>w2,car
<latexit sha1_base64="67JKYDVfaOuO/6HuJ1z3x2CbanI=">AAAB+XicbVBNS8NAEN34WetX1KOXxSJ4kJKUoh6LXjxWsB/QhrDZTtKlm03Y3VRK6D/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgpQzpR3n21pb39jc2i7tlHf39g8O7aPjtkoySaFFE57IbkAUcCagpZnm0E0lkDjg0AlGdzO/MwapWCIe9SQFLyaRYCGjRBvJt+0nP69d4rwvYwxRNJ36dsWpOnPgVeIWpIIKNH37qz9IaBaD0JQTpXquk2ovJ1IzymFa7mcKUkJHJIKeoYLEoLx8fvkUnxtlgMNEmhIaz9XfEzmJlZrEgemMiR6qZW8m/uf1Mh3eeDkTaaZB0MWiMONYJ3gWAx4wCVTziSGESmZuxXRIJKHahFU2IbjLL6+Sdq3qXlXrD/VK47aIo4RO0Rm6QC66Rg10j5qohSgao2f0it6s3Hqx3q2PReuaVcycoD+wPn8A0a+TJg==</latexit>w2,egg
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Figure 2: The CARPRT pipeline. First, the text encoder g and image encoder f yield textual class embeddings
(from C classes and n prompts) and image embeddings (from m unlabeled images). Then, compute the score
tensor from image-text embedding similarities, each entry sj,i,c measures the relevance between the i-th prompt
and the j-th image for the c-th class. Extract pseudo-labels from the score tensor, and derive the class-aware
prompt reweighting matrix W, which assigns class-specific weights for each prompt based on the scores.

Stage 2: Class-Specific Weight Calculation. The second stage transforms unnormalized similarity
scores into normalized class-specific prompt weights through a process that mirrors our probabilistic
analysis in Section 3. By empirically quantifying each prompt’s relevance to specific classes, the
resulting weights ensure that prompts primarily contribute to the aggregated representation of their
most semantically aligned classes.

First, we create a pseudo-label set Ŷ = {ŷj,i}m,n
j=1,i=1 by identifying, for each image-prompt pair, the

class with the highest similarity score ŷj,i = argmaxyc∈Y sj,i,c. Then, we calculate intermediate
weight w′

i,c for each prompt-class pair by aggregating the scores sj,i,c across all images xj predicted
to class yc under prompt pi. This can be expressed as:

w′
i,c =

∑m
j=1 sj,i,c1ŷj,i=yc∑m

j=1 1ŷj,i=yc

. (10)

Here, 1ŷj,i=yc
is the indicator function. equation 10 implements the empirical estimate of class prior.

w′
i,c reflects the average strength of association prompt pi shows for class yc across D, when pi itself

identifies yc as the best match. Finally, these intermediate weights are normalized via

w∗
i,c =

exp (w′
i,c/τ)∑n

i=1 exp (w
′
i,c/τ)

. (11)

The temperature τ controls the sharpness of the distribution. This normalization ensures weights
sum to one for each class, preserving their probabilistic validity. By constructing w∗

i,c in this way,
we integrate empirical class distributions into the reweighting scheme, ensuring that w∗

i,c reflects
both the relevance scores (equation 4) and the estimated class priors (equation 5), thus providing a
principled inference time approach to achieve class-aware prompt reweighting.

(Optional): Iterative Refinement.. While the single-pass pipeline described above forms the core
of our approach, CARPRT can naturally be extended to refine both pseudo-labels and weights, by
following the procedure iteratively: (i). Use current weight estimates to combien predictions from
all prompts into refined pseudo-labels; (ii). Update class-specific weights based on these refined
pseudo-labels. Importantly, this refinement procedure is gradient-free and thus does not access
to ground-truth labels. This alternating refinement process allows CARPRT to sharpen its weight
estimates as pseudo-label quality improves. Full details are in Appendix E.1.

5 EXPERIMENTS

We evaluate how CARPRT performs on zero-shot classification with ten fine-grained benchmarks,
compared to existing prompt ensembling methods. Our investigation centers on three questions:
(RQ1) Does class-aware prompt reweighting outperform class-agnostic ones; if so, does it generalize
across different VLM architectures and backbones? (RQ2) What factors contribute to CARPRT’s
effectiveness? (RQ3) Can CARPRT’s benefit extend beyond zero-shot classification?
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Table 1: Accuracy (%) comparison between baselines and our method % on various fine-grained classification
datasets using CLIP and DeCLIP backbones. Bold values indicate the highest accuracy, while underlined values
represent the second highest in each column. * “Human Selection” uses handcrafted prompts recommended by
CLIP authors and introduces external knowledge. Results are not directly comparable to automated methods.

Caltech101 DTD EuroSAT Aircraft Food101 Flower102 Pets Cars SUN397 UCF101 ImageNet Average

CLIP-ViT-B/16

MPE 92.50 46.88 51.86 21.49 85.34 64.21 79.46 65.21 64.92 67.41 67.59 64.26
Majority Vote 93.10 46.75 52.07 22.93 85.60 67.20 81.27 64.93 65.75 68.30 67.98 65.08
WPE 93.09 47.04 49.60 23.28 86.14 66.60 82.38 65.93 65.77 68.33 68.28 65.13
CARPRT (Ours) 94.16 48.90 55.56 24.49 86.31 71.36 89.13 66.14 66.93 70.41 68.59 67.45

Human Selection* 92.94 44.39 47.60 24.72 86.06 71.23 88.91 65.32 62.50 66.75 68.31 65.34

CLIP-ResNet50

MPE 86.41 41.69 30.34 16.05 75.53 56.95 75.98 55.74 59.32 60.06 59.12 56.11
Majority Vote 86.79 42.14 28.86 16.29 76.00 60.06 77.29 56.01 60.40 60.87 59.24 56.72
WPE 86.65 40.89 30.65 16.11 76.15 58.82 78.43 56.02 59.71 61.53 59.78 56.79
CARPRT (Ours) 88.46 41.31 36.84 16.88 76.88 65.56 85.69 56.44 61.28 63.66 59.98 59.36

Human Selection* 86.29 40.32 29.56 17.28 75.31 66.14 85.77 55.61 58.52 61.46 59.71 57.82

DeCLIP-ViT-B/32

MPE 94.04 41.63 28.05 7.10 71.71 77.76 76.75 52.22 62.08 57.87 67.01 57.84
Majority Vote 94.26 40.29 27.68 7.70 72.34 78.19 77.75 51.87 62.86 58.20 67.24 58.03
WPE 94.08 40.97 27.92 7.54 73.15 81.32 80.92 52.21 63.23 58.91 67.97 58.93
CARPRT (Ours) 94.37 43.31 33.14 8.76 74.15 82.42 83.28 52.23 64.12 59.57 68.08 60.31

Human Selection* 93.97 42.55 30.07 9.05 73.59 83.41 83.14 50.77 63.14 58.70 67.85 59.66

5.1 EXPERIMENTAL SETUP

Dataset. We evaluate on eleven classification benchmarks spanning diverse visual domains: Cal-
tech101, DTD, EuroSAT, Aircraft, Food101, Flowers102, Pets, Cars, Sun397, UCF101 and ImageNet
(details in Appendix C.1). We follow the evaluation protocol established by (Zhou et al., 2022b).

Models and Prompts. We test CARPRT with three configurations: CLIP (Radford et al., 2021) with
ViT-B/16 and ResNet50 backbones, and DeCLIP (Li et al., 2022) with the ViT-B/32, to validate if
CARPRT generalizes across both CNN-based (He et al., 2016) and transformer-based (Dosovitskiy
et al., 2021) backbones, and different VLM architectures. For all experiments, we use the same fixed
set of 247 prompt templates from (Allingham et al., 2023) to ensure fair comparisons.

Baselines. We compare CARPRT against three automated PE baselines: (1) MPE (Radford et al.,
2021): Uniformly averages embeddings from all prompts. (2) Majority Vote (Allingham et al.,
2023): Final prediction is based on the most frequent class predicted by individual prompts. (3)
WPE (Allingham et al., 2023): Estimates a class-agnostic set of prompt weights from unlabeled test
data. As an upper-bound reference, we also report “Human Selection” which uses a subset of prompts
manually filtered for each dataset by human experts. This helps to benchmark automated methods
against careful prompt engineering. See Appendix C.2 for details.

Implementation. We follow the publicly available code of baselines, with two adjustments noted.
We use a smaller batch size for weight estimation due to resource limitations, and we omit its original
frequency normalization step, which requires the external LAION-400M dataset (Schuhmann et al.,
2021), since this step is not the focus of this study (See Appendix G.6 for the analysis of the impact).
Moreover, this omission ensures all methods align with our problem setting of using only unlabeled
test data without external resources, for fair comparison. Details and code are in Appendix C.3.

5.2 RESULTS OF ZERO-SHOT CLASSIFICATION

Overall Comparison. Table 1 shows that CARPRT consistently achieves the best accuracy across
both fine-grained benchmarks and large-scale real-world datasets, such as ImageNet (with further
evaluations on its variants provided in Appendix G.2). Gains are pronounced on datasets like
Flower102 and Pets, highlighting the substantial impact of class-specific prompt relevance. Notably,
CARPRT also surpasses Human Selection, where task-relevant prompts are manually filtered. This
confirms that capturing class-specific weights can effectively compensate for irrelevant prompts in
generic prompt pools and potentially outperform dataset-specific manual prompt engineering.

Generalization Across Architectures. CARPRT’s performance benefits are consistent and robust
across different VLM architectures and backbones. With CLIP-ResNet50, despite its lower capacity
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than ViT-B/16, CARPRT still achieves clear and measurable gains. When applied to DeCLIP-ViT-
B/32, which adopts a distinct pre-training strategy, CARPRT likewise maintains its strong lead.
Overall, performance across diverse model configurations suggests that CARPRT can effectively
capture semantic relationships, rather than exploiting a particular setup.

Dataset-Specific Patterns. The extent of CARPRT’s improvement varies by dataset, showing
arger gains on datasets with well-separated semantic categories (e.g., Flowers102, Pets). On highly
specialized domains like Aircraft, the gains are modest, likely due to (i) the quality of the initial
pseudo-labels generated by base VLMs, which impact both WPE and CARPRT. (ii) the suitability of
generic prompt pool for highly specialized visual distinctions. Nonetheless, CARPRT consistently
improves performance, highlighting the broad value of class-specific weighting.

5.3 ABLATION STUDY AND HYPERPARAMETER ANALYSIS
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Accuracy Comparison: Class-Aware vs. Uniform Weights

Class-Aware
Uniform

Figure 3: Accuracy gains of CARPRT over
CARPRT-Uniform.

Role of Class-specific Weights. To isolate the
benefit of class-specificity, we compare CARPRT
to “CARPRT-Uniform”. This variant first com-
putes CARPRT’s class-specific weights, then av-
erages them across classes to yield a global
wu

i = 1
C

∑
c wi,c for each prompt pi. This

variant retains CARPRT’s prompt scoring mech-
anism but discards class-level adaptation (it still
differs from WPE; see Appendix G.1). As Fig-
ure 3 shows, CARPRT consistently outperforms
CARPRT-Uniform, with an average gain of 2.39%.
Considerable improvements on datasets like Pets
and Flowers102 affirm that tailoring prompt
weights to individual classes is key to performance.

Figure 4: The variation of inference accuracy as
the temperature τ changes, using CLIP-ViT-B/16.

Temperature Sensitivity. CARPRT uses a temper-
ature τ (equation 11) to adjust prompt weight distri-
butions. As shown in Figure 4, τ = 1.0 balances
relevance and diversity, emphasizing useful prompts
while preserving ensemble variety for generalization.
Lower τ < 1.0 concentrates weights on dominant
prompts but reduces diversity, whereas higher values
flatten the distribution. Although finding a single
best hyperparameter for all zero-shot tasks is diffi-
cult, τ = 1.0 is a stable choice across tasks, showing
that calibrated reweighting helps without extensive
per-task tuning. See Appendix G.1 for details.

5.4 EXTENDED EVALUATIONS AND CLASS-SPECIFIC WEIGHT VISUALIZATIONS

We explore CARPRT’s versatility further with additional experiments (detailed in Appendix E,F,G).

CARPRT Is Robust Under Distribution Shifts We further examine whether prompt weights learned
on ImageNet can transfer to its variants (ImageNet-R, -A, -Sketch, -V2). Results show that CARPRT
maintains strong performance even uder these shifts, confirming the transferability of its weights and
their robustness beyond the original dataset (Appendix G.3).

Refined Pseudo-Labels and Weight Estimation. CARPRT’s performance gains vary by dataset,
partly due to the quality of initial pseudo-labels from the base VLM. With iterative refinement,
CARPRT yields steady accuracy gains by leveraging increasingly accurate class information.

Does Prompt Quality Matter? While CARPRT is designed for generic prompt pools, it could
further benefit from higher-quality, potentially domain-specific prompt templates. Preliminary tests
with LLM-generated prompts showed improved CARPRT performance compared to using only
dataset-agnostic templates from (Allingham et al., 2023) (Appendix G.5), suggesting that CARPRT
effectively leverages the information in any given prompt set. While it is difficult to evaluate the
“prompt quality”, we argue that investing in careful prompt engineering is likely to be beneficial.

8
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Figure 5: Visualization of class-specific prompt weights on Caltech101. For dalmatian and pizza, CARPRT
assigns high weights to class-relevant prompts while suppressing irrelevant ones.

CARPRT as a General-Purpose Plug-In. We lastly show CARPRT’s versatility as a component
to enhance various VLM adaptation settings: (i) with test-time adaptation (Karmanov et al., 2024),
CARPRT offers improved weight initialization (Appendix F.1); (ii) with image-feature focused
zero-shot methods (Qian et al., 2024a), CARPRT enhances pseudo-labels for visual proxy learning
(Appendix F.3); (iii) with soft prompt tuning (Lu et al., 2022), class-aware reweighting of learned
prompt can boost performance further (Appendix F.2); (iv) with LLM-empowered prompt augmenta-
tion (Shtedritski et al., 2023; Mirza et al., 2024), the utility of high-quality generated prompts can
still be improved via class-aware reweighting (Appendix F.4). All these results confirm CARPRT’s
flexibility as a general-purpose plug-in for broader VLM adaptation scenarios.

Visualization of Class-Specific Prompt Weights. To provide qualitative insight into CARPRT’s
mechanism, we visualize class-specific prompt weights on Caltech101. Figure 5 shows the weights
estimated by CARPRT for two representative classes, dalmatian and pizza. For dalmatian, CARPRT
assigns higher weights to prompts with relevant semantics such as example, pet, and photo, while
suppressing unrelated ones like aerial, visiting, or number. Similarly, for pizza, prompts highlight-
ing food-related context (e.g., food, photo, rendering) are prioritized, whereas mismatched terms
(e.g., sign, movie, itap) are down-weighted. These visualizations support our quantitative results,
confirming that CARPRT prioritizes prompts differently for each class. See Appendix J for additional
visualizations on other datasets.

6 DISCUSSION AND FUTURE OUTLOOK

Broader Related Works. The performance of VLM adaptation in downstream classification tasks
is relevant to the text prompt, motivating research on improving prompt effectiveness in different
directions. Prompt tuning (Zhou et al., 2022b; Khattak et al., 2023a) optimizes task-specific soft
prompts through training, but departing from zero-shot settings. Unsupervised transfer learning
methods (Qian et al., 2024a) aim to bridge domain gaps between visual and textual embeddings
without labels; they do not focus on combining multiple prompts. Augmentation-based weighting
instead relies on large-scale data augmentation, such as using LLMs to generate task-specific prompts
or building partial image views, then assigning weights to augmented prompts or views (Zhu et al.,
2024; Li et al., 2024); while powerful, they necessitate the availability of external computing resources.
In contrast, CARPRT explicitly addresses the setting of prompt ensembling with a fixed, potentially
task-irrelevant prompt pool. It is entirely training-free, relies on neither label supervision nor LLM-
generated prompts, and focuses on reweighting existing prompts to capture class-specific relevance.
This makes CARPRT orthogonal to the above directions, while also complementary to them, offering
a unique perspective on VLM adaptation. We discuss these related works in detail in Appendix A.

Summary. This study focused on prompt ensembling and confirmed that class-aware prompt
reweighting is not only beneficial but essential for improving the efficacy of VLMs across a variety
of downstream classification tasks. By moving beyond uniform weighting, we showed that adapting
weights to better reflect the class-specific characteristics leads to measurable gains in performance.
We hope this study encourages further exploration of integrating class-awareness with other VLM
adaptation techniques to enhance across a wider range of applications.
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A DETAILED DISCUSSION ON RELATED WORKS

Prompt tuning methods. Prompt tuning adapts a pre-trained model by introducing learnable
embeddings, known as prompt tokens, at the input stage. These tokens can be either text prompts
or visual prompts, enabling flexible adjustments to the model’s input interface to better address
specific tasks. CoOp was the first to apply prompt tuning in CLIP, optimizing learnable prompts
within its textual branch for few-shot image recognition (Zhou et al., 2022b). Addressing CoOp’s
limitations, CoCoOp introduces conditionally generated prompts based on visual features to enhance
generalization performance (Zhou et al., 2022a). Further, MaPLe advances a multi-modal approach,
applying prompt tuning simultaneously within the vision and textual branches to facilitate better
transfer capabilities (Khattak et al., 2023a). Building upon MaPle, PromptSRC employs a strategy
that enhances textual prompt learning by utilizing descriptive text generated by large language models
(LLMs), such as GPT-4 (Khattak et al., 2023b). However, this approach requires updating learnable
input variables in the text or image inputs, leading to additional computational resources and labeled
downstream data, even if only few-shot data is used. Since our problem setting differs from that of
tuning methods, we do not include such approaches as baselines in our experiments with CARPRT.

Unsupervised Transfer Learning Method for VLMs. Unsupervised transfer learning for VLMs
focuses on adapting pre-trained VLMs, e.g., CLIP, to downstream tasks without using ground-truth
labels. Existing research has developed along two methodological directions.

The first approach, exemplified by methods like Zero-Shot Prompt Engineering (WPE), focuses on
automatically reweighting different prompts from a provided prompt template pool. This method
assigns weights to individual templates based on their relevance to a specific dataset, providing a
way to identify which prompts are most important for the model’s performance (Allingham et al.,
2023). By automating this process, WPE enhances interpretability, allowing users to understand the
influence of different prompts on model behavior.

The second direction leverages transductive learning techniques such as InMaP (Qian et al., 2024a),
relying solely on image features to construct the classifier. These methods typically achieve higher
accuracy by exploiting the visual features in unlabeled data. However, they sacrifice interpretability,
as the model’s decisions are driven by image features without providing insights into which specific
prompts influence the output. While these methods often outperform the first ones in terms of
accuracy, they do not offer the same transparency.

Our work follows the first approach, focusing on interpretability while achieving better accuracy than
traditional zero-shot methods. Additionally, the pseudo-labels generated by our method can enhance
performance when applied to the second learning frameworks like InMaP. The detailed results are
shown in Appendix F.3.

View-aware weighting approaches. These methods adapt VLMs by leveraging multiple aug-
mented visual or textual views and assigning weights to them based on confidence or alignment.
WCA focuses on local visual prompting: it aggregates similarities between cropped image regions
and fine-grained textual descriptions through a weighted pooling mechanism (Li et al., 2024). AWT
instead introduces diverse augmented images together with LLM-generated prompts, and computes
weights across these views before applying optimal transport for cross-modal alignment (Zhu et al.,
2024). Both approaches improve zero-shot transfer by enriching sample-level evidence but rely
on external resources (e.g., LLMs) or costly augmentations at inference. In contrast, CARPRT
derives class-specific weights directly from image–text similarity scores within a fixed prompt pool,
without external models or augmentations, resulting in much lower inference cost while remaining
complementary to these methods.

Test-time Adaptation. The test-time adaptation (TTA) problem aims to adapt models to testing
downstream data (Ganin et al., 2016; Long et al., 2015; Zhang et al., 2022). TTA methods can be
divided into two types: the training-based method and the training-free method. Training-based
methods typically involve updating model weights or fine-tuning prompts based on test data (Zhang
et al., 2022). TTA methods, such as TENT, adapt models by optimizing for test-time objectives
like entropy minimization, adjusting the model’s batch normalization statistics to align with the
test distribution (Wang et al., 2021). CoTTA have explored contrastive learning to preserve feature
space alignment, making TTA effective for CLIP-like models (Chen et al., 2022). TPT addresses
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the challenge in vision-language models by fine-tuning a learnable prompt for each individual test
sample (Shu et al., 2022). DiffTPT extends this approach by utilizing pre-trained diffusion models
to increase the diversity of test data samples used in TPT, enhancing the effectiveness of test-time
prompt tuning (Feng et al., 2023).

On the other hand, non-training methods rely on adjusting normalization statistics or augmenting
test samples without changing model parameters (Li et al., 2016; Karmanov et al., 2024). Since the
problem setting of non-training TTA methods, which only require unlabeled test data and do not
involve additional training, aligns with the CARPRT setup, we analyze the non-training TTA methods
in comparison to CARPRT in Appendix F.1.

B DIFFERENT PROBLEM SETUP FOR VLMS ADAPTATION

Prompt ensembling, as formalized in Problem 1, targets a strictly zero-shot inference setting where
the only available resources are a fixed prompt template set P and an unlabeled test set D. No
learnable parameters, task-specific fine-tuning, or external supervision are permitted. This setting is
entirely inference-time, model-free, and tuning-free.

In contrast, other VLM adaptation paradigms operate under more relaxed assumptions, either by
enabling trainable components, leveraging supervision, or utilizing additional knowledge sources.
We outline the key differences as follows:

Prompt Tuning relaxes the “no training” constraint by introducing learnable prompt tokens, typically
optimized using downstream supervision. Formally, the prompt becomes a learnable function pθ(yc)
with parameters θ, where θ is optimized on labeled data {(xj , yj)}. CoOp Zhou et al. (2022b) learns
a global soft prompt, while CoCoOp Zhou et al. (2022a) further conditions it on image embeddings
f(x) to improve generalization. These methods trade interpretability for adaptability and require
supervision at training time.

LLM-Generated Descriptions expand the prompt space P using external generative models. Rather
than fixing P a priori, a large language model gLLM generates class descriptions p̃i(yc) = gLLM(yc)
that are often more expressive and context-aware Menon & Vondrick (2023a). While such prompts
can improve alignment, this introduces non-negligible computational overhead and reduces repro-
ducibility, especially when prompts are generated on-the-fly.

Image-Centric Adaptation bypasses prompt usage entirely by constructing classifiers purely from
image features. Methods like InMaP Qian et al. (2024b) rely on clustering method to construct a
label assignment function h : X → Y without accessing any textual information. These methods
often outperform prompt-based approaches in raw accuracy but offer limited interpretability and are
incompatible with text-conditioned decision-making.

CARPRT operates strictly within the constraints of Problem 1. Unlike the above paradigms, it does
not rely on any learnable components, LLM-generated text, or image-only inference. Instead, it
focuses on exploiting the class-specific alignment between P and Y in a training-free, interpretable,
and modular fashion. As demonstrated in Appendix F, its output (pseudo-labels and weights) can
directly benefit and enhance downstream methods in both prompt tuning and image-centric learning
pipelines.

C DATASETS, BASELINE METHODS, AND IMPLEMENTATION

C.1 DATASETS

Fine-grained datasets. Following Zhou et al. (2022b), we evaluate our method in 10 different fine-
grained datasets. Caltech101 (Fei-Fei et al., 2004): A dataset containing images of objects belonging
to 101 different categories, commonly used for object recognition tasks; DTD (Cimpoi et al., 2014):
A texture dataset containing images categorized by describable texture attributes such as ”bumpy” or
”scaly”; EuroSAT (Helber et al., 2019): A dataset for land use and land cover classification, consisting
of satellite images across 10 classes such as residential, forest, and river; Aircraft (Maji et al., 2013):
A fine-grained dataset containing aircraft images, used for recognizing and classifying different
airplane models; Food101 (Bossard et al., 2014): A large dataset containing 101 food categories,
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designed for image recognition tasks in the food domain; Flower102 (Nilsback & Zisserman, 2008):
A fine-grained flower classification dataset with 102 different types of flowers, used for challenging
image recognition tasks; Oxford Pets (Parkhi et al., 2012): A dataset consisting of images of 37 pet
breeds, used for fine-grained image classification tasks; Cars196 (Krause et al., 2013): A fine-grained
dataset for car model classification, with 196 car classes focused on vehicle recognition; SUN397
(Xiao et al., 2010): A large-scale scene recognition dataset with 397 scene categories, covering a
wide variety of environments; UCF101 (Khurram, 2012): A dataset for action recognition in videos,
containing 101 human action categories captured in realistic video scenarios.

ImageNet and its Variant datasets. Following Allingham et al. (2023), we also evaluate our
method in ImageNet and the following variants of the ImageNet dataset: ImageNet (Russakovsky
et al., 2015): A large-scale dataset for image classification, containing over 14 million labeled
images across 1,000 object categories; Tiny-ImageNet (Le & Yang, 2015) is a smaller subset of
ImageNet, containing 200 classes designed for efficient benchmarking in low-resource settings;
ImageNet-A (Hendrycks et al., 2021b): A curated subset of ImageNet consisting of challenging
adversarial images that fool standard models, designed to test the robustness of image classifiers;
ImageNet-R (Hendrycks et al., 2021a): A dataset containing renditions of ImageNet objects in diverse
artistic forms, such as paintings, cartoons, and sculptures, used to assess model performance on
non-photorealistic images; ImageNet-Sketch (Wang et al., 2019): A sketch-based dataset derived
from ImageNet, used to evaluate model robustness and generalization to line drawings of objects;
ImageNet-V2 (Recht et al., 2019): A reproduction of the original ImageNet test set collected under
similar conditions, used to measure model generalization to a newly collected version of the dataset.

C.2 BASELINES

To evaluate our method under a consistent setting, we compare CARPRT with several representative
baselines that operate within the same zero-shot classification protocol and fixed prompt set (see
Problem 1).

Mean Prompt Ensembling (MPE). MPE is a simple yet effective baseline where predictions from
all prompts are averaged with equal weight. For each class, the model constructs text embeddings
from all prompt templates and averages them to form the class prototype. At test time, each image is
classified based on cosine similarity to these averaged embeddings. This approach assumes that all
prompts contribute equally, regardless of class or semantics.

Majority Vote. Instead of aggregating embeddings, Majority Vote treats each prompt as an inde-
pendent voter. For each prompt, the model predicts the most similar class for a given image, and the
final prediction is determined by majority voting across all prompts. This method ignores prediction
confidence and treats all prompts equally, assuming their votes carry equal importance.

Zero-shot Prompt Ensembling (WPE) (Allingham et al., 2023). WPE is a data-driven method
that learns a global set of weights for prompts using the unlabeled test set. It aggregates prompt-
conditioned class embeddings using learned weights and estimates them by minimizing entropy over
softmax predictions. However, WPE uses a single weight vector shared across all classes, which fails
to account for class-specific variations in prompt relevance.

C.3 DETAILS REGARDING EXPERIMENTS

Implementation Details. We implement all methods using PyTorch 1.7.1 and Python 3.7.6, and
conduct all experiments on a single NVIDIA A100 Tensor Core GPU. Our vision-language model is
built on the architecture and pretrained weights from OpenAI (Radford et al., 2021) and DeCLIP
(Li et al., 2022). The code for our experiments is available at https://anonymous.4open.
science/r/CPL-7755/README.md provided for reproducibility.

Hyper-parameter Settings. We set fixed hyperparameters for different datasets. The temperature τ
is set to 1.0 for fine-grained datasets and 1.5 for ImageNet (Russakovsky et al., 2015) and its variants,
and the batch size is fixed at 512 for all experiments.
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Algorithm 1 Class-Aware Prompt Reweighting (CARPRT)
Input: Pre-trained CLIP with image encoder f and text encoder g, a prompt set P, an unlabeled
dataset D, a candidate label space Y and the temperature parameter τ and the normalization scale λ.
1: Generate prompted-class texts pi(yc), ∀pi ∈ P,∀yc ∈ Y;
2: Encode image embeddings zI

j = f(xj), ∀xj ∈ D;
3: Encode text embeddings zT

i,c = g(pi(yc)), ∀pi ∈ P,∀yc ∈ Y;
4: Obtain the relevance score set S = {sj,i,c}m,n,C

j=1,i=1,c=1 by equation 9 ;
5: Obtain the pseudo-labels set: Ŷ = {ŷj,i}m,n

j=1,i=1;
6: Derive the weight matrix W∗ by Eq. (10) and Eq. (11);
Output: a class-aware prompt weight matrix W∗.

D MORE DETAILS OF CARPRT

D.1 CARPRT ALGORITHM

We summarize the overall procedure of our proposed Class-Aware Prompt Reweighting (CARPRT)
in Algorithm 1. As shown in the algorithm, CARPRT begins by encoding both image and text
embeddings using a pre-trained CLIP-liked model. It then computes the relevance score between
image features and prompt-conditioned text features, followed by pseudo-label assignment. Finally, a
class-aware weight matrix is derived based on the computed scores, enabling the construction of a
refined prompt weight matrix that improves zero-shot classification performance.

D.2 CONNECTING CARPRT FORMULATION WITH THE PROBABILISTIC FRAMEWORK

We now detail the correspondence between the CARPRT formulation (Section 4) and the probabilistic
framework established in Section 3.

Concretely, the practical implementation Eqs. (9-11) align with Eqs.(3-7) in the following manner.

Score Calculation. equation 9 implements the likelihood term Pr(xj |yc,W,P) from equation 7 by
defining sj,i,c =

exp(aj,i,c/λ)∑
y∈Y exp(aj,i,c/λ)

. This formulation aligns with the EBM in equation 7 by using
cosine similarity aj,i,c as the negative energy term and normalizing through softmax to obtain proper
probabilities.

Weight Calculation. Eqs. (10-11) correspond to estimating Pr(W |P,D) from equation 4 through a
two-step process. equation 10 first obtains the pseudo-labels for samples as the empirical estimates
P̂r(yc|W,P) (i.e., equation 5). It then estimates intermediate weights by aggregating scores across
pseudo-labeled samples by multiplying the scores Pr(xj |yc,W,P) (i.e., sj,i,c) with P̂r(yc|W,P).
equation 11 applies softmax to ensure the resulting weights form a valid probability distribution over
prompts for each class, which satisfies the simplex constraint implied by our probabilistic framework.

E DETAILS OF CARPRT WITH ITERATIVE REFINEMENT (ICARPRT)

E.1 METHODS

In this section, we introduce iterative class-aware prompt reweighting (iCARPRT). Unlike the single-
pass approach described in the main text, iCARPRT refines pseudo-labels and class-aware prompt
weights through multiple rounds of alternating updates. The procedure consists of the following two
main steps: pseudo-label generation and class-aware weight estimation.

In pseudo-label generation, the pseudo-label ŷj of the image xj is computed by the prompt weights
estimated in the previous iteration. Wt−1

c as:

ŷj = arg max
yc∈Y

wt−1
i,c sj,i,c (12)
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Algorithm 2 Iterative Class-Aware Prompt Reweighting (iCARPRT)
Input: Pre-trained CLIP with image encoder f and text encoder g, a prompt set P, an unlabeled dataset D, a
candidate label space Y , the maximum iterations Tmax the temperature parameter τ and the normalization scale
λ.
1: Generate prompted-class texts pi(yc),∀pi ∈ P, ∀yc ∈ Y;
2: Encode image embeddings zI

j = f(xj),∀xj ∈ D;
3: Encode text embeddings zT

i,c = g(pi(yc)),∀pi ∈ P, ∀yc ∈ Y;
4: Obtain the relevance score set S = {sj,i,c}m,n,C

j=1,i=1,c=1 by equation 9 ;

5: Initialize the class-aware weights w(0)
i,c uniformly;

for t = 1 to Tmax do
6: Obtain the pseudo-labels set: Ŷ = {ŷj}mj=1 using equation 12;
7: Derive the weight matrix Wt by Eq. (13) and Eq. (11);

end
Output: a class-aware prompt weight matrix W∗ = WTmax .

Table 2: Accuracy (%) comparison between CARPRT and iCARPRT on various fine-grained clas-
sification datasets using CLIP-ViT-B/16 and CLIP-ResNet50 backbones. Bold values indicate the
highest accuracy.

Caltech101 DTD EuroSAT Aircraft Food101 Flower102 Pets Cars SUN397 UCF101 Average

CLIP-ViT-B/16

CARPRT 94.16 48.90 55.56 24.49 86.31 71.36 89.13 66.14 66.93 70.41 67.34
iCARPRT 94.27 48.14 54.79 23.71 87.25 72.01 89.64 67.19 67.28 70.53 67.48

CLIP-ResNet50

CARPRT 88.46 41.31 36.84 16.88 76.88 65.56 85.69 56.44 61.28 63.66 59.30
iCARPRT 89.14 41.83 35.65 15.42 77.96 66.13 86.09 57.28 61.45 64.32 59.53

where the sj,i,c is the relevance scores computed in equation 9. Once the pseudo-labels ŷj are updated,
the intermediate weight w′

i,c are estimated by:

w′
i,c =

∑m
j=1 sj,i,c1ŷj=yc∑

j 1ŷj=yc

. (13)

where 1ŷj=yc is an indicator function that is 1 if ŷj = yc, and 0 otherwise. Then the final weight w∗
i,c

are computed by the the intermediate weight w′
i,c using the equation 11

These two steps repeat until a predefined maximum number of iterations is reached. By alternating
between pseudo-label prediction and weight re-estimation, iCARPRT creates a reinforcing cycle that
continuously improves both the pseudo-labels and the class-aware prompt weights..

E.2 EXPERIMENTS RESULTS

We evaluate the performance of iCARPRT against the single-pass version, CARPRT. As shown in
Figure 2, the results demonstrate that iCARPRT achieves improvements in mean accuracy across
different backbones. This suggests that the iterative refinement process effectively enhances class-
aware prompt weighting by progressively improving pseudo-label quality and weight estimation.

Quality of Pseudo Labels Matters. In datasets such as EuroSAT and Aircraft, iCARPRT does not
outperform CARPRT. A possible reason is the relatively low initial pseudo-label accuracy in these
datasets. Since iCARPRT updates prompt weights based on pseudo-labels in each iteration, a poor
starting point may lead to reinforcement of incorrect labels rather than improvement. In such cases,
the iterative updates fail to enhance pseudo-label quality, limiting the effectiveness of the approach.

F COMBINING CARPRT WITH OTHER VISION-LANGUAGE METHODS

While CARPRT focuses on a strict zero-shot image classification problem using a fixed set of
handcrafted prompts and unlabeled data (Problem 1)—CARPRT is inherently modular and can be
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Table 3: Accuracy (%) comparison between our method and baselines combing to TDA method using
CLIP-ViT-B/16 and CLIP-ResNet50 backbones. Bold value represents the highest accuracy on each
column.

Caltech101 DTD EuroSAT Aircraft Food101 Flower102 Pets Cars SUN397 UCF101 Average

CLIP-ViT-B/16

MPE 93.18 46.75 60.60 23.37 86.04 65.61 84.21 67.44 66.41 71.48 66.51
WPE 93.49 47.02 62.48 23.09 86.21 68.10 84.12 67.23 66.98 71.23 67.00
CARPRT (Ours) 94.62 48.52 63.95 24.05 86.50 70.36 84.50 67.83 68.06 71.85 68.02
Human Selection (TDA) 94.24 47.40 58.00 23.91 86.14 71.42 88.63 67.28 67.62 70.66 67.53

CLIP-ResNet50

MPE 92.03 41.77 54.56 19.77 83.41 62.50 80.65 63.55 64.14 68.80 63.12
WPE 91.67 41.89 56.78 19.84 83.21 56.67 81.66 63.43 64.87 68.72 63.45
CARPRT (Ours) 91.75 42.71 57.65 19.98 83.61 62.66 81.38 65.98 65.98 68.65 63.76
Human Selection (TDA) 91.42 41.00 56.97 20.55 83.34 62.75 83.62 64.14 65.86 68.52 63.82

integrated into a wide range of existing vision-language pipelines. Although direct comparison
is not applicable due to differing problem assumptions, we show that CARPRT can function as a
complementary component rather than a competing method.

Specifically, we conduct case studies in three representative scenarios. We first combine CARPRT
with a test-time adaptation method, then apply it to augment soft prompt tuning, and finally integrate
it with a recent zero-shot method that leverages LLM-generated prompts. Details and results for each
case are presented in the following subsections.

F.1 COMBINING CARPRT WITH TEST-TIME ADAPTATION METHOD

CARPRT can be integrated with the training-free TTA method as it operates without training, making
it computationally efficient. TDA is a state-of-the-art, training-free test-time adaptation (TTA)
method for CLIP that enables efficient and effective adaptation of vision-language models without
backpropagation (Karmanov et al., 2024).

Our approach is not in conflict with TDA but is orthogonal to it. While TDA uses a human-
selected prompt pool for each task, our method can serve as a complementary module that replaces
this human selection pool, providing an alternative way of selecting prompts without requiring
human intervention. This allows our method to work alongside TDA, enhancing the adaptability of
vision-language models in a more automated manner. We conduct the experiment to compare the
performance of our method with several baselines, including the human-selected prompts, the equal
weight prompt selection, an WPE, all combined with the TDA method. The results are evaluated
using both CLIP-ViT-B/16 and CLIP-ResNet50 backbones across ten fine-grained datasets, as shown
in Table 3.

From the result, we can observe that our method outperforms the other baselines in several datasets,
achieving the highest average accuracy of 67.96% for CLIP-ViT-B/16 and 63.76% for CLIP-ResNet50.
Specifically, for datasets like EuroSAT, Food101, and Flower102, our method shows significant
improvements over the human-selected and WPE baselines. These improvements demonstrate that
our approach effectively enhances the performance of TTA methods, by offering a more efficient
prompt selection strategy. However, there are cases where it falls short compared to human-selected
prompts. This may be caused by the limited diversity and smaller size of the template pool, where
automatic reweighting methods may not perform as well as direct human selection. However, the
automated approach significantly reduces the human labor cost. This experiment demonstrates the
promising future of our method—not only in prompt reweighting but also as a technique that can
be integrated into other vision-language model (VLM) transfer learning approaches. The ability
to automatically adjust prompts in a computationally efficient manner paves the way for broader
applications and adaptability in various VLM-based tasks.

Posterior Update with TTA. When prompt weights can be updated continuously, such as in TTA
settings, different priors (e.g., uniform, global Dirichlet, or class-specific Dirichlet) define initial
beliefs about weight distributions before observing test data. In the TTA scenario, test data arrives as
a stream: {x(0), . . . ,x(t),x(t+1), . . . }. Based on equation 4, we have a general form of posterior

p(W|x(t),P) ∝ p(x(t)|W,P)p(W|P),
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where p(W |P) is the prior, p(x(t)|W,P) is the likelihood from test data, and p(W |x(t),P) is the
posterior that guides weight updates sample-by-sample. The posterior updating process follows:

For first test sample x(0):

Prior : p(W|P)
Likelihood : p(x(0)|W,P)
Posterior : p(W |x(0),P) ∝ p(x(0)|W,P)p(W|P)

Then, as we observe the second test sample x(1), we have

Prior : p(W|x(0),P) (previous posterior)

Likelihood : p(x(1)|W,P)
Posterior : p(W|x(0),x(1),P) ∝ p(x(1)|W,P)p(W|x(0),P)

This leads to the sequential update scheme, formulated as

p(W|x(0), . . . ,x(t),P) ∝ p(x(t)|W,P)p(W|x(0), ...,x(t−1),P)

Thus, in TTA settings, these priors can be (1) initialized based on initial test samples; and (2) updated
sequentially as new test samples arrive.

More specifically, choosing different prior distributions would lead to different updating computations.

Uniform Prior. Recall the uniform prior is defined as

p(W |P) =
{

1
|W| if W ∈ W
0 otherwise

By taking log to both LHS and RHS, we will have

log p(W|P) =
{− log |W| if W ∈ W
−∞ otherwise

which then leads to the log posterior to be expressed as

log p(W|x(t),P) ∝ − log |W|+ log
∑
yc∈Y

p(x(t)|yc,W,P)p(yc|W,P)

= − log |W|+ log
∑
yc∈Y

exp

(
n∑

i=1

(
wi,cz

T
i,c

)⊤ · zI

)
· 1ŷji=yc∑

j′ 1ŷj′i=yc

Global Dirichlet Prior. The global Dirichlet prior treats all weights across classes as a single vector:

p(W |P) = Dir(vec(W )|α1, ..., αnC)

where vec(W) ∈ RnC is the vectorization of weight matrix W (here we denote C = |Y| as the
cardinality of label space) Similarly, we will have the log prior and posterior as

log p(W|P) = logDir(vec(W)|α1, ..., αnC)

= log Γ(α0)−
nC∑
k=1

log Γ(αk) +

nC∑
k=1

(αk − 1) logwk (α0 =

nC∑
k=1

αk)

= log Γ(

nC∑
k=1

αk)−
C∑

c=1

n∑
i=1

log Γ(α(c−1)n+i) +

C∑
c=1

n∑
i=1

(α(c−1)n+i − 1) logwi,c
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and

log p(W|x(t),P) ∝ log p(W|P) + log p(x(t)|W,P)− log p(x(t)|P)

= log Γ(α0)−
nC∑
k=1

log Γ(αk) +

C∑
c=1

n∑
i=1

(α(c−1)n+i − 1) logwi,c

+ log
∑
yc∈Y

p(x|yc,W,P)p(yc|W,P)

= log Γ(α0)−
nC∑
k=1

log Γ(αk) +

C∑
c=1

n∑
i=1

(α(c−1)n+i − 1) logwi,c

+ log
∑
yc∈Y

exp

(
n∑

i=1

(
wi,cz

T
i,c

)⊤ · zI

)
· 1ŷji=yc∑

j′ 1ŷj′i=yc

Class-specific Dirichlet Prior. We again start from the prior definition

p(W |P) =
C∏

c=1

Dir(Wc|αc,1, ..., αc,n)

then turn into the log prior and posterior

log p(W|P) =
C∑

c=1

logDir(Wc|αc,1, ..., αc,n)

=

C∑
c=1

[
log Γ(αc,0)−

n∑
i=1

log Γ(αc,i) +

n∑
i=1

(αc,i − 1) logwi,c

]
(αc,0 =

n∑
i=1

αc,i)

and log posterior

log p(W|x(t),P) =
C∑

c=1

[
log Γ(αc,0)−

n∑
i=1

log Γ(αc,i) +

n∑
i=1

(αc,i − 1) logwi,c

]
+ log

∑
yc∈Y

p(x|yc,W,P)p(yc|W,P)

=

C∑
c=1

[
log Γ(αc,0)−

n∑
i=1

log Γ(αc,i) +

n∑
i=1

(αc,i − 1) logwi,c

]

+ log
∑
yc∈Y

exp

(
n∑

i=1

(
wi,cz

T
i,c

)⊤ · zI

)
· 1ŷji=yc∑

j′ 1ŷj′i=yc

However, since Dirichlet priors would introduce additional steps (e.g., estimating concentration
parameters α), in our preliminary investigation, we used uniform prior to keep simplicity. Despite
this simplest setup, our CARPRT prompt reweighting strategy effectively facilitated TTA methods.
We leave more systematic explorations of alternative priors (e.g., Dirichlet) into future work.

F.2 COMBINING CARPRT WITH SOFT PROMPT TUNING

Soft Prompt tuning has recently become a powerful technique for adapting CLIP and other pre-trained
vision-language models to downstream tasks. By learning optimal prompts that guide the model’s
understanding of new data, prompt tuning has shown remarkable effectiveness (Zhou et al., 2022b;a;
Khattak et al., 2023b). ProDA optimizes prompt distributions to improve few-shot performance by
training a set of learnable invisible prompt embeddings. While CARPRT is primarily designed to
reweight visible prompt templates, our approach is not restricted to visible prompts. In this section,
we also apply class-aware reweighting to the invisible prompts trained by ProDA, making our method
capable of enhancing performance in various prompt tuning scenarios.
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Our CARPRT method could enhance the ProDA framework by introducing a class-aware reweighting
technique that adjusts the influence of each prompt based on the underlying class structure. Specif-
ically, before each iteration of ProDA’s prompt distribution learning, we use CARPRT to update
the weights, which then guide the model’s logit outputs for training the prompts. As the problem
setting transitions from zero-shot to few-shot, our approach adapts by refining the weight estimation.
Specifically, we use ground truth labels instead of the pseudo labels for weight estimation, as shown
in the following replacement for equation 10:

w′
i,c =

∑m
j=1 sj,i,c1yj=yc∑m

j=1 1yj=yc

, (14)

where yj is the ground truth label of the sample j. The results shown in Table F.2 demonstrate that
our method provides notable improvements in most data sets, highlighting the effectiveness of our
class-aware prompt reweighting mechanism.

Table 4: Accuracy (%) comparison between our method and the prompt tuning baseline on fined-
grained datasets using the CLIP-ViT-B/16 backbone. Bold values represent the highest accuracy in
each raw.

ProDA ProDA + CARPRT

Caltech101 91.3 95.4
DTD 70.1 69.6
EuroSAT 84.3 83.4
Aircraft 36.6 36.9
Food101 82.4 88.1
Flower102 95.5 95.6
Pets 90.0 93.7
Cars 75.5 78.6
Average 78.2 80.2

F.3 COMBINING CARPRT WITH MODERN ZERO-SHOT METHODS

Recent zero-shot approaches often rely on large language models (LLMs) to generate class descrip-
tions or prompts. While these methods have shown strong performance, they typically introduce
external information and lack mechanisms to calibrate prompt relevance across classes. CARPRT may
be able to be applied on top of such methods to reweight their prompt pools in a class-aware manner,
enhancing prediction quality without modifying the model or relying on additional supervision.

Beyond prompt-based methods, CARPRT is also compatible with image-centric approaches that
construct classifiers directly from visual features, such as InMaP (Qian et al., 2024a). These two
strategies are complementary: while InMaP builds a vision proxy via clustering, our method provides
high-quality pseudo-labels that can guide its optimization. As shown in Table 5, integrating CARPRT
with InMaP consistently improves performance. In particular, refining pseudo-labels using Sinkhorn
distance leads to further gains, validating that better pseudo-labels directly reduce the theoretical
gap between recovered and optimal vision proxies. These results highlight that CARPRT not only
improves zero-shot inference on its own, but also serves as a valuable component within broader
vision-language learning frameworks.
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Table 5: .Accuracy (%) comparison between our method and the baseline on ImageNet using the
CLIP-ViT-B/16 and CLIP-ResNet50backbone. Bold values represent the highest accuracy in each
raw.

InMaP InMaP + CARPRT

CLIP-ViT-B/16
w/o Skinhorn 70.14 71.09
Skinhorn 72.55 72.57
CLIP-ResNet50
w/o Skinhorn 60.83 60.95
Skinhorn 63.74 63.14

Table 6: Details for the datasets in our experiments.
Dataset Classes Test Size
ImageNet 1000 50,000
Tiny-ImageNet 200 10,000
ImageNet-R 200 30,000
ImageNet-A 200 6862
ImageNet-Sketch 1000 50,889
ImageNet-V2 1000 10,000

Caltech101 100 2465
DTD 47 1692
EuroSat 10 8100
Aircraft 100 3333
Food101 101 30,300
Flowers102 102 2463
Oxford Pets 37 3669
Cars196 196 8041
Sun397 397 19,850
UCF101 101 3783

F.4 COMBINING CARPRT WITH LLM-EMPOWERED PROMPT AUGMENTATION METHODS

Although CARPRT and LLM-empowered prompt augmentation methods are conceptually different,
they can be combined in a complementary way. CARPRT is a training-free and inference-only
method, relying solely on a fixed prompt template pool and without using any external knowledge
such as LLMs. By contrast, CuPL (Shtedritski et al., 2023), MPVR (Mirza et al., 2024), and
VisDesc (Menon & Vondrick, 2023b) generate class-specific prompts/descriptors via large language
models and thus address a different setting. Importantly, these approaches are orthogonal to ours:
while direct comparison is not the focus, CARPRT can reweight LLM-generated prompts, and
combining them consistently brings further gains

As shown in Table 7, integrating CARPRT with LLM-based prompt generation methods consis-
tently improves their performance across datasets. This demonstrates that class-aware reweighting
is complementary to LLM-generated prompts, enhancing their effectiveness without altering the
underlying generation process. While VisDesc can be competitive or stronger in some cases, it
requires a more complex pipeline and additional resources, whereas CARPRT provides a lightweight
plug-in alternative.

G ADDITIONAL EXPERIMENTS

G.1 DETAILED RESULTS FOR HYPERPARAMETER ANAYLSIS

In this section, we analyze the impact of key hyperparameters across all fine-grained datasets,
focusing on the temperature parameter τ . In zero-shot classification, where only test data is available,
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Table 7: Accuracy (%) comparison between LLM-based prompt generation baselines and their
combinations with our method on fine-grained datasets using the CLIP-ViT-B/16 backbone. Bold
values represent the highest accuracy in each row.

Method Caltech101 DTD EuroSAT Aircraft Food101 Flower102 Pets Cars SUN397 UCF101 Average

CuPL 93.68 50.27 52.69 25.57 86.71 71.31 89.10 65.31 65.13 70.33 67.01
CuPL+Ours 94.27 50.35 56.67 25.42 86.76 71.42 89.24 66.25 67.46 71.28 67.91

MPVR 93.98 50.12 55.47 26.18 86.89 72.14 89.07 66.97 65.24 70.42 67.65
MPVR+Ours 94.23 50.46 56.82 26.09 86.87 72.25 89.24 67.13 67.32 71.37 68.18
VisDesc 94.52 50.59 56.12 25.16 85.75 71.89 88.87 67.28 67.87 70.37 67.84

conventional hyperparameter selection is inherently challenging due to the absence of training or
validation data. Following Shu et al. (2018), we aim to identify hyperparameters that exhibit robust
and consistent performance across diverse datasets.

As shown in Table 8, accuracy peaks at τ = 1.0 and remains stable across a broad range, with a slight
decline at higher values. A lower temperature, such as 0.5, sharpens focus on the most probable
prompts but reduces distribution spread, limiting the ensemble effect of 247 prompt templates. This
effect is crucial for capturing diverse information cues, and excessive concentration on dominant
prompts may lead to performance degradation. While τ = 1.0 may not be optimal for every dataset,
it serves as a practical and generalizable choice under zero-shot constraints.

Table 8: Accuracy(%) results for varying temperature settings across fine-grained datasets using
CLIP-ViT-B/16 and CLIP-ResNet50 backbone. Bold value represents the highest accuracy in each
column.

Temperature Caltech101 DTD EuroSAT Aircraft Food101 Flower102 Pets Cars SUN397 UCF101 Average

CLIP-ViT-B/16

0.5 93.45 49.13 53.29 23.97 87.26 71.82 88.69 64.66 66.32 69.68 66.83
1.0 (selected) 94.16 48.90 55.56 24.49 86.31 71.36 89.13 66.14 66.93 70.41 67.34
2.0 94.07 48.54 55.19 24.17 85.87 71.12 88.69 65.67 66.07 70.11 66.95
3.0 93.93 48.27 55.15 24.04 85.74 70.95 88.39 65.29 65.98 70.09 66.78
4.0 93.87 48.16 55.07 23.96 85.69 70.93 88.36 65.21 65.91 69.95 66.71
5.0 93.72 48.09 54.92 23.87 85.62 70.85 88.31 65.14 65.88 69.77 66.62

CLIP-ResNet50

0.5 88.67 38.92 34.31 16.61 77.11 66.05 86.40 56.56 60.47 62.43 58.75
1.0 (selected) 88.46 41.31 36.84 16.88 76.88 65.56 85.69 56.44 61.28 63.66 59.30
2.0 88.64 41.13 35.00 16.54 76.43 64.26 84.07 56.51 61.04 64.09 58.77
3.0 88.29 41.41 32.41 16.50 76.20 64.31 83.41 56.35 60.88 63.70 58.35
4.0 88.18 41.30 31.78 16.48 76.08 64.36 82.94 56.34 60.65 63.64 58.17
5.0 88.07 41.20 31.14 16.46 75.96 64.40 82.46 56.33 60.64 63.17 57.98

G.2 RESULTS ON IMAGENET‘S VARIANTS DATASETS

We also evaluate the performance of our method across Tiny-ImageNet and its variant datasets
(ImageNet-A, ImageNet-R, ImageNet-Sketch, and ImageNet-V2), as shown in Table 9. The im-
provements on ImageNet and its variants datasets are smaller compared to those observed on the
fine-grained datasets (shown in Table 1), for the following reasons. First, frequency bias is likely
more pronounced in ImageNet and its variants. Given our use of a relatively small batch size of 512
and the exclusion of larger datasets such as LAION-400M for debiasing, the skewed class distribution
may have negatively impacted the results. Second, the quality of the template pool plays a crucial
role in model performance. According to (Allingham et al., 2023), the template pool was constructed
by combining templates from 10 fine-grained datasets and 6 ImageNet and its variants datasets.
Fine-grained datasets benefit more from the pool, as they can exploit class-specific templates. In
contrast, the more diverse categories in ImageNet and its variants find less relevant information in
the fine-grained templates, deriving less benefit from these templates. This mismatch reduces our
method’s effectiveness on ImageNet datasets, as it depends on template-provided information. These
limitations suggest that mitigating frequency bias and enhancing template relevance for broader
datasets could further improve CARPRT’s performance.
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Table 9: Accuracy (%) comparison between baselines and our method on ImageNet and its variants
using CLIP-ViT-B/16 and CLIP-ResNet50 backbones. Bold value represents the highest accuracy on
each column. Standard deviations are shown inline using ±.

ImageNet Tiny-ImageNet -A -R -Sketch -V2 Average

CLIP-ViT-B/16

MPE 67.59 62.12 49.35 77.33 46.92 61.37 60.51
WPE 68.28±0.01 62.19±0.05 50.07±0.12 77.25±0.03 47.14±0.02 61.81±0.11 61.12±0.06
CARPRT (Ours) 68.59±0.01 62.71±0.04 51.60±0.07 77.48±0.04 47.53±0.02 62.11±0.09 61.67±0.05

CLIP-ResNet50

MPE 59.12 43.32 46.25 69.05 39.05 54.05 53.50
WPE 59.78±0.01 43.12±0.08 46.37±0.08 69.27±0.01 39.14±0.07 54.07±0.09 53.72±0.06
CARPRT (Ours) 59.98±0.02 43.45±0.06 46.19±0.09 69.59±0.01 39.34±0.04 54.26±0.03 53.90±0.06

Table 10: Robustness under distribution shifts. Weights are estimated on in-distribution ImageNet and directly
transferred to four variants. CARPRT consistently outperforms both MPE and WPE.

Method ImageNet -A -R -Sketch -V2 Average

MPE 67.59 49.35 77.33 46.92 61.37 60.51
WPE 68.28 50.34 77.34 47.50 61.96 61.08
Ours 68.59 51.96 77.69 47.91 62.51 61.73

G.3 ROBUSTNESS OF CARPRT TO DISTRIBUTION SHIFTS

To evaluate robustness, we investigate CARPRT under distribution shifts on ImageNet and four
variants: ImageNet-A, -R, -Sketch, and -V2. In this setting, prompt weights are estimated once
using only unlabeled samples from the in-distribution ImageNet test set, and the same weights are
subsequently applied to all variants for evaluation, without access to their target distributions during
estimation.

As shown in Table 10, CARPRT consistently surpasses MPE and WPE across all ImageNet variants,
despite not accessing their distributions during weight estimation. This confirms that CARPRT’s
reweighting strategy generalizes well under distribution shifts. We attribute this capability to
CARPRT’s design: by aligning prompt text with class names, rather than overfitting to visual
features of a specific dataset, CARPRT benefits from the larger sample size of ImageNet, yielding a
more stable estimation of class–prompt relevance and thus transferring effectively across distributions.

G.4 EXPERIMENTS ON IMBALANCED DATASETS

In this section, we evaluate the performance of CARPRT on datasets with class imbalances. Following
Cao et al. (2019), we manually construct an imbalanced CIFAR-10 (Krizhevsky et al., 2009) dataset
using an exponential decay strategy to create various degrees of class imbalance. We use an imbalance
factor β to describe the severity of the long-tailed distribution, defined as the ratio between the number
of training samples in the most frequent class and the least frequent class. Specifically, β is given by:

β =
Nmax

Nmin
,

where Nmax and Nmin represent the number of training samples in the most frequent and least
frequent classes, respectively. We conduct experiments with different imbalance ratios, setting
β = 10, β = 50, and β = 100, using the CLIP-ViT-B/16 backbone.

The results shown in Table 11 demonstrate that CARPRT significantly outperforms the average
baseline for all degrees of class imbalance. Specifically, CARPRT provides a consistent improvement
in performance over WPE, though the gain decreases as the imbalance factor β increases. This
decreasing gain may be attributed to the global nature of the WPE weight estimation, which remains
effective even under a higher imbalance. WPE calculates a single weight for the entire dataset,
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Table 11: Accuracy (%) comparison between our method and baselines on CIFAR-10 using the
CLIP-ViT-B/16 backbone. Bold values represent the highest accuracy in each column.

Balanced Datasets β = 10 β = 50 β = 100

MPE 89.56 89.58 89.57 89.56
WPE 89.55 90.02 90.78 91.07
CARPRT (Ours) 90.82 91.07 91.36 91.70

capturing the overall distribution and maintaining reasonable performance, even when certain classes
are underrepresented.

In contrast, CARPRT uses a per-class weighting strategy, which allows better adaptation to individual
class characteristics, which is highly effective in balanced or moderately imbalanced settings. How-
ever, when the class imbalance becomes severe, the challenge arises for classes with very few samples
(e.g., only 10 samples). In these cases, the reliability of CARPRT’s weight estimates decreases as a
result of insufficient data, impacting performance.

G.5 IMPACT OF TEMPLATE QUALITY

In this section, we investigate the impact of template quality on ImageNet classification tasks.
Specifically, we explore how different prompt template pools influence performance by evaluating
two newly generated template pools alongside the original templates on the ImageNet datasets.
Specifically, Pool1 was generated using Claude 3.5 (Anthropic, 2024) to produce 300 templates
tailored to the ImageNet label space. Each category in Pool1 consists of 100 prompt templates
structured in descriptive formats, such as ”A photo of a ”, ”A photo of a ”, ”The type of ”. These
templates aim to incorporate task-specific context and improve the alignment between the prompts
and ImageNet categories. Pool2, on the other hand, was constructed using Phi 3.1 (OpenAI, 2024)
to create highly descriptive templates. For each ImageNet category, Phi 3.1 generated five detailed
prompts, resulting in a total of 5,000 templates across all categories. These templates focus on
providing class-specific descriptive information, enabling a more precise and nuanced interaction
with the underlying vision-language model. These additional template pools were evaluated on
ImageNet dataset compared to the original templates (Pool0), as shown in Table 12.

Table 12: Accuracy (%) comparison across different template pools using WPE and CARPRT
methods on ImageNet classification.

Pool Method ImageNet Acc. (%) Perf. Comparison

Pool0 WPE 68.28 –
CARPRT 68.59 +0.31

Pool1 WPE 68.35 –
CARPRT 68.61 +0.26

Pool2 WPE 68.34 –
CARPRT 68.97 +0.63

Pool1 targets more task-specific information by generating templates with respect to the ImageNet
label space. This leads to performance improvements for both WPE and CARPRT prompt reweighting
strategies compared to Pool0. On the other hand, the generated templates in Pool2 incorporate more
class-specific descriptive information. CARPRT benefits significantly from these templates, achieving
greater performance gains compared to WPE. This highlights the effectiveness of class-aware prompt
reweighting in leveraging descriptive templates.

Future Work. Results in Appendix G.5 show that a high-quality prompt template pool significantly
improves performance. Building on these results and the previously discussed limitations, a key
direction for future work is enhancing the quality and diversity of the prompt template pool, which ex-
isting methods often overlook. Future research could focus on cost-effective strategies for generating
and evaluating diverse, representative prompts. This may include developing metrics to assess how
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Table 13: Comparison of normalization schemes under WPE and CAPPRT. Accuracy (%) is reported
on Fine-Grained, ImageNet, and Variant subsets, along with the average across them.

Method Normalization Schemes Fine-Grained ImageNet Variant Average

WPE

none 64.82 68.28 59.69 64.26
test 64.93 68.45 59.72 64.37

pre-train 65.01 68.64 59.57 64.41
both 65.00 68.56 59.74 64.43

CAPPRT

none 67.34 68.59 60.39 65.44
test 67.12 68.27 60.18 65.19

pre-train 67.45 68.72 60.55 65.57
both 67.44 68.77 60.53 65.58

well prompts capture class-specific characteristics and enhancing inter-class distinctions to improve
the model’s ability to differentiate closely related categories.

G.6 ANALYSIS OF FREQUENCY BIAS CORRECTION

To correct potential biases introduced by the class frequency distribution in the pre-training or test-
time datasets, Allingham et al. (2023) applies normalization to the score matrix before computing
the prompt weights. This step ensures that the scale and distribution of class-prompt scores are
consistent across categories and prompts, thereby mitigating dataset-specific artifacts that could affect
final predictions. The scores sj,i,c across all images xj predicted to class yc under prompt pi are
normalized as follows:

s̃j,i,c = sj,i,c − µ, (15)

where µ is the mean and standard deviation of scores for scores, and are computed differently
depending on the normalization scheme: (1) none: No normalization is applied and we set µ = 0;
(2) test: /mu is computed by the test data scores: µ = µtest = 1

Ntest

∑Ntest

j=1 sj,i,c; (3) pre-
train: /mu is computed by the data drawn from LAION400m (Schuhmann et al., 2021), following
Allingham et al. (2023): µ = µpre = 1

Npre

∑Npre

j=1 sj,i,c; (4) both: Combine the two sources by
interpolation:µ = (µtest + µpre)/2. These normalized scores are then used to compute prompt
weights.

As shown in Table 13, the WPE method benefits noticeably from normalization. All normalization
schemes improve over the unnormalized baseline, with the both setting achieving the best overall
performance. This suggests that WPE is sensitive to distributional bias and gains from explicitly
correcting both pre-training and test-time frequency effects.

By contrast, CARPRT performs robustly across all settings. Even without normalization, CARPRT
outperforms WPE, and gains only slight improvements from applying pre-train or both nor-
malization. Interestingly, test-only normalization slightly reduces performance, indicating that
test-derived statistics may inject noise rather than correct meaningful bias. This robustness likely
stems from the class-aware formulation of CARPRT, which captures prompt-class dependencies
more explicitly.

In summary, while WPE requires normalization to mitigate its reliance on biased score distributions,
CARPRT consistently maintains strong performance, demonstrating its effectiveness as a prompt
reweighting method.

H DISCUSSION OF PRIOR DISTRIBUTION OF THE PROMPT WEIGHTS Pr(W|P)

We extend the discussion of the proposed probabilistic interpretation (Section 3) to the weights
prior Pr(W|P). In the current zero-shot classification scenario addressed by CARPRT, there is no
optimization-based process for “estimating” the weights, and as such, the weight prior Pr(W|P)
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does not play a role in the methodology. Nevertheless, our probabilistic framework is flexible enough
to accommodate more general trainable settings, such as active learning and few-shot estimation,
where the probabilistic formulation becomes particularly beneficial. In these cases, a discussion of
the weight prior would provide valuable insights and contribute to a more complete understanding of
the framework’s advantages.

Suppose there is a label space Y with size |Y| = C. Let P = {pi}ni=1 be a pool of n independent
prompt templates. Let W = {Wc}Cc=1 be our weight matrix. Recall that Wc ∈ ∆n−1 is the
(n− 1)-dimensional probability simplex, representing the weights for class yc across all prompts.

We consider three choices of priors: uniform prior, global Dirichlet prior, and class-specific Dirichlet
priors.

Uniform Prior. The uniform prior assumes all valid weight configurations are equally likely a priori.

p(W|P) =
{

1
|W| if W ∈ W
0 otherwise

where W = {W ∈ Rn×C :Wc ∈ ∆n−1 for all c ∈ {1, ..., C}}.

The uniform prior is the easiest setup to implement and does not introduce bias towards any particular
weight configuration. However, the uniform prior does not leverage any prior knowledge about the
prompts, which is prone to overfitting with limited data (when adapted to trainable setting).

Global Dirichlet Prior. This defines a single Dirichlet distribution over all weights, treating them as
a single vector.

p(W|P) = Dir(vec(W)|α1, ..., αnC)
where vec(W) is the vectorization of W, and αi > 0 are concentration parameters of the Dirichlet
distribution.

Compared to uniform prior, Dirichlet prior can encode varying degrees of certainty about different
weights. Moreover, it is conjugate to multinomial likelihood, allowing for closed-form posterior
updates for certain model setup. This can also align with WPE-like class-shared-weighting strategies.
However, it ignores the class structure and treats all weights as part of a single distribution, potentially
missing class-specific patterns.

Class-specific Dirichlet Prior. This strategy sets an independent Dirichlet distribution for each
class’s weight, and stacks a product of C classes’ Dirichlet distributions.

p(W|P) =
C∏

c=1

Dir(Wc|αc,1, ..., αc,n)

where αc,i > 0 are class and prompt-specific contenration parameters.

Currently, this setup best suits our class-aware prompt reweighting mechanism, as it allows for
different prior beliefs about weight distributions for each class, class-specific modeling. Compared
with global Dirichlet, it reduces dimensionality - each Dirichlet distribution is over n parameters, not
n×C anymore. More importantly, it aligns with the per-class simplex constraint of the weight space.

Entropy Analysis. Different prior choices lead to different entropy results. The uniform prior has an
associated entropy as

H[p(W|P)]uniform = log |W|,
where |W| is the volume of the weight space.

As for global Dirichlet prior, we have

H[p(W|P)] = logB(α) + (α0 − nC)ψ(α0)−
nC∑
i=1

(αi − 1)ψ(αi),

where B(·) is the multivariate beta function, and ψ(·) is the digamma function.

The entropy for class-specific Dirichlet priors is

H[p(W|P)] =
C∑

c=1

(logB(αc) + (αc,0 − n)ψ(αc,0)−
n∑

i=1

(αc,i − 1)ψ(αc,i)),
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where αc = (αc,1, ..., αc,n) and αc,0 =
∑n

i=1 αc,i for each class c.

When we are setting the equal concentration parameters, such that αi = α for all i in the global
Dirichlet, and αc,i = α for all c, i in the class-specific Dirichlets, and let α = 1, the uniform prior
has the highest entropy (uninformative), while the class-specific Dirichlets having the lowest entropy.
This is because the class-specific Dirichlets with α = 1 are equivalent to independent uniform
distributions over smaller simplices, further concentrating the probability.

I DETAILED PROOFS

Lemma 2 (Relative Likelihood cf. Lemma 1). The likelihood of an image x, given class c, prompt
weights W and a prompt pool P, following the EBM defined in equation 6, is proportional to:

Pr(xj |yc,W,P) ∝ exp
{

sim(zI
j , z

T
c )
}
∝ exp

{
n∑

i=1

(wi,c z
T
i,c)

⊤ · zI

}
, (16)

where zI
j = f(xj) and zT

i,c = g(pi(yc)) are image embeddings of sample xj and text embeddings of
class yc under prompt pi, respectively.

Proof. Similarity as Negative Energy. As with (LeCun et al., 2006), a general form of EBMs is
given by Pθ(x) = exp(−βEθ(x))/Z(θ), which enables us to define unnormalized energy function
with a partition function for normalization. Therefore, in our zero-shot classification context, we
define the energy function with respect to the score function of the CLIP.

E(xj , yc,W,P) = sim(zI
j ,x

T
c )

This score function measures the compatibility between the image embedding zI
j and the text

embedding embedding xT
c of class yc. higher compatibility corresponds to lower energy, aligning

with the EBM principle that more likely configurations (of model) have lower energy.

Intractable Partition Function. Computing the partition function is intractable since we need to
marginalize over the image space. However, what we care about is the relative relation between
Pr(xj |yc,W,P) and Pr(xj |yc′ ,W,P), we can safely drop off the partition function in our relative
likelihood.

Similarity Computation. Consider a general linear combination of similarities for a prompt ensem-
ble:

sim(zI, zT
c ) = hc

(
{sim(zI, zT

i,c)}ni=1

)
hc({si}ni=1) =

n∑
i=1

αi,csi + βc

where hc : Rd → R is a function that linearly combines the similarities over all prompts pi ∈ P for a
specific class yc. αi,c ∈ R and βc ∈ R are weights and bias terms. Substituting si = sim(zI, zT

i,c) =

zT⊤
i,c · zI, we get:

sim(zI
j , z

T
i,c) =

n∑
i=1

αi,c(z
T
i,c)

⊤ · zI
j + βc

We can then absorb the bias term βc into the exponential function,

Pr(xj |yc,W,P) ∝ exp(sim(zI
j , z

T
i,c))

= exp(

n∑
i=1

αi,c(z
T
i,c)

⊤ · zI
j + βc)

= exp(βc) exp(

n∑
i=1

αi,c(z
T
i,c)

⊤ · zI
j)

∝ exp(

n∑
i=1

(αi,cz
T
i,c)

⊤ · zI
j).

By setting wi,c = αi,c, we arrive at the formulation in Lemma 1.
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Proposition 3 (cf. Proposition 2). Let X be the image space, Y be the class space. Given a set of
prompts P, for any prompt weighting scheme S (cf. Eqs. (1)), define the representable likelihood set
FS as:

FS = {f : X × Y → R+|∃W ∈ WS ,P, s.t. f(x, yc) ∝ Pr(x|yc,W,P)} ,
where WS is the weight space under the scheme S. Let FCI and FCS be the representable likelihood
set induced from class-independent weighting and class-aware weighting (cf. equation 1) schemes.
Then, we have: ∃f∗ ∈ FCS such that ∀fCI ∈ FCI, ∃x ∈ X , yc ∈ Y where f∗(x, yc) ̸= fCI(x, yc).

Proof. We prove this by constructing a specific function in FCS and showing it cannot be represented
by any function in FCI. For simplicity, we consider a toy setting with three classes Y = {y1, y2, y3}
and two prompts P = {p1, p2}. For any x ∈ X , the function under class-aware weighting for
∀ yc ∈ {y1, y2, y3} takes the form:

f∗(x, yc) =

|P|∑
i=1

wi,c Pr(x|yc, pi)

= w1,c Pr(x|yc, p1) + w2,c Pr(x|yc, p2).
where wi,j ∈ R+ are class-aware weights for prompt i and class j. For ease of notation, we denote
the prompt-conditional likelihood by ai,c ≜ Pr(x|yc, pi). This way f∗ ∈ FCS can be expressed as

f∗(x, y1) = w1,1a1,1 + w2,1a2,1

f∗(x, y2) = w1,2a1,2 + w2,2a2,2

f∗(x, y3) = w1,3a1,3 + w2,3a2,3

We then consider a specific instance3 of this function by choosing:

w1,1 = 2, w2,1 = 1

w1,2 = 1, w2,2 = 2

w1,3 = 3, w2,3 = 3

This leads to
f∗(x, y1) = 2a1,1 + a2,1

f∗(x, y2) = a1,2 + 2a2,2

f∗(x, y3) = 3a1,3 + 3a2,3

Now, suppose for contradiction that ∃fCI ∈ FCI such that f∗ = fCI. By definition of FCI, fCI takes
the form fCI(x, yc) = w1a1,c + w2a2,c, where w1, w2 ∈ R+ are class-independent weights.

If f∗ = fCI, then for all classes yc ∈ {y1, y2, y3}, we must have the following equations to hold
simultaneously:

2a1,1 + a2,1 = w1a1,1 + w2a2,1 (for y1)
a1,2 + a2,2 = w1a1,2 + w2a2,2 (for y2)

3a1,3 + 3a2,3 = w1a1,3 + w2a2,3 (for y3)

From these equations, we can deduce that

w1 = 2 and w2 = 1 must hold for any a1,1, a2,1 > 0 (for y1)
w1 = 1 and w2 = 2 must hold for any a1,2, a2,2 > 0 (for y2)
w1 = 3 and w2 = 3 must hold for any a1,3, a2,3 > 0 (for y1)

Thus, we need w1 = 2 for y1 while w1 = 1 for y2, immediately leading to a contradiction as w1

cannot simultaneously equal 1 and 2.

Therefore, no class-independent weighting scheme can represent the function f∗ we constructed.
We have proven that ∃f∗ ∈ FCS such that ∀fCI ∈ FCI, ∃x ∈ X , yc ∈ gY where f∗(x, yc) ̸=
fCI(x, yc).

3unnormalized weights, just for illustration
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(a) Truncated Class-Prompt Weights Heatmap (b) Per-Class Weight Distribution for “a low
resolution photo of a {}.”

Figure 6: Visualization of the class-aware prompt weights estimated by CARPRT on the Caltech101 dataset.
(a) The heatmap shows the prompt weights across a subset of classes and prompts, revealing diverse weight
patterns and confirming class-specific preferences. (b) The bar plot displays the distribution of prompt weights
assigned to the prompt “a low resolution photo of a {}” across all classes.

J ADDITIONAL VISUALIZATIONS OF PROMPT WEIGHTS

To provide qualitative insight into CARPRT’s mechanism, we first visualize the learned class-specific
prompt weights on the Caltech101 dataset. Figure 6(a) shows the truncated weight matrix for a subset
of prompts (n′ < n columns) and classes (C ′ < C rows) from the full matrix W ∈ Rn×C , where
clear differences in the weights assigned to the same prompt across different classes are evident.
Figure 6(b) further illustrates this class-dependency by plotting the weights of a single prompt
template—“a low resolution photo of a {}”—across all classes, demonstrating that the contribution
of this prompt is tailored to each class. These visualizations corroborate our quantitative results,
confirming that CARPRT prioritizes prompts differently for each class.

In addition, we include additional visualizations of the CARPRT-generated prompt weights across
all ten fine-grained datasets in the supplementary material (due to file size, these figures are not
embedded in the main PDF). Each visualization is presented as a heatmap, where the vertical axis
corresponds to the prompt index and the horizontal axis to the class index.

These heatmaps consistently reveal the class-specific nature of the learned weights: the columns
exhibit noticeable variation across prompts rather than remaining uniform, indicating that different
prompts are emphasized for different classes. Moreover, for most fine-grained datasets, only a small
subset of prompts receive high weights across classes, while the majority are down-weighted—this
sparsity manifests visually as a few strong horizontal lines. This trend is particularly evident
on Food101, where the semantic homogeneity of the dataset leads to more consistent prompt
preferences across classes.

Nevertheless, even within Food101, the highest-weighted prompt still varies across classes, demon-
strating that class-aware prompt weighting remains essential. These results collectively support the
effectiveness of WPE (Allingham et al., 2023) in highlighting useful prompts for the dataset, while
also confirming the necessity of CARPRT’s class-aware weighting to fully capture intra-dataset
variation.

K USE OF LARGE LANGUAGE MODELS (LLMS)

In preparing this submission, we LLMs solely as writing aids to improve readability. Specifically,
LLMs were employed to correct grammar errors and polish the text. No part of the scientific
content—including problem formulation, method design, experiments, or analysis—is generated by
LLMs. All technical contributions and claims were conceived, implemented, and evaluated by the
authors.
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