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ABSTRACT

Although Direct Feedback Alignment (DFA) has demonstrated potential by en-
abling efficient and parallel updates of weight parameters through direct propaga-
tion of the network’s output error, its usage has been primarily restricted to training
networks from scratch. In this paper, we introduce feedback-weight matching, a
first method that enables reliable fine-tuning of fully connected neural networks
using DFA. We provide an analysis showing that existing standard DFA struggles
to fine-tune networks pre-trained via back-propagation. Through a thorough anal-
ysis of weight alignment (WA) and gradient alignment (GA), we demonstrate that
the proposed feedback-weight matching enhances DFA’s ability and stability in
fine-tuning, which provides useful insights into DFA’s behavior and characteris-
tics in fine-tuning. In addition, we prove that feedback-weight matching, when
combined with weight decay, not only mitigates over-fitting but also further re-
duces the network output error, leading to improved learning performance during
DFA-based fine-tuning. Experimental results show that feedback-weight match-
ing, for the first time, enables reliable fine-tuning across various fine-tuning tasks,
compared to existing standard DFA, e.g., achieving 7.97% accuracy improvement
on image classification tasks (82.67% vs. 74.70%) and 0.66 higher correlation
score on NLP tasks (0.76 vs. 0.10). The code is available on an GitHuHﬂ

1 INTRODUCTION

Recently, an alternative training mechanism called Direct Feedback Alignment (DFA) (Ngkland,
2016)) has been proposed. Based on the concept of Feedback Alignment (FA) (Lillicrap et al.,|2016),
DFA passes the error of the output layer directly to each layer of the network to update the weight
parameters without compute-intensive back-propagation (Rumelhart et al.,|1986). By using random
feedback matrices, the weight gradient of each layer is independently approximated from the directly
passed error, enabling efficient training of fully connected networks through the parallel update of
multiple layers. This contrasts with the conventional back-propagation that propagates the network
error sequentially from the last to the first layer.

Although Direct Feedback Alignment (DFA) (Ngkland, |2016) has shown its potential in training
primarily for fully connected networks (Garg & Vempala, 2022 |Launay et al.,|2020), its application
to fine-tuning (Devlin et al., [2018)), i.e., adapting a pre-trained network to a new task, has been less
studied until today despite its practical usefulness. In fact, it has been known that fine-tuning net-
works with DFA is challenging (Chu & Bacho| |2024)); the performance of networks fine-tuned with
DFA is generally unreliable compared to that of those fine-tuned with back-propagation (Rumelhart
et al.| [1986). Given that fine-tuning has become one of the practical and also effective ways of re-
utilizing pre-trained networks for various downstream tasks (Church et al., [2021)), investigating how
DFA can be applied to the fine-tuning mechanism both theoretically and empirically is necessary.

Enabling fine-tuning with Direct Feedback Alignment (DFA) (Ngkland|[2016) can not only broaden
DFA’s usability but also introduce an alternative approach to current back-propagation-based fine-
tuning (Rumelhart et al., {1986} [Church et al., 2021). Currently, DFA has not yet been estab-
lished as a reliable stand-alone training method that can provide comparable performance to back-
propagation (Launay et al.,|2019;|Crafton et al.,2019). Thus, taking a wide range of well-pre-trained
models, such as Transformer-based foundation models (Kenton & Toutanoval 2019), as the starting
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Figure 1: An overview of the Feedback-Weight Matching process.

point would be a practical strategy that can complement DFA’s unstable and limited learning capa-
bilities. Additionally, by incorporating DFA’s unique advantages, such as back-propagation-free and
parallel training, into the widely used fine-tuning, we can explore new possibilities for re-utilizing
pre-trained models with DFA in a more agile, efficient, and biologically plausible manner, in contrast
to conventional back-propagation requiring much more resources and time in model training.

In this paper, we introduce a DFA-based fine-tuning method, which investigates the feasibility of Di-
rect Feedback Alignment (DFA) (Ngkland, 2016)) for fine-tuning deep neural networks, with the aim
of extending the scope of DFA to embrace various pre-trained networks. We first analyze the reasons
why the existing standard DFA, which updates the pre-trained weights using random feedback ma-
trices, does not perform well in fine-tuning. This analysis is based on the weight alignment (WA) and
gradient alignment (GA) (Refinetti et al.| [2021)), which are two measures proposed to estimate the
state and learning performance of DFA. From this analysis, we propose feedback-weight matching as
illustrated in which first reconstructs the feedback matrices by decomposing the pre-trained
weights (feedback matching) and then re-initializes the weights based on the reconstructed feedback
matrices before starting fine-tuning (weight matching). Additionally, we prove that applying weight
decay (Krogh & Hertzl [1991) on top of the proposed feedback-weight matching considerably im-
proves and stabilizes the fine-tuning performance of DFA, beyond the general regularization effect
on weight parameters. Together with the simple yet effective feedback-weight matching, weight
decay acts as a key facilitator for fine-tuning fully connected networks with DFA. To the best of our
knowledge, this work is the first to explore the possibility of applying DFA to fine-tuning of fully
connected networks with in-depth study.

The experiments provide evaluation results consistent with our theoretical analysis; applying
feedback-weight matching enables more effective and reliable fine-tuning of fully connected net-
works with DFA over various fine-tuning tasks, when compared to existing standard DFA (Ngkland,
2016). For instance, the image classification accuracy of fully connected networks fine-tuned with
feedback-weight matching reaches 82.67%, while the standard DFA achieves 74.70%. Also, it suc-
cessfully fine-tunes Transformer models (BERT) (Devlin et al.|, 2018)) on NLP tasks, e.g., achieving
0.76 correlation score, while the standard DFA barely conducts fine-tuning at all, i.e., achieving mere
0.10 correlation score. These results demonstrate the potential for extending DFA to the widely used
pre-training and fine-tuning strategy, moving beyond its limited usage in from-scratch training.

2 BACKGROUND AND RELATED WORK

DFA. It is common to train a neural network using the back-propagation algorithm (Rumelhart et al.,
1986). Given a fully connected network, we denote W; as the weight of [-th layer of the network,
L(y,y) as the loss function, where y is the ground-truth output, and y is the network output, and
h; = g(a;) as the output of the {-th layer, where ¢(-) is the activation function, and a; = W;h;_;.
To update the weight parameter with the gradient descent algorithm (Ruder, 2016), the gradient of
the loss £ w.r.t. the weight W, is obtained using back-propagation (BP) as:
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where ©® is the Hadamard product. However, back-propagation poses challenges, specifically the
weight transport (Grossberg, [1987; |Crick, [1989) and backward locking problems (Lillicrap et al.,

2020;|Launay et al.,|2019). Direct Feedback Alignment (DFA) (Ngkland, 2016) addresses the weight
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transport problem by employing random feedback and mitigates the backward locking problem by
delivering the network’s output error to each layer independently. Specifically, 1) the global error
e = y — y is transmitted to each layer, and 2) the weight W, ; at the [-th layer is replaced with a
random feedback matrix F'y, leading to the following weight gradient:

oL
oW,

where \! is the weight-decay hyperparameter. [Eq. (2)| eliminates the necessity of sequential layer-
wise gradient computations of back-propagation (Rumelhart et al., |1986).

GA and WA. To better elucidate the dynamics of DFA (Ngkland, [2016), the concept of gradient
alignment (GA) is introduced (Lillicrap et al., 2016). GA quantifies the similarity between the
weight gradients obtained through DFA and those derived via back-propagation (Rumelhart et al.,
1986). This is achieved by comparing the weight updates generated from the identically initialized
weights by both methods. It has been hypothesized that a stronger (higher) GA corresponds to
enhanced learning performance in DFA. In addition, the weight alignment (WA) (Refinetti et al.,
2021)) has been introduced to evaluate the relationship between the weight and the feedback matrix
in DFA, suggesting that strong WA is associated with strong GA. Although GA and WA have been
instrumental in analyzing the learning efficacy of DFA, prior research has not explored their utility
in the context of fine-tuning. In contrast, this paper pioneers the application of GA and WA concepts
to systematically investigate the fine-tuning process in DFA.

SWPFA=— = [(Fie) © g'(a))] ], ~A'W, @

Applying DFA to Transformers and CNNs. Some studies (Launay et al.l[2020) explore the appli-
cability of DFA (Ngkland, 2016)) to various fully connected networks, including NeRF (Mildenhall
et al., 2021} |Sitzmann et al., 2019), recommender systems (Guo et al., [2017), and NLP (Vaswani,
2017; Merity et all [2016). While they show that DFA can train a range of deep architectures,
they also reveal a significant performance gap between DFA and back-propagation (Rumelhart
et al., [1986), particularly in Transformer models (Vaswani, 2017). When applied to models not
based on fully connected networks, such as CNNs, the performance gap between DFA and back-
propagation is even more pronounced. For instance, VGG-16 (Simonyan & Zisserman, 2014) on
CIFAR-100 (Krizhevsky et al., 2009) trained with DFA achieves 1% top-1 accuracy (Launay et al.,
2019), while back-propagation achieves 60%. Similarly, in ImageNet (Deng et al., 2009), it is 6.2%
vs. 53% (Crafton et all [2019). Given that applying DFA to from-scratch training scenarios 1)
consistently underperforms relative to back-propagation, 2) takes a much longer training time than
fine-tuning, and 3) is limited to a narrower range of architectures, we argue that utilizing fine-tuning
for DFA would be a more effective, efficient, practical, and expedient approach. Thus, in this study,
we investigate the potential of employing DFA in fine-tuning, which is conducive to the widely-used
pre-train-and-fine-tune strategy (Devlin et al.| 2018)).

Applying DFA to back-propagation weights. As described above, in CNNs, DFA encounters
challenges in effectively learning the necessary spatial information (Crafton et al.,2019). Similarly,
in fully connected networks, DFA is known to produce feature representation that deviate from those
learned via back-propagation (Ngkland, [2016). Moreover, although stable training can be achieved
when transitioning from weights learned through DFA to back-propagation, the reverse is not true;
switching from back-propagation to DFA results in unstable training, and DFA fails to fully recover
its performance even after large train epochs (Chu & Bacho, 2024)). These imply inherent difficulties
in fine-tuning with DFA using pre-trained weights.

DFA with weight decay. In the prior study [Song et al.| (2021)), it is analyzed that weight de-
cay (Krogh & Hertz, [1991) can reduce the output error in fully connected networks when used
with Feedback Alignment (FA) (Lillicrap et al., [2016). Nevertheless, the analysis predominantly
focuses on training of networks from scratch using FA, rather than on the fine-tuning process with
DFA. This work, for the first time, examines the impact of weight decay in the context of fine-tuning
with DFA. Our findings show that weight decay can be beneficial in fine-tuning with DFA, as it
reduces the network output error, enhancing learning performance.

3 FEEDBACK-WEIGHT MATCHING

We first discuss why the existing standard DFA (Ngkland, [2016) does not behave stably in fine-
tuning, based on weight alignment (WA) and gradient alignment (GA) (Refinetti et al.|[2021)). Then,
we introduce feedback-weight matching, which enables effective and reliable fine-tuning of DFA
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with two phases: 1) feedback matching and 2) weight matching. In the first phase, feedback ma-
trices are reconstructed from the pre-trained weights. In the second phase, network weights are
re-initialized to align with the reconstructed feedback matrices. Then, fine-tuning is performed us-
ing the standard DFA method.

3.1 WHY DOES DFA PERFORM UNRELIABLY IN FINE-TUNING?

Definition 3.1. (Weak Weight Alignment) Given a L-layer fully connected linear network updated
(trained) with DFA (Ngkland, 2016), the weight parameter of the l-th layer at the t-th training step,
which is denoted as W | <1< becomes as follows (Refinetti et al.| |2021):

W!=FAl, Wi_,_ =FAlF |, and Wi, =A'F] |, 3)
t—1 t'—1
t71 ’ ’ ’ ’ " " ’ "
where At = —n Zt/:o e (x')", and A, =7 Z Z (B x") (B!l x" el (e) T
/=0 t"=0

Here, F; is the feedback matrix of the I-th layer, Alt1 and Af>2 are the alignment matrices, and
B;=A; 5+ Ay € R"2*"L ig defined recursively using the feedback matrices only, with Ay =1
(Refinetti et al.| 2021). [Eq. (3)|is referred to as weak weight alignment (WA) (Refinetti et al., 2021,
representing the state where no particular relationship exists between W!_,_, and F,F, | and
between W' and F] . At the early stage of DFA training, weak WA is naturally induced since
Afzz in starts with arbitrary values. However, as the training proceeds, Afzz becomes
proportional to the identity matrix (Refinetti et al., 2021), i.e., Af>2 x I, leading to another state
called strong weight alignment (WA ), which is defined as follows.

Definition 3.2. (Strong Weight Alignment) If A!., o I |[Eq. (3)|becomes the state called strong
weight alignment (WA), which is defined as follows.

Wi, < FiFL, W) o« F/ @)
It is known that the strong WA in |[Eq. (4), given FlTFz = I, implies strong gradient align-
ment (GA) (Refinetti et al., 2021) defined in [Eq. (9)] causing the gradient direction of the DFA

weight, W! <1< aligned to that of back-propagation (Rumelhart et al., [1986). Hence, strong WA
leads the learning trajectory of DFA to be comparable to that of back-propagation with strong GA.

However, if the pre-trained weights are fine-tuned via existing standard DFA using arbitrary random
feedback matrix F', it becomes difficult to achieve strong WA in|Eq. (4), as shown below, likely to
result in sub-optimal fine-tuning performance by inducing weak GA from weak WA.

Proposition 3.3. If the pre-trained weight, W?, is updated via DFA with arbitrary random feedback
matrices ¥y, the strong WA condition in[Eq. (4)|is unlikely to be satisfied as:

Wi X FF ), Wi xF[_, 5)
where W denotes the weight after t steps of training, starting from the pre-trained weight W?.
Proof. The proof is provided in O

Thus, [Eq. (5)|implies that simply applying the standard DFA to the pre-trained weight parameters is
less likely to induce the strong WA condition in[Eq. (4)|

3.2 INDUCING STRONG WEIGHT ALIGNMENT

To enable fine-tuning with DFA by deriving strong GA from strong WA defined in [Eq. (4), we
propose the feedback-weight matching method, which induces both strong WA and GA as follows.
Definition 3.4. (Feedback Matching) From the pre-trained weight WY, we set the feedback matrix
F; such that: S _

FF , ~W)__ andF|_, =W}, (6)
Eq. (6)|requires decomposing the pre-trained weight W <l<r, into F; and l:"l—r_l. It can be achieved
either through traditional methods, such as SVD (Singular Value Decomposition) (Klema & Laub),
1980), or alternatively, by optimizing [Eq. (23)| as in[Sec. B| Once the feedback matrix F; is recon-
structed as[Eq. (6)] we proceed to the weight matching process to induce strong WA, as follows.

Definition 3.5. (Weight Matching) Given the reconstructed ¥, derived by feedback matching, as
in|Eq. (6)| we re-initialize the pre-trained weight W? into W? so that it matches ¥ such that:

W?<1<L =FF ,and WY =F]_,. @)
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The following proposition shows that[Eq. (6)|and (7)) together lead to strong WA condition in[Eq. (4)|

Proposition 3.6. If the re-initialized weight W? in|Eq. (7)|is updated using DFA with the feedback
matrix ¥ derived by the strong WA condition in is induced as:

) Wiy x B, W, P, ®
where W is the weight at step t, initialized from W').
Proof. The proof is provided in O

Thus, [Eq. (8)]indicates that applying feedback-weight matching to the weight updated from the re-
initialized weight induces the strong WA condition in in contrast to standard DFA (Eq. (3)).
Subsequently, strong WA, achieved through[Eq. (6)]and [Eq. (7)] leads to strong GA (Refinetti et al.,
2021). By matching the feedback matrix to the pre-trained weights, as in[Eq. (6)] it becomes possible
to preserve the knowledge embedded in the pre-trained weights. Additionally, by re-initializing
the pre-trained weights from the matched feedback matrices, as in it becomes possible to
facilitate the attainment of strong WA through DFA in fine-tuning.

3.3 INDUCING STRONG GRADIENT ALIGNMENT

While the previous section (Sec. 3.2) shows that the proposed feedback-weight matching in
and promotes strong weight alignment (WA), naturally leading to strong gradient alignment
(GA), we now show that feedback-weight matching also directly induces strong GA. We begin by
formally defining gradient alignment (GA) as follows.
Definition 3.7. (Gradient Alignment) The gradient alignment (GA) is defined as the cosine simi-
larity between the weight gradient obtained using DFA (Ngkland), |20106)), denoted as G pr 4, and the
weight gradient of back-propagation (Rumelhart et al.||1986), denoted as G gp, which is given by:
cos Z(Gpra,Gpp) = Gpra - Gpp/||GpralllGsel )
We show that feedback-weight matching, i.e.,[Eq. (6)]and (7), also directly induce strong GA when
fine-tuning the first layer of the two-layer fully connected linear network.
Proposition 3.8. Feedback-weight matching given in and (7) induces strong GA, i.e., a
higher GA, in the first layer of a fully connected linear network, as follows:

COSEFW M Z(Fl,WE) Z COSDF A Z(Fl,WE) (10)

where cospw v Z(F1, W) refers to GA in the first layer using feedback-weight matching, while
cospra Z(F1, WL) is GA in the first layer using standard DFA without feedback-weight matching.
Proof. The proof is provided in O

4 WEIGHT DECAY

Similar to conventional trains using back-propagation (Ngkland, 2016), weight decay (Krogh &
Hertz, |1991) has been shown to mitigate over-fitting of DFA, though its effect in fine-tuning has not
been studied. We discuss how the proposed feedback-weight matching helps weight decay to reduce
the network error (i.e., improving learning performance) in fine-tuning when applied to DFA.

Lemma 4.1. Given the re-initialized weight W9 <i<r In and the pre-trained weight

W(1)<l§L’ the following two terms, ri<;<y, and ri, become non-negative with high probability.

ricicr = Wi = WP = [|[W] = W}|| = [FF = WP — |c] = 1[[|E.FL, [ >0, (1D)

rp = [|WE = Wi = [WL = Wil =[[F[_, - W[ —|c}, —1[[F_,[[ >0, (12)
implying |Wt — WY > |[W! - W?| forall1 <1< L.

Proof. The proof is provided in[Sec. A] O

Based on|Lem. 4.1} we show that feedback-weight matching reduces the network output error e‘*!
over the step ¢ when combined with weight decay (Krogh & Hertzl [1991)).

Proposition 4.2. Let e' denote the output error of a two-layer fully connected non-linear network
(i.e., L=2) at the t-th training step, 1 is the learning rate, -y < \,in(G) is a positive constant, where
G = EwNN(O,Ip)w(WTXi)¢(WTXj) with the number of neuron as p and a non-linear function (+),
M\ is the weight-decay hyperparameter at the step t, and y is the output of the network. By applying
feedback-weight matching in and ([7), the following holds:

el < (1= L =)l + Ny | - aars (13)
forallt > 0 and a constant oo, with o defined in|Eq. (11)

5
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Proof. The proof is provided in O

Conjecture 4.3. Given an L-layer fully connected non-linear network, suppose that the right-hand
side of the inequality in|Eq. (13)| i.e., (1 — L2 —nX')|le!|| + X ||y ||, contains ||[W} — W7} | as linear
components for some 1 < [ < L. Then, based on |Prop. 4.2| and |Lem. 4.1} it is conjectured that
Eqg. (13)|can be generalized into: I

el < (1= ZE =)l + N[y - (14)
with constants oy, and r; defined in|Eq. (11)|and for somel <l < Landallt> 0.

From(Eq. (13)} and subsequently[Eq. (14)} it can be seen that the proposed feedback-weight matching
preserves the weight decay effect by decreasing the network error ||e!*! || by the quantity n\!||e?|| —

Aly|l. Tt is achieved by Zlez ayry, which effectively counteracts the adverse impact of weight

decay, namely, the increase in error ||e’™!|| when n|e*|| < [ly||, it 331, curi > A[|y|| — nAf]le!].
Due to the dependence of the term |[W! — W?|| on the reconstructed weights, deriving a theoretical
analysis is challenging. Nonetheless, the effect of weight decay on error reduction is empirically
validated through our controlled experiments, as detailed in the experimental section.

5 EXPERIMENT

We evaluate the proposed feedback-weight matching on a wide range of fine-tuning tasks. To the
best of our knowledge, this is the first extensive experiments to investigate fine-tuning of DFA across
diverse tasks and models, which is enabled by the proposed feedback-weight matching.

First, feed-weight matching is applied to image classification tasks using two fully connected
networks with 4 and 6 layers, respectively. These networks are pre-trained with CIFAR-
100 (Krizhevsky et al.,2009) and TinyImageNet (Le & Yang,2015)) using back-propagation (Rumel-
hart et al.|,|1986), and then fine-tuned on CIFAR-10 (Krizhevsky et al.,[2009), SVHN (Netzer et al.,
2011)), and STL-10 (Coates et al.,| 201 1)) through DFA applying feedback-weight matching. Next, we
apply it to NLP tasks using Transformers, i.e., BERT-Tiny and Small (Kenton & Toutanoval 2019;
Turc et al., 2019), pre-trained on BookCorpus (Zhu et al., 2015) & Wikipedia, and then fine-tuned
with GLUE tasks (Wang, |2018)). Lastly, we apply feedback-weight matching to Vision Transformer
(ViT) models, i.e., ViT-Tiny and ViT-Small (Wu et al.| [2022). Each model utilizes pre-trained
weights learned from ImageNet (Deng et al., [2009) and is fine-tuned on CIFAR-10 (Krizhevsky
et al.,2009), STL-10 (Coates et al., 2011), and ImageNette (Howard, 2019). It is important to note
that even standard DFA has rarely been applied to Transformer models for from-scratch training due
to its inherent challenges and difficulties (Launay et al.l [2020). Our experiment is the first attempt
to apply DFA fine-tuning to Transformers (i.e., BERT, ViT), which is considered more challenging
than from-scratch DFA training. The detailed experimental setups are provided in

5.1 FINE-TUNING PERFORMANCE

Table 1: Image classification tasks. The fine-tuning performance of feedback-weight matching
(DFA,u15) on the 4- and 6-layer fully connected networks, compared with standard DFA fine-tuning
(DFAfpe), and from-scratch-training of DFA (DFAgcaen). The pre-trained weights are obtained
through back-propagation. The bold indicates the best performance in DFA fine-tuning.
4-layer 6-layer
Scratch CIFAR-100 TinyImageNet Scratch CIFAR-100 TinyImageNet

DFAscrutch DFAﬁne DFAours DFAﬁne DFAours DFAscmlch DFAﬁne DFAours DFAﬁne DFAours
CIFAR-10 52.78 53.79 55.38 56.75 55.51 51.94 53.04 55.39 51.08 55.54

SVHN 82.93 79.55 82.87 80.31 83.16 81.89 74.70 82.67 76.03 81.39
STL-10 42.20 44.83 45.30 50.62 45.61 40.48 43.42 45.28 43.33 45.21

Target Data

summarizes the fine-tuning performance on image classification tasks (i.e., test accuracy)
of feedback-weight matching compared against the standard DFA fine-tuning that does not apply
feedback-weight matching. As shown in the table, the proposed feedback-weight matching enables
reliable fine-tuning for various network architectures and tasks, which consistently outperforms stan-
dard DFA with an average of 2.16% accuracy gap. For instance, feedback-weight matching achieves
82.67% accuracy when fine-tuning the 6-layer network from CIFAR-100 to SVHN, which is 7.97%
higher than standard DFA that achieves 74.70%. It also indicates that the proposed feedback-weight
matching maintains more robust performance over network depths, whereas the performance of
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standard DFA deteriorates with deeper networks. For instance, in the case of fine-tuning from
CIFAR-100 to SVHN, the accuracy drop between 4-layer and 6-layer networks is only 0.20% with
feedback-weight matching, which is 24x smaller than the case not applying it (i.e., 4.85% drop).

[Tab. 2]presents the evaluation results of feedback-weight matching applied to BERT-Tiny and BERT-
Small, fine-tuned for NLP tasks, using the same experimental setup in image classification tasks
(Tab. I). Similar to image classification tasks, feedback-weight matching enables DFA to fine-tune
BERT for various tasks of the GLUE dataset in a more robust manner compared to standard DFA. In
particular, substantial performance gains are observed on datasets with limited samples, where fine-
tuning primarily depends on pre-trained weights. For example, on CoLA, feedback-weight matching
achieves a Matthews correlation of 0.53 in BERT-Small, compared to 0.06 with standard DFA. Simi-
larly, on STSB, BERT-Small achieves a Pearson correlation of 0.76 with feedback-weight matching,
while standard DFA yields only 0.10, demonstrating a significant gap in both learning performance
and reliability. In the worst case, standard DFA fails to learn from the fine-tuning data entirely,
achieving 0.00 Matthews correlation for CoLA with BERT-Tiny, whereas feedback-weight match-
ing achieves 0.29. Unlike architectures with stacked fully connected layers, transformers incorporate
attention mechanisms, which interfere with alignment. While alignment cannot be directly adjusted
for projection layers such as key, query, and value, aligning the subsequent dense layers alone sig-
nificantly improves weight alignment, gradient alignment, and overall performance. Experiments
related to this are presented in

Table 2: NLP tasks. The fine-tuning performance of feedback-weight matching (DFA ) on Trans-
former architectures (i.e., BERT-Tiny and BERT-Small), compared with standard DFA fine-tuning
(DFAfie). The pre-trained weights are obtained via back-propagation (BP). For reference, we also
present the from-scratch-training results of DFA (DFAgach). The bold indicates the best perfor-
mance in DFA fine-tuning.

Model Training CoLA SST-2 MRPC QQP MNLI QNLI STSB RTE WNLI

(mat) (acc) (acc) (acc) (acc) (acc) (pear) (acc) (acc)

BERT DFAcratch 0.00 95.2 67.4 81.2 59.2 84.2 -0.11 50.2 50.0
Tiny DFAfine 0.00 92.4 67.4 80.6 60.0 80.2 -0.17 51.2 51.0
DFA gurs 0.29 95.9 69.7 82.3 60.2 84.3 0.36 55.5 52.6

BERT DFAcratch 0.19 96.5 75.2 86.7 67.4 80.9 0.05 60.0 50.3
Small DFA e 0.06 95.6 70.9 86.0 67.0 85.3 0.10 59.0 49.3
DFA urs 0.53 97.3 92.5 86.9 65.8 87.2 0.76 59.0 51.0

shows fine-tuning results for image classification tasks using Vision Transformers (ViTs).
Consistent with previous evaluations, the experiment results confirm that feedback-weight matching
is effective not only for simple fully connected networks but also for complex Transformer architec-
tures, e.g., the classification accuracy improves from 0.210 to 0.319 for ViT-Small on ImageNette.

Table 3: Image classification tasks with Vision Transformers. The fine-tuning performance of
feedback-weight matching (DFA ) on ViT-Small and ViT-Tiny compared with standard DFA fine-
tuning (DFAg,.) and DFA training from scratch (DFAg. o). Bold indicates the best performance.

ViT-Tiny ViT-Small
Target Data
DFASCTﬂlCh DFAﬁne DFA()LU'S DFASCI'Z“Ch DFAﬁne DFA()UFS
CIFAR-10 0.281 0.332 0.397 0.322 0.378 0.392
STL-10 0.197 0.164 0.247 0.221 0.111 0.247
ImageNette 0.168 0.209 0.294 0.230 0.210 0.319

5.2 WEIGHT ALIGNMENT AND GRADIENT ALIGNMENT

and 2b] plot the weight alignment (WA) and the gradient alignment (GA), along with the
train and test accuracy, for some fine-tuning setups. As shown in the figures, the proposed feedback-
weight matching (green) induces strong weight alignment (WA) from the outset, subsequently strong
gradient alignment (GA) as analyzed in and [3.3] leading to both enhanced train and test
accuracy across all experiments with faster and stable convergence. In contrast, standard DFA (yel-
low), not applying feedback-weight matching, achieves significantly lower WA and GA. While they
gradually increase over fine-tuning epochs in some cases, the initially low WA and GA impede
effective fine-tuning. As a result, the train and test accuracy of standard DFA do not improve sub-
stantially from the pre-trained weight parameters, especially for BERT-Small. This suggests that
standard DFA struggles to adapt to the target dataset for fine-tuning, likely due to the mismatch
between its random feedback matrices and the pre-trained weights. In other words, it overly re-
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Feedback-Weight Matching (DFAs) DFAfine = DFAscratch
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(a) Fine-tuning the 4-layer network from TinyImageNet to SVHN.
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(b) Fine-tuning BERT-Small from BookCorpus & Wikipedia to MRPC (GLUE).

Figure 2: WA, GA, train accuracy, and test accuracy. The green graph denotes DFA fine-tuning
with feedback-weight matching (ours), yellow denotes DFA fine-tuning without feedback-weight
matching, blue is DFA trained from scratch.

lies on pre-trained weights in the hope that they will fit and perform well on new target fine-tuning
data. These results indicate that the improvements in fine-tuning performance are attributed to the
proposed feedback-weight matching. This is well exemplified in where the train and test
accuracies of DFAg,. show minimal or no improvement from the pre-trained weights, whereas those
of DFAy,. exhibit notable increases of approximately up to 0.27 from the pre-trained weights. In ad-
dition, Transformer models achieve lower WA and GA than fully connected networks when trained
with DFA from scratch. This is potentially due to the complexity of the attention operation (Sec. E).
When the proposed feedback-weight matching is applied to Transformer models, it induces WA and
GA, yielding better performance compared to fully connected networks.

5.3 ABLATION STUDY: FEEDBACK MATCHING, WEIGHT MATCHING, AND WEIGHT DECAY

[Tab. 4] presents the impact of feedback matching, weight matching, and weight decay on fine-tuning
with DFA. To assess their effectiveness, we remove each of them in isolation. Removing feedback
matching results in a marginal performance decline, such as a reduction from 55.54% to 55.03%
when the 6-layer network is fine-tuned from TinyImageNet to CIFAR-10. This marginal drop occurs
because bypassing feedback matching applies random feedback matrices to the re-initialized weights
that are amenable to arbitrary random feedback matrices, resulting in a reasonable level of WA
and GA. In contrast, omitting weight matching leads to a relatively bigger performance drop, e.g.,
classification accuracy decreases from 83.16% to 79.77% when fine-tuning the 4-layer network from
TinyImageNet to SVHN. Similarly, the correlation score drops from 0.76 to -0.06 when fine-tuning
BERT-Small to STSB as shown in (Sec. D). It is presumed that excluding weight matching
causes the pre-trained weights obtained by back-propagation, not by DFA, to be fine-tuned with
mismatched feedback matrices, thus resulting in weak WA and GA.

Table 4: Ablation experiment. The fine-tuning performance when removing each component
of feedback-weight matching: weight matching (DFA.igne+), feedback matching (DFAgeq+), and
weight decay (DFAgecay+). ‘DFAous’ denotes applying all of them.

Source Data

Model  Target Data

CIFAR-100 TinyImageNet
DFA i ght* DFAfecq+ DFAdscﬂy* DFA ours DFAweighl* DFAfeeqs DFAdecay* DFA gurs

CIFAR-10 53.92 55.23 48.82 55.38 53.73 55.05 48.66 55.51

4 layers SVHN 80.65 81.34 77.99 82.87 79.77 83.13 77.63 83.16
STL-10 44.25 45.20 40.00 45.30 44.05 45.42 40.47 45.61

CIFAR-10 53.47 55.03 46.21 55.39 53.50 55.03 45.717 55.54

6 layers SVHN 79.70 82.53 76.71 82.67 79.71 82.76 76.76 82.72
STL-10 43.86 45.42 39.17 45.28 43.78 45.43 40.23 45.21



Under review as a conference paper at ICLR 2026

When weight decay is not applied, fine-tuning of feedback-weight matching performance also ex-
hibits some declines, e.g., classification accuracy decreases from 55.38% to 48.82% when fine-
tuning the 4-layer network from CIFAR-100 to CIFAR-10. It should be noted that weight decay
appears to have minimal impact on fine-tuning of standard DFA when feedback-weight matching is
not applied; the classification accuracy even increases, such as from 54.38% to 56.75% when fine-
tuning the 4-layer network from TinyImageNet to CIFAR-10. This demonstrates the synergistic
effect of feedback-weight matching and weight decay, i.e., reducing network error as in[Sec. 4}

5.4 FEEDBACK-WEIGHT MATCHING AND WEIGHT DECAY

To evaluate the impact of feedback-weight matching on weight decay, we measure the fine-tuning
performance with weight decay, with and without applying feedback-weight matching, which is
shown in The results indicate that weight decay enhances fine-tuning accuracy (reducing
network output error) when used with feedback-weight matching, with an average improvement
of 8.35%. This demonstrates that feedback-weight matching facilitates weight decay in reducing
network output error, thus improving fine-tuning accuracy, as provided in [Eq. (14)] In contrast,
weight decay is less likely to improve fine-tuning performance without feedback-weight matching.
In fact, when applied to the standard DFA (not applying feedback-weight matching), weight decay
results in fine-tuning accuracy with minimal variation, providing similar accuracy.

Table 5: Feedback-Weight Matching and weight decay. ‘DFAg,.’ applies weight decay without
feedback-weight matching, compared with ‘DFA,’ applying both weight decay and feedback-
weight matching. The following tables show the results for image classification and NLP tasks.

(a) Fine-tuning image classification tasks (fully connected networks)
4 layers 6 layers

CIFAR-100 TinyImageNet CIFAR-100 TinyImageNet

DFAﬁne DFAours DFAﬁne DFAours DFAﬁne DFAours DFAﬁne DFAours
CIFAR-10 54.39 55.38 54.38 55.51 54.08 55.39 53.50 55.54
SVHN 80.77 82.87 80.74 83.16 78.73 82.67 79.57 82.72
STL-10 45.00 45.30 50.40 45.61 43.56 45.28 45.28 45.21
(b) Fine-tuning NLP tasks (BERT)
CoLA SST-2  MRPC QQP  MNLI QNLI STSB RTE WNLI

Target Data

Model Training

(mat-cor) (acc) (acc) (acc) (acc) (acc) (pearson) (acc) (acc)

. DFAfine 0.00 92.4 67.4 80.6 60.0 80.2 -0.17 51.2 51.0
BERT-Tiny DFA urs 0.29 95.9 69.7 82.3 60.2 84.3 0.36 55.5 52.6
DFAfine 0.06 95.6 70.9 86.0 67.0 85.3 0.10 59.0 49.3

BERT-Small - ppn e 0.53 97.3 925 869 658 872 0.76 590 510

[Fig- 3] plots the weight alignment (WA), gradient alignment (GA), training accuracy, and test ac-
curacy across varying strengths of weight decay during the fine-tuning of 4-layer network from
CIFAR-100 to CIFAR-10. Feedback-weight matching ensures strong WA and GA as discussed in
and [3.3] from the beginning, which helps mitigate alignment degradation, while exhibiting
varying behaviors depending on different levels of weight decay. In the absence of weight decay
(black curve), GA declines and exhibits significant oscillations, ultimately causing a decrease in test
accuracy. Conversely, when a strong weight decay is applied (blue curve), both WA and GA de-
crease sharply, followed by substantial reductions in both training and test accuracy. This supports
that applying an appropriate level of weight decay can mitigate its adverse effect (the in-
crease in error), thus leading to an overall error reduction. These observations suggest that a proper
weight decay strength is crucial for effective fine-tuning (green curve) of feedback-weight matching.

— () Se-4 le-3 — -2

Weight Alignment (WA) Gradient Alignment (GA) Train Accuracy Test Accuracy
100

0K 2K 4K 0K 2K 4K 0K 2K 4K 0K 2K 4K
Epoch Epoch Epoch Epoch

Figure 3: WA/GA and train/test accuracy on various weight decays (0, Se-4, 1e-3, 1e-2). A 4-layer
fully connected network is fine-tuned from CIFAR-100 to CIFAR-10 by feedback-weight matching.
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THE USE OF LARGE LANGUAGE MODELS (LLMS)

We used large language models solely for polishing grammar and improving the readability of the
manuscript. The contents and research contributions were written entirely by the authors.
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A  PROOF

A.1 PROOF OF PROPOSITION[3.3]

Proof. We prove [Prop. 3.3|for W} <1<r, In[Eq. (15)} and the same reasoning applies to Wi in (IE])
Eq. 3)

Since A 1>2 in becomes such that Al>2 o I as the training proceeds (Refinetti et al., 2021},
the weight newly updated with DFA, which is denoted as W _,_,, comes to satisfy ] ie.,
wi <l<L =€ R ;| with some constant c}. Given that we take the pre-trained weight W9 <l<r S
the initial training point in our fine-tuning, the overall weight W' _, _, obtained by DFA is expressed
as the sum of W9_, _, and W/ which is given by:

1<I<

1<i<L»
W1<l<L = W1<l<L + W1<l<L = VV(l)<l<L + CfFlFlT—l /@(FlFlT—l (15)
W, =W) + W, =W 1t F] | xF]_, (16)

where ¢! _ 1< isa constant In [Eq. (15)} since W? i<i< is unlikely to be proportional to FlFlT_l,

ie. W1<Z<L o F/F/ |, the overall weight W1<Z<L, which includes W(1)<l<L’ is also unlikely

to be proportional to F,F," |, ie, Wi_,_, oFF/ |, though Wi_,_, = {F\F/ , o« F,F] ;.
Hence, |[Eq. (15)|can hardly induce strong WA in|Eq. (4) O]

A.2 PROOF OF PROPOSITION[3.6]

Proof. Similar to|Eq. (15)|and (16), the overall weight W obtained by DFA is the sum of W and
W!. Specifically, now that W1 <1<, = F/F | and WOL = F]_,, these become proportional to
FZFF1 and F;_1, respectively, as:

VV)i<l<L = W(lj<l<L + W§<Z<L = FlFlT—l + C;'FlFlT—l =1+ Cf)FlFlT—l X FlFlT—l (17)

Wi =W+ Wi =F]_ +¢F]  =(1+c)F[_ o F[_, (18)
with constants ¢} <i<1,» Which aligns with the strong WA condition in[Eq. (4) O

A.3 PROOF OF PROPOSITION[3.8]

Proof. The weight at the second layer of the network, W}, can be expressed with the pre-trained
weight, WY, with the learning rate 7 , the number of neurons as p, F; € RP, and W§ € RP as
follows (Song et al., | 2021)).
t'—1
1 n
Wt _ Wt—l o niwt—lx—retfl _ WO o thTet (19)
2 2 /P 1 2 Z 1

For the standard DFA that does not apply feedback-weight matching in and (7), we have

Gpra = F1 and Ggp = W&, By using m the grad1ent alignment (GA) defined in |Eq. (9)
between them, which is denoted as cospra Z(F1, W), is at least as follows.

F| t 0 "—lywitx T et
cosppa Ly, Why = 1T W _ TPz _ (W8 — 5 50 WiXTef)
7 HF1||||W5H W5 IW§ — 25 570 WiXTel|

(20)

-1
S \|F1|\ (WO f Zt o WiXTe')
WS+ [ 2 S WiXTel|
Conversely, when ap 1y1ng feedback-weight matchlng in [Eq. (6)| and (7] . we have F; = W) for
L=2. Using[Eq. (19)|again, GA between them, cospw rr Z(F1, Wz) is at least as follows.

F; "1 T t'—1 T
e (W3 — 7 >ie o WiX'e!) |\F1H( f Yo WiX'e!)
IW§ - 5505 WiXTe| | iz WiXTel|

(21
If we assume that both F'; and WY follow the standard Gaussian distribution, we have | F] WJ|| <

|IF1]|? (Song et al., 2021). Thus, cosrw s Z(F1, W) exhibits a higher lower bound compared to
cospra Z(F1, Wi), ie., cospwar Z(F1, Wh) > cospra Z(F1, W}), implying a higher GA. [

cospwar Z(F1, Wh) = I+ =%
%
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A.4 PROOF OF LEMMA [4.1]

Proof. We show that i<y, > 0 in [Eq. (I1)} and the same reasoning extends to ry, in (12).
Given that W? = FlFlt1 x Wlt = ¢ F,F,_,, we can interpret Wlt as a scaled version of W},

which implies that [|[W} — W?|| is small. Conversely, since WY is not proportional to W7, i.e.,
W0 o Wt = c!FF |, it follows that [ W} — W?|| is generally larger than|W! — W?||. There-
fore, | W} — W?|| is likely smaller than |[W! — W?|. O

A.5 PROOF OF PROPOSITION[4.2]

Proof. It is shown (Song et al., [2021) that the inequality in ie, e < (1 -1 —
nAY)|le’|| + A'lly||, holds for a two-layer fully connected non-linear network when applying FA
(Feedback Alignment) (Lillicrap et al., 2016)) with weight decay (Krogh & Hertz, |1991). Specifi-
cally, the right-hand side of the inequality, i.e., (1— 2 —nA’) |le’ ||+ A¥[|y]], consists of the following
term as a linear component in fine-tuning:

[W5 — Wi| s.t. W3 xXF| (22)
where WY is the pre-trained wei%hts. BT, assuming that W9 is replaced with the re-initialized

weights, W9 in[Eq. (7)] ||e!*|| in[Eq. (13)]is reduced by a7 since | W5 —W3 || >|[W5—W3||, as
inLem. 4.11 O

B DECOMPOSITION OF WEIGHT INTO FEEDBACK MATRICES

One way of finding feedback matrices F; and F," , in [Eq. (6) from W?¢ <i<1,» Other than SVD

(Singular Value Decomposition) (Klema & Laub|[1980)), is to optimize the following objective Lgpy.

1 —L-1 _ 1 _ 1 L-1 L
Lrm =3 Zzzg (W?hl—1—FlFlT_1hl—1)2+§(W%hL—1—FL—1hL—1)2+§ 21:1 (I—FlT(P;;))Q
Here, L)/ is minimized to ensure that the layer output, when replaced by the feedback matrix
FlFlT_lhl,l, matches the output obtained using the pre-trained weight W?hl,l, while F; is to be
orthogonal to itself in accordance with the regular DFA condition (Lillicrap et al.,|2016).

C LIMITATIONS AND FUTURE WORKS

Extending to different architectures. Although this study presents the significant potential of fine-
tuning with DFA, its current application is restricted to fully connected networks. This limitation
arises because, at present, DFA is predominantly effective for fully connected architectures, and
further research is needed to extend its applicability to other network types. In our future work, we
plan to explore the application of DFA fine-tuning to various network architectures, such as CNNs.
Meanwhile, we anticipate the development of more generalized methods that will enable DFA to be
applied across a broader range of network types, thereby enhancing the applicability of our work.

Improving learning performance. The learning performance of the proposed feedback-weight
matching is shown to surpass both 1) training networks with DFA from scratch and 2) fine-tuning
networks with DFA using random feedback matrices. While fine-tuning with DFA applying the
proposed method achieves superior and more stable performance compared to them, it still falls
short of the performance achieved with fine-tuning using back-propagation (Rumelhart et al.,[1986).
We plan to explore how to achieve fine-tuning performance comparable to that of back-propagation
by investigating DFA from its fundamental mechanism, along with the proposed method.

Proving hypotheses. This work provides some hypotheses regarding fine-tuning and weight decay
in the context of DFA. posits that applying the proposed method to weight decay en-
hances fine-tuning performance of DFA for fully connected networks of arbitrary layers. However,
formal proofs are necessary to substantiate these hypotheses and validate the efficacy of the pro-
posed approach. In future research, we intend to generalize the propositions presented in this study
to encompass various types of fully connected network architectures.
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D ABLATION EXPERIMENT ON BERT

presents the fine-tuning performance of BERT models when weight matching, feedback
matching, and weight decay are individually removed. It is important to note that DFA is not applied
to all fully connected layers in BERT, which limits the ability to properly assess the effectiveness of
feedback-weight matching. Thus, this experimental setup may not provide an accurate evaluation.
Table 6: Ablation experiment. The fine-tuning performance when removing weight matching
(DFAyeigne+), feedback matching (DFAfecq+), and weight decay (DFAgecay+). ‘DFAqu’ denotes ap-
plying all of them.

CoLA SST-2 MRPC QQP MNLI QNLI STSB RTE  WNLI

Model Training (mat-cor)  (acc) (acc) (acc) (acc) (acc)  (pearson) (acc) (acc)
DFA yeight* 0.00 94.7 67.4 81.4 59.2 88.4 -0.15 50.3 50.9

. DFAfeeq 0.00 95.8 68.9 82.4 60.8 86.9 0.35 55.5 50.0
BERTTIY  DEA joay- 031 959 714 819 610 833 036 533 519
DFA urs 0.29 95.9 69.7 82.3 60.2 84.3 0.36 50.8 52.6

DFA ycighe* 0.08 96.0 75.1 85.0 66,7 79.7 -0.06 61.8 50.1

BERT-Small DFA fecqs 0.54 97.0 91.5 87.4 65.2 85.3 0.75 62.0 50.2
DFA gecay* 0.53 97.2 91.2 87.1 64.7 85.4 0.78 68.7 50.9

DFA urs 0.53 97.3 92.5 86.9 65.8 87.2 0.76 59.0 51.0

E LAYER-WISE GRADIENT ALIGNMENT ANALYSIS

Weight alignment and gradient alignment have generally been analyzed in the context of sequen-
tial fully connected layers. However, Transformer-based models introduce attention mechanisms,
which disrupt the sequential structure of fully connected layers. To investigate the impact of at-
tention on our method, we analyze layer-wise gradient alignment across different components of
the Transformer. Figure []illustrates the average gradient alignment of each sequential fully con-
nected layer in a BERT model trained on the GLUE dataset. The key, query, and value layers in
the attention module function as usual. As a result, the fully connected layer following the atten-
tion operation exhibits notably lower gradient alignment compared to others. This indicates that the
attention operation interferes with gradient alignment and highlights the need for additional archi-
tectural considerations tailored to the attention module. Although our method alone improves both
gradient alignment and performance in the sequential fully connected layers of Transformer models,
further enhancing alignment within the attention module leads to even greater performance gains.

Feedback-Weight Matching (DFAs) DFA¢ine DFAqcratch
Attention layer Intermediate layer Output layer
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Figure 4: Gradient alignment comparison across attention, intermediate, and output layer.
The green graph denotes DFA fine-tuning with feedback-weight matching (ours), yellow denotes
DFA fine-tuning without feedback-weight matching, blue is DFA trained from scratch.

F COMPARISON WITH BACK-PROPAGATION

To demonstrate the effectiveness of feedback-weight matching in enhancing DFA-based fine-tuning,
we presented empirical results in the previous sections. These results indicate that we have success-
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fully achieved our objective of enabling and improving DFA-based fine-tuning. But, it still falls short
of the performance achieved by backpropagation. In this section, we provide a detailed comparison
between DFA and back-propagation in terms of fine-tuning performance. This analysis helps po-
sition DFA fine-tuning within the broader landscape of learning algorithms and clarifies its current
limitations and future potential.

For a fair comparison, we use the same pre-trained weights and experimental setup as in the DFA
experiments. The experimental details are in We denote fine-tuning with backpropagation as
BPgpe, and training from scratch with backpropagation as BPg.ach. The performance of feedback-
weight matching does not yet reach that of back-propagation fine-tuning. However, it is often com-
parable to, and occasionally surpasses, the performance of back-propagation trained from scratch.
For instance, in the case of training on STL-10 with a fully connected architecture, feedback-weight
matching can outperform back-propagation from scratch.

Table 7: Image classification tasks with back-propagation. The fine-tuning performance of
feedback-weight matching (DFAq,s) on the 4 and 6-layer fully connected networks, compared
with standard DFA fine-tuning (DFAg,.) and back-propagation fine-tuning (BPgy.). The pre-trained
weights are obtained through back-propagation (BP). For reference, we also present the from-
scratch-training results of back-propagation (BPgcach) and DFA (DFAgqach). The bold indicates
the best performance in DFA fine-tuning.

Source Data

Model Target Data

Scratch CIFAR-100 TinyImageNet
BPcraich DFAscratch BPsine DFAfine DFAurs BPfine DFAfine DFAurs

CIFAR-10 55.48 52.78 57.16 53.79 55.38 57.66 56.75 55.51

4 layers SVHN 85.10 82.93 84.32 79.55 82.87 84.69 80.31 83.16
STL-10 43.15 42.20 47.73 44.83 45.30 50.29 50.62 45.61

CIFAR-10 __ 54.93 51.04 3885 53.04 5539 5597 51.08 55.54

6 layers SVHN 85.10 81.89 8434 7470 82.67 8472  76.03 81.39
STL-10 43.10 40.48 4778 4342 4528 4763 4333 4521

Table 8: NLP tasks with back-propagation. The fine-tuning performance of feedback-weight
matching (DFA,,) on Transformer architectures (i.e., BERT-Tiny and BERT-Small), compared
with standard DFA fine-tuning (DFAg,.) and back-propagation-based fine-tuning (BPgy,.). The pre-
trained weights are obtained via back-propagation (BP). For reference, we also present the from-
scratch-training results of back-propagation (BPg ) and DFA (DFAcraich)- The bold indicates the
best performance in DFA fine-tuning.

Model Training CoLA SST-2 MRPC QQP MNLI QNLI STSB RTE WNLI

(mat-cor) (acc) (acc) (acc) (acc) (acc)  (pearson) (acc) (acc)

BPgcratch 0.07 96.3 67.4 82.8 63.4 89.2 -0.19 64.1 50.0

BPfine 0.00 93.5 70.7 86.9 73.8 88.2 -0.25 60.3 52.6

BERT-Tiny  DFAcrach 0.00 95.2 67.4 81.2 59.2 84.2 -0.11 50.2 50.0
DFAfine 0.00 92.4 67.4 80.6 60.0 80.2 -0.17 51.2 51.0

DFA urs 0.29 95.9 69.7 82.3 60.2 84.3 0.36 55.5 52.6

BPscraich 0.55 96.3 95.4 91.3 75.3 93.4 0.67 89.8 51.9

BPfine 0.87 98.9 96.7 98.0 93.0 99.1 0.90 94.0 53.3

BERT-Small  DFAgcruch 0.19 96.5 75.2 86.7 67.4 80.9 0.05 60.0 50.3
DFA fine 0.06 95.6 70.9 86.0 67.0 85.3 0.10 59.0 49.3

DFA urs 0.53 97.3 92.5 86.9 65.8 87.2 0.76 59.0 51.0

G RECOVERY ABILITY OF THE FEEDBACK MATRICES

We evaluate the resilience of feedback matrices in the Feedback-Weight Matching process. The
feedback matrices are designed to mimic the existing pre-trained weights and preserve their informa-
tion. Accordingly, we examine the extent of performance degradation when re-initialized weights,
generated using the trained feedback matrices, are evaluated on the pre-trained dataset CIFAR-100.
reports the performance of pre-trained weights and re-initialized weights obtained from the
trained feedback matrices on CIFAR-100. For most classification tasks, the layer dimensions are
larger than the number of classes. Consequently, feedback matrices with dimensions equal to the
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Table 9: Comparison between Pre-trained and FWM weights on CIFAR-100

Pre-trained Weight FWM Weight
CIFAR-100 32.38 26.86

Table 10: Results according to epoch within the Feedback-Matching process

Dataset DFA,w DFAniqa DFAqus
CIFAR-10  51.38 53.27 55.38

number of classes have a lower rank than the pre-trained weights. This inevitably leads to some loss
of information, resulting in slightly reduced performance of the re-initialized weights compared to
the pre-trained weights.

To investigate how the training of feedback matrices affects fine-tuning performance, we measured
fine-tuning results at different epochs in the Feedback-Matching process. In DFA,qy corre-
sponds to 1 epoch, DFA 4 to 2 epochs, and DFA,,s to 3 epochs of feedback matrix training, which
matches the original setting. When the feedback matrices are less thoroughly trained, fine-tuning
performance decreases. This indicates that insufficiently trained feedback matrices fail to capture
the information of the pre-trained weights, leading to reduced performance.

H TRAINING COST

The training cost of our method does not differ significantly from that of standard DFA, as train-
ing proceeds using standard DFA after re-initializing the feedback matrices and weights. Standard
DFA theoretically enables layerwise parallel training and can achieve a speed-up proportional to the
number of layers compared to back-propagation, but improving its training efficiency is not the fo-
cus of this work. Consequently, during the fine-tuning phase, training speed and memory overhead
remain equivalent to those of standard DFA. Furthermore, the overhead introduced by the feedback
matching stage is minimal, as it is conducted for only three epochs.

Although DFA theoretically supports layer-parallel updates, implementing true parallelism within
a single model remains challenging. Existing parallelization methods mainly focus on distributing
data or model components across multiple GPUs, whereas they do not readily support inter-layer
parallel execution on a single GPU. In our implementation, we approximate the behavior of DFA
by splitting the backward graph at each layer and substituting the local gradient with the DFA error
signal. This design preserves the learning dynamics of DFA, yet the update process still proceeds
sequentially as in standard back-propagation.

To illustrate the potential efficiency gains of parallel DFA, we report per-layer backward computa-
tion times measured on a six-layer MLP with 1000 hidden units trained on CIFAR-100 in
In back-propagation, lower layers must wait for the computations of upper layers, which results in
cumulative backward times. In contrast, DFA can, in principle, update all layers simultaneously
so that the total update time would be determined only by the slowest layer. Although full paral-
lelization is not implemented, the per-layer measurements provide an upper bound on the possible
speed-up.

Table 11: DFA vs BP layer-wise and total backward time comparison (ms). Layer-wise values
indicate the backward computation time for each layer, whereas total values represent accumulated
backward time for BP and the maximum layer time for DFA under ideal parallel execution. Results
are measured on a six-layer MLP with 1,000 hidden units trained on CIFAR-100. The maximum
DFA layer time is highlighted.

Type layers 1 layers2 layers3 layers4 layers5 layers 6
DFA (layer) 0.0132  0.1003  0.0942  0.0910 0.0895  0.0811
BP (layer) 0.0098  0.0899  0.0927 0.0942  0.0957  0.0996
DFA (total)  0.1003  0.1003  0.1003  0.1003  0.1003  0.1003
BP (total) 04820 04722 03823  0.2895  0.1953  0.0996
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Regarding memory usage, DFA requires additional feedback matrices of size /V; x e for each layer,
where N, is the number of neurons and e is the dimensionality of the error vector. As a result, DFA
exhibits higher memory consumption compared to back-propagation. In our experiments, DFA
reached a peak memory usage of approximately 130.99 MiB, while back-propagation used around
100.75 MiB. This difference reflects the cost of storing the feedback matrices. From a compu-
tational perspective, DFA also differs from back-propagation in terms of the operations required
for propagating error signals. Back-propagation computes W, 10a;41, which requires O(N;N; 1)
operations, whereas DFA computes Fje, requiring O(N;N). Since N, is typically much smaller
than V;4; in classification tasks, DFA can require fewer operations and reduced data movement.
Although exploiting this theoretical efficiency is not the main objective of our study, we include this
analysis for completeness.

I EXPERIMENTAL SETUPS

In this section, we offer an explanation of the experimental setup utilized throughout our research.

ec. I. I|outlines the training details of the feedback matrix used for feedback matching in all models.
@ covers the configuration settings required for the fully connected network experiments.

ec. [.3|describes the setup necessary for experiments involving BERT, which employs a transformer
architecture. [Sec. 1.4| provides the setup employed for experiments with the ViT model. For fine-
tuning of BERT and ViT, feedback-weight matching is applied to the attention, intermediate, and
block outputs of the encoder layers in a similar way to previous works (Launay et al.} 2020) that
attempt to apply DFA to Transformer’s attention modules (Vaswani, 2017). To ensure the robustness
of our findings, we report the average results over three different random seeds. All experiments
were conducted on an NVIDIA GeForce RTX 3090 GPU with 24GB of memory.

I.1 FEEDBACK MATRIX

We train feedback matrices to reconstruct pre-trained weights that were trained using back-
propagation (Rumelhart et al, [T986). The loss function, in[Eq. (23)] is used to guide the feedback
matching process. The two learned feedbacks are then combined and re-initialized into a single
weight matrix for each layer. We use the Adam optimizer without weight decay or
any scheduler. In fully connected networks, a learning rate of le-5 is applied, while in transform-
ers (BERT) (Kenton & Toutanoval, 2019} [Turc et al 2019), a learning rate of 1e-3 is used. For all
experiments on the model and dataset, training is conducted for 3 epochs with a batch size of 64.

1.2 FULLY CONNECTED NETWORKS

We pre-train two fully connected networks with four and six layers on the CIFAR-100 (Krizhevsky

2009) and TinyImageNet (Le & Yang) [2015) datasets utilizing weights obtained through
back-propagation (BP). These pre-trained weights are subsequently fine-tuned on the CIFAR-

10 (Krizhevsky et al.,[2009), SVHN (Netzer et al., 2011)), and STL-10 (Coates et al., 2011)) datasets.
During the pre-processing phase, we apply image resizing and normalization, without any augmen-
tations. For Direct Feedback Alignment (DFA) 2016), the weights are initialized with a
uniform distribution within the range of (-0.01, 0.01). Conversely, for back-propagation (Rumelhart
[1986), we employ the He initialization 2015). The optimization process is car-
ried out using Stochastic Gradient Descent, and ReLU 2018) is employed as the activation
function. The hyperparameters for both the 4-layer and 6-layer architectures remain consistent. A
comprehensive description of each hyperparameter under various training conditions is presented in
[Tab, 12

I.3 BERT

We train BERT-Tiny and Small models (Kenton & Toutanoval, [2019; [Turc et all, 2019) on the
GLUE dataset using the AdamW (Loshchilov, [2017) optimizer with a fixed learn-
ing rate and no scheduler. We apply weight decay and dropout techniques. GeLU
is used for the activation function, which is commonly employed in BERT. Layers
such as the encoder block outputs, intermediate outputs, and attention outputs are optimized using
Direct Feedback Alignment (DFA) [2016), while the projection layers for key, query, and
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Table 12: Hyperparameters for fully connected networks training.

Target Data  Hyperparmeters BPsach  BPfine  DFAsuch DFAfine  DFAgeed DFAweignn  DFAours

Learning Rate le-3 le-3 le-3 le-3 le-3 le-3 le-3
Batch size 64 64 64 64 64 64 64
Hidden Dim 1000 1000 1000 1000 1000 1000 1000
Input size 3072 3072 3072 3072 3072 3072 3072
Epochs 5000 5000 5000 5000 5000 5000 5000
CIFAR-10  Weight Decay Se-4 Se-4 0 0 Se-4 Se-4 Se-4
Dropout 0.1 0.1 0 0 0 0 0
Epochs 5000 5000 5000 5000 5000 5000 5000
SVHN Weight Decay Se-4 Se-4 0 0 Se-4 Se-4 Se-4
Dropout 0.1 0.1 0 0 0 0 0
Epochs 5000 5000 5000 5000 30000 30000 30000
STL-10 Weight Decay Se-4 Se-4 0 0 le-3 le-3 le-3
Dropout 0.1 0.1 0 0 0.1 0.1 0.1

value are trained using back-propagation (BP) (Rumelhart et al.l [1986). The weights are initialized
using a uniform distribution, and the feedback matrix is specifically designed to satisfy the left or-
thogonality condition. A comprehensive description of the hyperparameter values is presented in
[Tab. 13|

Table 13: Hyperparameters for BERT training.

Model Hyperparmeters Target Data  BPscach  BPfine  DFAgcrach  DFAfine DFAgeed DFAyeigntk DFAqurs

Batch size 64 64 64 64 64 64 64
Dropout 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Weight Decay 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Epochs 6 6 6 6 6 6 6
Max length 512 512 512 512 512 512 512
Num of heads 2 2 2 2 2 2 2
Num of layers 2 2 2 2 2 2 2
Hidden dim 128 128 128 128 128 128 128
Intermediate dim 512 512 512 512 512 512 512
CoLA le-5 le-5 le-5 le-5 le-5 le-5 le-5
SST-2 le-5 le-5 le-5 le-5 le-5 le-5 le-5
BERT-Tiny MRPC le-5 le-5 le-5 le-5 le-5 le-5 le-5
QQP le-5 le-5 le-5 le-5 le-5 le-5 le-5
Learning Rate MNLI le-5 le-5 le-5 le-5 le-5 le-5 le-5
QNLI Se-5 Se-5 Se-5 Se-5 5e-5 5e-5 Se-5
STSB le-5 le-5 le-5 le-5 le-5 le-5 le-5
RTE le-5 le-5 le-5 le-5 le-5 le-5 le-5
WNLI Se-5 Se-5 Se-5 Se-5 Se-5 Se-5 Se-5
Num of heads 8 8 8 8 8 8 8
Num of layers 4 4 4 4 4 4 4
Hidden of dim 512 512 512 512 512 512 512
Intermediate dim 2048 2048 2048 2048 2048 2048 2048
CoLA le-5 le-5 le-5 le-5 le-5 le-5 le-5
SST-2 le-5 le-5 le-5 le-5 le-5 le-5 le-5
BERT-Small MRPC le-5 le-5 le-5 le-5 le-5 le-5 le-5
QQP le-5 le-5 le-5 le-5 le-5 le-5 le-5
Learning Rate MNLI le-5 le-5 le-5 le-5 le-5 le-5 le-5
QNLI Se-5 Se-5 Se-5 Se-5 5e-5 Se-5 5e-5
STSB le-5 le-5 le-5 le-5 le-5 le-5 le-5
RTE le-5 le-5 le-5 le-5 le-5 le-5 le-5
WNLI le-5 le-5 le-5 le-5 le-5 le-5 le-5

1.4 VIT

We fine-tune ViT-Tiny and Small models (Wu et al.| |2022), both pre-trained on ImageNet-1K (Deng
et al.; 2009), on the CIFAR-10 (Krizhevsky et al., [2009), STL-10 (Coates et al., |2011)), and Ima-
geNette (Howard, [2019) datasets. For preprocessing, we resize the 32x32 images from CIFAR-10
and STL-10 to 224x224 and apply normalization. We use the AdamW (Loshchilov,2017)) optimizer
and GeLU (Hendrycks & Gimpel, 2016)) as the activation function. Following the approach used in
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BERT, we apply Direct Feedback Alignment (DFA) to train the ViT models, specifically targeting
the encoder block outputs, intermediate outputs, and attention outputs. While the Tiny and Small
models have the same number of layers, they differ in the number of channels and attention heads.
A comprehensive list of hyperparameters for these models is provided in

Table 14: Hyperparameters for ViT training.

Model Hyperparmeters ~ Target Data  DFAgcaen  DFAfine  DFAquss
Batch size 64 64 64
Dropout 0.1 0.1 0.1
Weight Decay 0.01 0.01 0.01
Epochs 5 5 5
Image Size 224 224 224
Patch Size 16 16 16
Num of layers 12 12 12
CIFAR-10 2e-5 2e-5 2e-5
Learning Rate STL-10 2e-5 2e-5 2e-5
ImageNette 2e-5 2e-5 2e-5
Num of heads 3 3 3
ViT-Tiny = Hidden dim 192 192 192
Intermediate dim 768 768 768
Num of heads 6 6 6
ViT-Small  Hidden of dim 384 384 384
Intermediate dim 1536 1536 1536
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