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TKDP: Threefold Knowledge-Enriched Deep Prompt
Tuning for Few-Shot Named Entity Recognition

Jiang Liu , Hao Fei , Fei Li , Jingye Li , Bobo Li , Liang Zhao , Chong Teng , and Donghong Ji

Abstract—Few-shot named entity recognition (NER) exploits
limited annotated instances to identify named mentions. Effectively
transferring the internal or external resources thus becomes the key
to few-shot NER. While the existing prompt tuning methods have
shown remarkable few-shot performances, they still fail to make
full use of knowledge. In this work, we investigate the integration
of rich knowledge to prompt tuning for stronger few-shot NER.
We propose incorporating the deep prompt tuning framework
with threefold knowledge (namely TKDP), including the internal
1) context knowledge and the external 2) label knowledge & 3)
sememe knowledge. TKDP encodes the three feature sources and
incorporates them into soft prompt embeddings, which are further
injected into an existing pre-trained language model to facilitate
predictions. On five benchmark datasets, the performance of our
knowledge-enriched model was boosted by at most 11.53% F1 over
the raw deep prompt method, and it significantly outperforms
9 strong-performing baseline systems in 5-/10-/20-shot settings,
showing great potential in few-shot NER. Our TKDP framework
can be broadly adapted to other few-shot tasks without much effort.

Index Terms—Few-shot learning, HowNet, named entity
recognition (NER), prompt tuning.

I. INTRODUCTION

NAMED entity recognition aims to extract named mentions
(e.g., people, organizations and locations) from text [1],

[2]. As one of the fundamental tasks in natural language pro-
cessing (NLP), NER often serves as an upstream component of
more complex tasks such as information retrieval [3], relation ex-
traction [4] and machine reading comprehension [5] etc. Within
the last decade, NER has achieved remarkable success with the
aid of deep learning techniques, relying on large-scale standard
corpora [5], [6]. However, manually constructing annotations is
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Fig. 1. Comparison between existing few-shot NER methods and our
knowledge-enriched deep-prompt-based framework that makes use of threefold
knowledge features: sememe, label and context knowledge.

time-consuming, labor-intensive and even infeasible, especially
for certain fields, e.g., medicine [7]. This thus demands the
research of few-shot NER, to learn a NER system with fewer
labeled examples [8].

Existing few-shot NER works have made considerable
progress [9], [10], which can be technically grouped into three
paradigms: word-semantic-based method, label-semantic-
based method and prompt-based method. As shown in Fig. 1,
the word-semantic-based method [8] depends solely on the
input words and their context, while the label-semantic-based
method [7] additionally makes use of the label knowledge. In
contrast, the prompt-based methods [11] is built upon the current
pre-trained language models (PLMs) [12], [13], [14], trying
to guide the model to identify entities with pre-built natural
language templates, i.e., prompt texts.

While prompt-based methods have achieved better few-shot
performances [15], [16], the construction of hard discrete prompt
templates can be much experience-oriented and cause unstable
results. Also for the NER task, enumerating all possible spans
to build prompts is low-efficient. The recent progress of deep
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Fig. 2. Overall architecture of our TKDP model.Hx andHC are text embeddings and label embeddings, respectively.Ex andEC represent sememe-enhanced
text embeddings and label embeddings. Qi is the knowledge-enriched prompt embedding, which is inserted into the i-th layer of PLM.

prompt tuning [17] helps relieve these concerns by considering
soft and continuous prompts, which helps few-shot NER achieve
remarkable results [18]. Notwithstanding, we note that there
are still sufficient rooms to improve. Prior studies extensively
reveal that NER relies much on semantic understanding, where
the knowledge (internal and external) plays the critical role,
especially for the few-shot scenario [19], [20]. However, we
observe that the current prompt-based work scarcely considers
this. Therefore, this paper investigates the feasibility of incorpo-
rating rich knowledge for better prompt-based few-shot NER.

In fact, the deep prompt method is effective in learning seman-
tics from internal context features, yet external information is
overlooked, such as label texts and sememe knowledge. Essen-
tially, the entity labels provide rich semantic clues to describe
what an entity mention would be [21], while the sememe is a
finite and semantically indivisible set of words that can compose
the meaning of a word and extend the word semantics [22], [23].
In this work, we take the initiative to enhance the deep prompt
method with all three types of internal and external knowledge,
aka, threefold knowledge-enriched deep prompt tuning (TKDP).
We depict the differences between our method and previous
methods in Fig. 1.

As shown in Fig. 2, our framework is built based on an existing
PLM, equipped with knowledge-enriched soft prompts. Specif-
ically, TKDP first takes the label descriptions and sentential
words as inputs. It then embeds the sememe representations
from HowNet into the label and text contextual representations
for semantics enhancement. Afterward, based on the above
sememe-enhanced label and text representations, we generate
two types of knowledge-enriched deep prompt embeddings,
which are then fused into different layers of PLM for deep
interaction. With the incorporation of sememe, label and text
context knowledge, the framework is expected to output BIO
label sequences more accurately.

Extensive experiments are conducted on total five public
benchmark datasets across multiple domains. The results show
that our method significantly outperforms 9 strong baseline
systems in all three few-shot settings (5-/10-/20-shots), and
boosts the results by at most 11.53% F1 over the raw soft
prompt method, demonstrating the urgent necessity to incor-
porate internal and external knowledge. We further show that
our system wins the current popular prompt learning systems
by large margins, including prompt-tuning [24], p-tuning [25],
prefix-tuning [26] and discrete template-based prompt meth-
ods [11], [27].

Our knowledge-enriched prompt tuning framework can be
broadly applied to other few-shot NLP tasks without much effort.
All the resources of this paper will be publicly available at https:
//github.com/solkx/tkdp.git to facilitate related research.

II. RELATED WORK

A. Few-Shot NER

In this section, we briefly survey the existing few-shot NER
methods under three categories.

Word-semantic-based Methods: Earlier studies learn the con-
text semantics for few-shot NER from only the input words,
i.e., inferring the entity words from their contexts. For example,
Yang and Katiyar [8] proposed a model based on the nearest
neighbor learning and structured reasoning, where each token
is represented in the tokenized examples of the support set
by a contextual representation in the sentence. Das et al. [28]
used contrastive learning to infer the distribution distance of
its Gaussian embedding, thus reducing the distance of token
embedding of similar entities and increasing the distance of
token embedding of different entities. One of the key issues
for this method is feature deficiency, the NER model is hard
to learn a robust inductive bias for recognizing unseen named
entities with only word semantics.
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Label-semantic-based Methods: For few-shot NER, the con-
text features learnt from labeled data are limited, thus label
information is considered to be applied in label-semantic-based
methods. Intuitively, mention labels describe the attributes of
specific entity prototypes in natural language, offering rich
extended semantic features of mentions for few-shot NER [21].
Hou et al. [29] first leveraged the semantics of label names for
few-shot NER. Huang et al. [7] and Ji et al. [9] created proto-
type representations from different entity types, and assigned
labels through the nearest neighbor criterion according to label
dependencies. Ma et al. [30] proposed a two-tower model to
incorporate additional signals from label semantic information.

Prompt-based Methods: In recent years, the birth of large
PLMs [31] has activated the generative paradigm. Based on
PLMs, prompt tuning techniques have shown prominent few-
shot performances for multiple NLP tasks [15], [16], yet most
of the prompt templates are customized for sentence-level clas-
sification rather than NER. Later, Cui et al. [11] first applied
prompt tuning to the sequence tagging task, who created prompt
templates by enumerating all possible mention spans. Lee et
al. [32] and Ma et al. [27] followed the same practice of the hard
prompt tuning for few-shot NER. As mentioned earlier, building
templates is experience-oriented, and also low-efficient to enu-
merate the spans. Instead of constructing templates for discrete
prompts, Chen et al. [18] leveraged deep prompt tuning [17] for
few-shot NER, where the prompts are soft and continuous repre-
sentations. Although achieving remarkable results, current deep
prompt methods still overlook the full utilization of semantic
features, which thus motivates our work of knowledge-enriched
deep prompt tuning.

B. Sememe

HowNet and Sememes: HowNet is one of the most famous
knowledge bases, which defines more than 100,000 Chinese
and English words with 2,187 terms [33]. It describes words
or phrases through morphemes, which are the smallest units
of semantic concepts [34]. Recent studies have shown that
HowNets can provide rich well-recognized semantic represen-
tations that facilitate downstream NLP tasks, such as word sim-
ilarity computation [35], word sense disambiguation [36], event
detection [37], word representation learning [38], language mod-
eling [39], lexicon expansion [40], relation extraction [41] and
semantic rationality evaluation [42].

Jin et al. [43] incorporated Chinese character information
into their sememe prediction model and achieved certain per-
formance boost. Qi et al. [44] made the first attempt to use
cross-lingual sememe prediction to build a sememe knowl-
edge base for other languages. Qi et al. [45] incorporated
sememe knowledge into the semantic composition model for
the first time and verified its effectiveness. Qi et al. [23] built a
unified sememe knowledge base for multiple languages based
on BabelNet (a multilingual encyclopedia dictionary). Lyu et
al. [46] proposed the glyph enhanced Chinese character repre-
sentation, which optimizes the prediction of lexical sememes by
focusing on finer-grained information. Qi et al. [47] used image

information for the prediction of lexical sememes for the first
time.

Sememes for Enriching Semantics: Taking Fig. 3 as exam-
ple, the word ”U.S.” can be represented as the combination
of sememes: ”place”, ”politics”, ”North-America”, ”US”,
”Proper-Name” and ”country”. That is to say, the sememe set
completely describes the semantic space of a word and contains
rich semantics. This information is beneficial to the extraction
of entities. For example, ”U.S.” and ”Russia” share the latent
sememe concept ”place”, which can strengthen their connection
with the entity type ”LOC”.

C. Knowledge-Enhanced Prompt Tuning

It is also common practice to leverage external or internal
knowledge to enhance the downstream NLP tasks. Here we
briefly survey the literature concerning knowledge-enhanced
prompt learning methods. Shin et al. [48] used a gradient guided
search algorithm to automatically construct discrete prompts for
various task sets, consisting of raw input and trigger words. The
entire process does not involve fusion of knowledge, so it is
different from our automatic construction of knowledge-fused
prompts. Hu et al. [49] incorporated the external knowledge
into the verbalizer to form knowledgeable prompt tuning to
improve and stabilize prompt tuning. Specifically, Hu et al. [49]
used a knowledge base to extend the label word space of the
verbalizer and used the PLM to refine the extended label words
before using them for prediction. Chen et al. [50] injected the
latent knowledge contained in relation labels into the construc-
tion of prompts with learnable virtual type words and answer
words to solve the few-shot relation extraction problem. Li et
al. [51] set the event detection task as condition generation.
Then, knowledge-injected prompts are constructed using exter-
nal knowledge bases, and a prompt tuning strategy is leveraged
to optimize the prompts. Our work differs from the above
works in multiple aspects: First, we consider the use of multiple
knowledge from both internal and external sources; Besides,
we consider the sememe knowledge from HowNet to enhance
the text semantics, while the above works have not; Finally, we
focus on few-shot NER tasks, while the above methods are more
suitable for classification tasks rather than sequence labeling
tasks.

III. METHODOLOGY

Fig. 2 presents our overall framework, which consists of
five parts, including the input and encoding layer, the sememe
integration layer, knowledge-enriched deep prompt construction
module, layer-wise knowledge infusion module, and output
layer.

A. Input and Encoding

Our system takes two input sources: 1) the original text
X = {x1, x2, . . . , xn} ∈ Rn of length n, where xi represents
the i-th word; and 2) the natural language description of L
labels C = {C1, C2, . . . , CL} ∈ RL, where each label descrip-
tion Cj = {cj,1, cj,2, . . . , cj,l} ∈ Rl consists of l description
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Fig. 3. Illustration of word, sense and sememe in HowNet.

TABLE I
NATURAL LANGUAGE FORM CORRESPONDING TO EACH ENTITY TYPE OF THE DATASETS

words. For example, the description for the label PER can be
unfolded as:

B-PER → begin of person

I-PER → inside of person

O → others

The natural language forms corresponding to the original entity
types of all datasets are detailed in Table I. We encode input text
and label description using the embedding layer of BERT [12].
Then X and C are encoded as:

Hx = {hx
1 ,h

x
2 , . . . ,h

x
n} ∈ Rn×dh ,

HC = {Hc
1,H

c
2, . . . ,H

c
L} ∈ RL×l×dh ,

where Hc
j = {hc

j,1,h
c
j,2, . . . ,h

c
j,l} ∈ Rl×dh , (1)

where hx
i , hc

j,i ∈ Rdh are the representations of the i-th word,
and dh represents the dimension of a word representation.

B. Sememe Integration

Sememe is a language-independent smallest semantic
unit [22], which has been leveraged as an external knowledge
base in many NLP tasks to enrich the semantics of inputs,
e.g., word sense disambiguation [36], event detection [37] and
relation extraction [41]. In HowNet, a word is defined with one

or more senses, and each sense contains one or more sememes.
Now we consider embedding the sememe information into our
framework. We use two embedding methods, discriminating by
whether to incorporate structured information between sememes
or not.

Unstructured Sememe Integration: Fig. 4 shows an illustration
of sememe knowledge integration without structured informa-
tion. First, we obtain the sememe set S = {s1, s2, . . . , sm} ∈
Rm of the target word from HowNet, where m is the number
of sememes. Then obtain the representation of the sememe
set Hs = {hs

1,h
s
2, . . . ,h

s
m} ∈ Rm×dh is obtained using text

encoder, where hs
i ∈ Rdh represents the i-th sememe represen-

tation. Note that the embeddings for sememe words are shared
between the input sentence and labels.

After obtaining the sememe representations, we use an atten-
tion mechanism to retrieve those sememes that are more related
to the query word. The attention score of the i-th sememe repre-
sentation hs

i and the word representation h ∈ Rdh is calculated
by the euclidean distance:1

ri =
di∑m
i=1 di

, di =

√∑
j=1

(hj − hs
i,j)

2 , (2)

1Only in this subsection, we unify the previous word representations hx
i and

hc
ji

to h for brevity.
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Fig. 4. Illustration of the sememe knowledge integration without structured
information. Step 1: all the sememes (e.g., fruit) of the word (e.g., apple) are
grouped into the sememe set S without considering order or hierarchy. Step 2:
S and the target word are encoded as representations, Hs and h. Step 3: Hs

and h are fused via attention and residual to obtain e.

where hj and hs
i,j are the scalar of the j-th dimension of word

representation and sememe representation respectively. Finally,
the sememe-enhanced word representation e ∈ Rdh is obtained
via e = h+

∑m
i=1 ri · hs

i .
Now we obtain the sememe-enriched text representation

Ex ∈ Rn×dh and the sememe-enriched label set representation
EC ∈ RL×l×dh :

Ex = {ex1 , ex2 , . . . , exn} ,
EC = {Ec

1,E
c
2, . . . ,E

c
L} ,

Ec
j = {ecj,1, ecj,2, . . . , ecj,l} ∈ Rl×dh , (3)

where exi , ecj,i ∈ Rdh are the representations of the i-th word
integrated with sememe konwledge.

Structured Sememe Integration: Fig. 5 shows an illustration
of sememe knowledge integration with structured information.
First, we obtain the sense graph set G of target word from
HowNet:

G = {g1, g2. . . . , gz} ∈ Rz,

gi = [Vi, Ai],

Vi = {vi,1, vi,2, . . . , vi,zv} ∈ Rzv , (4)

where gi represents the i-th sense graph, z represents the number
of sense graphs, Vi represents the node set of the i-th sense
graph, zv represents the number of nodes, and Ai ∈ Rzv×zv

represents the corresponding adjacency matrix. The embeddings
for sememe words are shared between the input sentence and
labels.

After encoding, the sense graph representation set Hg can be
obtained:

Hg = {hg
1,h

g
2, . . . ,h

g
z},

Fig. 5. Illustration of the sememe knowledge integration with structured
information. Step 1: we build a sense graph G for the target word (e.g., apple).
Step 2: sememe words and the target word are encoded as representations Hg

and h, and then Hg is integrated with structured information through GCN to
generate Hs. Step 3: Hs and h are fused via attention and residual.

hg
i = [HV

i , Ai],

HV
i = {hv

i,1,h
v
i,2, . . . ,h

v
i,zv

} ∈ Rzv×dh , (5)

wherehg
i represents the i-th sense graph representation,HV

i de-
notes the representation of its node set and hv

i,j ∈ Rdh indicates
the j-th node representation.

Then we use the graph convolution network (GCN) [52] to
process the sense graph to extract structured features, and finally
output the representations of the sense nodes to construct the
representation of the sense graph set Hs ∈ Rz×dh . Since its
subsequent role is the same as the one used in unstructured
sememe integration, we use the same symbol Hs. Also the
subsequent steps for calculating are the same as the ones for
unstructured sememe integration.

C. Knowledge-Enriched Deep Prompt Building

Next, we create the knowledge-enriched deep prompt rep-
resentations based on Ex and Ec. As shown in Fig. 6, we
first use two randomly-initialize prompt embeddings P x and
P c ∈ Rlp×np×dh to fused with Ex and EC , where lp repre-
sents the length of the prompt and np represents the depth
of the prompt (the number of layers embedded in the PLM).
Technically, we map P x, P c, Ex and EC to the same
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Fig. 6. Procedure of building knowledge-enriched deep prompt representa-
tions. Step 1: prompt embedding P x and P c are generated; Step 2: P x and
P c are fused with the sememe-enhanced context representation Ex and label
representation EC via attention operation; Step 3: the knowledge-enriched
context prompt Qx and label prompt Qc are concatenated into unified deep
prompt representation Q.

feature space:

P̂
x
= W pP x + bp, P̂

c
= W pP c + bp,

Ê
x
= W xEx + bx, Ê

C
= W cEC + bc, (6)

where W p, W x, W c ∈ Rdh×dh and bp, bx, bc ∈ Rdh are
trainable weights and biases.

Then Ê
x

is integrated into P̂
x

through the attention mech-
anism. We calculate the attention score between two represen-
tations in P̂

x
and Ê

x
. For the j-th representation p̂x

i,j ∈ Rdh

of the i-th layer in P̂
x

(1 � i � np, 1 � j � lp), and the k-th
representation êxk ∈ Rdh in Ê

x
(1 � k � n), we compute the

dot product between p̂x
i,j and êxk and obtain their attention score:

Ux
i,j,k =

exp(p̂x
i,j · êxk)∑n

k=1 exp(p̂
x
i,j · êxk)

. (7)

We use the same method to integrate Ê
C

into P̂
c
. But before

that, we first average Ê
C

using average pooling to get a sentence-

level representation of the label: Ê
c
= AvgPooling(Ê

C
) ∈

RL×dh . Then the subsequent operation is the same as the op-
eration in (7), so that the attention score U c

i,j,k can be obtained.
Afterwards, knowledge-enriched context prompt Qx ∈

Rlp×np×dh and label prompt Qc ∈ Rlp×np×dh are obtained:

q̂x
i,j = p̂x

i,j +

n∑
k=1

Ux
i,j,k · êxk ,

qx
i,j = Tanh

(
Ŵ

x
q̂x
i,j + b̂

x
)
,

TABLE II
STATISTICS ON FIVE COMMON BENCHMARK DATASETS

q̂c
i,j = p̂c

i,j +

L∑
k=1

U c
i,j,k · êck ,

qc
i,j = Tanh

(
Ŵ

c
q̂c
i,j + b̂

c
)
, (8)

where Tanh(·) is the hyperbolic tangent function, Ŵ
x

, Ŵ
c ∈

Rdh×dh and b̂
x

, b̂
c ∈ Rdh are trainable weights and biases,

qx
i,j ∈ Rdh and qc

i,j ∈ Rdh are the j-th representations of the
i-th layer in Qx and Qc. Finally, Qx and Qc are concatenated
to obtain the knowledge-enriched deep promptQ = [Qx;Qc] ∈
R2lp×np×dh .

D. Layer-Wise Knowledge Infusion Into PLM

We now insert the deep prompt Q into different layers of
PLM [17]. We useQi ∈ R2lp×dh to represent the i-th layer ofQ.
Specifically, we concatenate Qi with the output Oi−1 ∈ Rn×dh

of the (i-1)-th layer of the PLM as the input of the i-th layer of the
PLM. The input of the first layer of the PLM is the concatenation
of Q1 and Hx:{

O1 = PLM1([Q1;H
x]) , i = 1 ,

Oi = PLMi([Qi;Oi−1]), 1 < i � np .
(9)

E. Output and Learning

Finally, the output Onp
of the last layer of PLM is used

to predict the BIO label sequence via y = Softmax(Onp
). For

each X , the goal of our few-shot training is to minimize the
negative log-likelihood loss between the predicted probability
of the sequence y and the probability of the corresponding gold
sequence yg , formalized as:

L = − 1

n

n∑
i=1

L∑
r∈Co,r=1

yg
i,rlogyi,r , (10)

whereyg
i,r andyi,r represent the true and predicted probabilities

that the i-th word should be assigned the label r. Co ∈ RL

represents the label set and L denotes its size.

IV. EXPERIMENTAL SETUPS

A. Datasets

We evaluate our methods on five public benchmark NER
datasets, namely CoNLL-2003 [53] on news domain, WNUT-
2017 [54] on social domain, MIT-Movie [55] and MIT-
Restaurant [56] on review domain, JNLPBA [57] on biology
domain. Table II shows the statistics of these datasets.
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B. Baselines

StructShot [8] utilizes a nearest neighbor classifier for few-
shot predictions. CONTaiNER [28] leverages contrastive learn-
ing to infer the distributional distance of Gaussian embeddings
of entities. Prototype [7] builds a prototypical network [58]
and utilizes the nearest neighbor criterion to assign the entity
category. LabelBERT [30] uses the semantics of label names as
additional signals. EntLM [27] is a few-shot NER method that
leverages an entity-oriented LM objective. TemplateNER [11]
is a prompt-based approach, which enumerates all possible
n-gram spans as templates and classifies each of them. Light-
NER [18] constructs deep prompts into self-attention layers
via a bootstrap mechanism. SEE-Few [10] uses context clues
and entity type information to recombine candidate spans into
entities and then classify them. FFF-NER [59] introduces three
new token types, “is entity”, “which type” and bracket, and
fine-tunes the pretraining model through masked token predic-
tion or generation. Their method predicts entity span and entity
type separately, unlike sequential labeling models that simul-
taneously predict span and type. Llama-2 [60] is a collection
of pre-trained and fine-tuned large language models, ranging in
size from 7 billion to 70 billion parameters.

Although, there are also some other few-shot NER works, we
do not make comparisons with them for some reasons:

a) Unfair Comparison: We do not compare with the methods
of Chen et al. [21] and Ji et al. [9], because their methods are
pre-trained on a large corpus, while our method does not require
such pre-training.

b) Different Data: Although Huang et al. [61] reported the
model performances without the pre-training stage, they only
have the results of the CoNLL-2003 and MIT-Movie datasets,
where the MIT-Movie dataset (with more sentences and entities)
is different from ours. For the CoNLL-2003 dataset, our method
performs better in all settings.

c) Inaccessible Code: In addition, Ji et al. [9] have not dis-
closed their source code. Thus we are unable to re-implement
their results and make fair comparisons.

C. Implementation Details

We conduct experiments on 5-shot, 10-shot and 20-shot re-
spectively. For the k-shot setting, we sample k instances of
each entity type from the training set. We randomly sample five
different training sets and one development set for each setting,
each training sample tuned at different prompt lengths, then
we report the mean and standard deviation of the five training
samples.

We evaluate our model using precision (P), recall (R) and F1,
where a predicted entity is considered correct when its boundary
and type are exactly the same as these of a golden entity. In
addition, the effects of all baseline models are obtained without
using source domain training data. We also reproduce the results
of datasets not reported in baseline articles.

Except that TemplateNER is based on BART-base [14],
other models are based on BERT-base [12]. During training,
only the knowledge-enriched deep prompt in Fig. 2 is train-
able, and other parts are frozen. The hyperparameter settings

TABLE III
HYPER-PARAMETER SETTINGS

of our model are shown in Table III. Our model is imple-
mented using PyTorch and trained using NVIDIA RTX 3090
GPU.

V. RESULTS AND ANALYSIS

A. Main Comparisons

Table IV shows the overall comparison results. As can be seen
from the table, our method is able to achieve the best and second
best performance compared to all the baseline models. From the
average results, our method is slightly inferior to FFF-NER.
One likely reason is that FFF-NER fine-tunes BERT, while our
method does not. The reason that we maintain such setting is
to follow the soft prompt approach [24]. We aim to quickly
adapt our model to a specific few-shot task without fine-tuning
the large pretrained model, which is a more efficient way for
few-shot learning. We also demonstrate the advantage of our
method by comparing the training and inference efficiency, as
shown in Table VII. Our method is 52 times faster than FFF-NER
in terms of training speed.

In addition, after introducing the structured information of
sememes (TKDP+struct), the performance of our model has
been improved in most cases. Averagely, the P, R and F1 of our
model is improved by 0.50%, 0.86% and 0.18% respectively
under 5-shot, 10-shot and 20-shot settings, which shows the
advantage of using structured information.

In addition, we also test the zero-shot and five-shot perfor-
mance of large language models such as Llama-2-13B in our
task. In the zero-shot setting, Llama achieves 47.46%, 27.94%,
38.17%, 43.29% and 48.68% respectively under CoNLL-
2003, WNUT-2017, MIT-Movie, MIT-Restaurant and JNLPBA
datasets. In the five-shot setting, the performance is 58.54%,
28.31%, 39.12%, 45.50% and 50.11% respectively, which is
improved compared to the results of zero-shot, but compared
with our method, it is lower than our method on four datasets.
From the average results, our method is still 6.37% (50.69% -
44.32%) higher than the result of Llama. This demonstrates that
although large language models contain sufficient knowledge,
they cannot be easily adapted to every field, thus showing the
necessity of few-shot fine-tuning. Besides quantitative analysis,
we also manually observed the errors generated by Llama. Two
kinds of errors are frequently generated: First, the schema of
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TABLE IV
COMPARISON OF OUR METHOD WITH BASELINE MODELS

Llama is inconsistent with the schema of the datasets. For exam-
ple, Llama will classify the entities ”world cup” and ”Uzbek” as
ORG and LOC based on common sense, but their gold labels in
the CoNLL-2003 dataset are both MISC. Second, Llama extracts
some general entities, such as ”player” and ”he”, but they are
not regarded as entities in the CONLL-2003 dataset.

B. Ablation Experiment

We now work on our method itself, investigating the impact
of three kinds of knowledge on model performance. TKDP-SK
means that the sememe integration steps in Section III-B are
skipped and only label knowledge and context knowledge are
integrated into soft prompts. TKDP-CK means that context
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TABLE V
ABLATION STUDIES

knowledge mentioned in Section III-C is removed, which is
implemented by only using P x as Qx mentioned in (8). Simi-
larly, TKDP-LK means that label knowledge is removed by only
utilizing P c as Qc mentioned in (8) while ignoring other parts.

The comparison results are shown in the Table V. From the
averaged results, we see that our model performs the best in
all settings when combining all three types of knowledge. In
particular, with all this knowledge, the average result is 7.75%
(43.43-35.68), 8.03% (51.23-43.20) and 6.60% (56.61-50.01)
higher in 5-shot, 10-shot and 20-shot than the F1-value of deep
prompt (DPT [17]) without any knowledge. Notably, our TKDP
improves the DPT method on F1 by 11.53% (25.94-11.41) on
WNUT-2017 in the 5-shot setting. In addition, under the 10-shot
and 20-shot settings of the CoNLL-2003 dataset, the result of
TKDP increase effect after removing context knowledge. This
may be because we have integrated the entire context into the
prompt without screening useful information, thus introducing
some noise.

C. Comparison of Different Continuous Prompt Methods

First, we briefly introduce three continuous prompting meth-
ods of fusing knowledge.
� Prompt-Tuning is a method similar to Lester et al. [24],

which inserts consecutive prompts in the input embedding
sequence for tuning. In this experiment, we enrich the
continuous prompt with three kinds of knowledge.

� P-Tuning is a method similar to Liu et al. [25], which
still inserts continuous prompts in the input embedding
sequence, but it uses BiLSTM [62] to associate prefixes
and infixes. We first enrich this continuous prompt with
three kinds of knowledge, and then associate the label-
knowledge prompt and the context-knowledge prompt as
prefixes and infixes.

� Prefix-Tuning is a deep prompt tuning method similar to
Li and Liang [26]. It uses the same prefix and infix in
each layer of GPT-2 [63] (transformed using MLP lay-
ers). We enrich the continuous prompt with three kinds of

knowledge, and then insert this continuous prompt into
each layer of the pretrained model.

In Table VI, the results of other continuous prompts compared
with our method are reported, and we draw the following conclu-
sions: 1) Our method performs the best under the three settings
in all datasets, because we incorporate different knowledge in
each layer of PLM. Specifically, in terms of average results,
our method improves the results by 3.12%, 4.04%, and 4.42%
under three settings, compared with the prompt-tuning method
(Prefix-Tuning). 2) Prefix-Tuning is suboptimal in all cases,
because it is also a deep prompt method. However, the knowl-
edge contained in each layer is the same and limited. 3) The
average performance of P-tuning is better than Prompt-tuning,
indicating that the interaction of label knowledge and context
knowledge can certain performance improvement. However,
compared with the performance improvement by deep prompts,
it is not significant.

D. Comparison of Continuous and Discrete Prompting
Methods

We skip the construction of knowledge-enriched deep
prompts in Fig. 2, and directly splice Ex and EC into discrete
deep prompts, which are integrated into different PLM layers
for in-depth interaction. The experimental results are shown in
Fig. 7. Without the prompt embedding layer, the performances
of all three settings of the datasets drop significantly, because
there are almost no trainable parameters in the whole model to
fine-tune. The knowledge learned from the data is thus greatly
reduced, leading to decreases in model performances.

E. Effect of Prompt Depth and Length on Model Performance

This experiment mainly explores the impact of two main
parameters of prompts, namely the length of prompts and the
depth of prompts, on the performance of the model. Different
prompt lengths and prompt depths can bring more significant
impact on the model.
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TABLE VI
COMPARISON OF DIFFERENT CONTINUOUS PROMPTING METHODS

Fig. 7. Comparison of continuous and discrete prompting.

Fig. 8. Effect of prompt depth np on model performance.

1) Effect of Prompt Depth on Model Performance: In Fig. 8,
we explore the effect of different depths (np) of prompt em-
beddings on four datasets and three settings. It is clear from
the trends that the model performance tends to grow as the
embedding depth increases. This is reasonable because more
embedding layers bring more knowledge carrying capacity.
Therefore, we generally set np=12 in our experiments.

2) Effect of Prompt Length on Model Performance: In each
setting of other experiments, we tune parameters for five train-
ing samples separately, which makes different optimal prompt
lengths for different samples. However, in this experiment, the
prompt length will be fixed when tuning parameters for the five
training samples separately. We still conduct experiments under

Fig. 9. Effect of prompt length lp on model performance.

three settings on four datasets, and the experimental results are
shown in Fig. 9.

It can be seen from the figure that different datasets have dif-
ferent sensitivities to the prompt length under different settings:
(1) For the CoNLL-2003 and MIT-Movie datasets, the model
performance does not change significantly with the change of
the prompt length. However, there is a slight upward trend on
20-shot and 10-shot, which may be more longer prompts can in-
corporate more knowledge. (2) For WNUT-2017 and JNLPBA,
the performance of the model is greatly affected by the prompt
length.

F. Case Study

To help directly understand how our method manages injected
knowledge and captures useful features from knowledge aug-
mentation prompts, we perform a case study through visual-
ization. Fig. 10 shows the attention scores between the input
and the prompts in the last layer of PLM. First, we can see
that our knowledge-enriched prompts learn to attend to different
input words, suggesting that the model can indeed capture useful
information. Conversely, the prompts without knowledge do not
provide any help for semantic reasoning. Second, we notice that
the input sentence pays more attention to the second half of
the prompt (context knowledge) rather than the first half (label
knowledge). This also makes sense, since contextual features
are more useful than label features in this case. Third, with the
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Fig. 10. Visualization of attention weights between the input and knowledge
embeddings when using and abandoning knowledge.

TABLE VII
COMPARISONS OF TRAINING AND INFERENCE EFFICIENCIES OF OUR MODAL

AND BASELINES

help of knowledge-enriched prompts, entity mentions such as
“Jim Courier”, “U.S” and “Japan” are highly weighted and thus
help to give correct predictions.

G. Efficiency Analysis

We tested the training and inference efficiency of our model
and baselines on the CoNLL-2003 dataset, and the results are
shown in Table VII. During the training stage, our method is the
fastest compared to other methods, which is reasonable because
the purpose of the soft prompt method is to improve the training
efficiency and meanwhile maintain the similar performance with
fully fine-tuning methods. By contrast, FFF-NER is the slowest
during training because it needs to train on a large number of
data samples.

In terms of inference, the speed of our method is not optimal,
which is slower than that of Prototype or EntLM. This is mainly
because our method requires the calculation of additional soft
prompts, while Prototype and EntLM do not. TemplateNER and

FFF-NER are the slowest because they need to enumerate all
substancial spans.

VI. CONCLUSION

We propose a threefold knowledge-enriched deep prompt tun-
ing to achieve effective and fast few-shot NER. We incorporate
sememe knowledge, label knowledge and context knowledge
into the deep prompts. We conduct extensive experiments on
five datasets. The results show that our method outperforms
strong-performing baseline models on there few-shot settings.
Ablation experiments show that it is effective to integrate three
types of knowledge into deep prompts, and the performance can
be boosted significantly compared with the deep prompt method
without knowledge. In addition, we found that our method
shows superior than existing prompt-based methods in terms of
performance and efficiency. We hope this work can contribute a
valuable reference for few-shot NER and other tasks.
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