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Abstract
We present COALA, a vision-centric Federated
Learning (FL) platform, and a suite of bench-
marks for practical FL scenarios, which we cat-
egorize into three levels: task, data, and model.
At the task level, COALA extends support from
simple classification to 15 computer vision tasks,
including object detection, segmentation, pose es-
timation, and more. It also facilitates federated
multiple-task learning, allowing clients to tackle
multiple tasks simultaneously. At the data level,
COALA goes beyond supervised FL to bench-
mark both semi-supervised FL and unsupervised
FL. It also benchmarks feature distribution shifts
other than commonly considered label distribu-
tion shifts. In addition to dealing with static data,
it supports federated continual learning for con-
tinuously changing data in real-world scenarios.
At the model level, COALA benchmarks FL with
split models and different models in different
clients. COALA platform offers three degrees of
customization for these practical FL scenarios, in-
cluding configuration customization, components
customization, and workflow customization. We
conduct systematic benchmarking experiments
for the practical FL scenarios and highlight po-
tential opportunities for further advancements in
FL.

1. Introduction
Federated learning (FL) is a distributed machine learning
technique where a central server coordinates model training
on decentralized clients (e.g., edge devices and institutions),
which preserves data privacy by avoiding centralizing raw
data from these clients (McMahan et al., 2017; Kairouz et al.,
2019). It has received tremendous attention over the past
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few years in many application domains such as computer
vision (CV) (He et al., 2021), natural language processing
(NLP) (Wang et al., 2021; Cai et al., 2023), recommendation
systems (Luo et al., 2022; Zhang et al., 2023a) and informa-
tion retrieval (Yang et al., 2023). In particular, FL shows a
great potential in computer vision applications as they are
often associated with critical privacy issues due to sensitive
information in images (e.g., facial recognition (Niu & Deng,
2022) and medical imaging (Nguyen et al., 2022)). There-
fore, it is of significant interest and importance to exploit
the potential of FL across broader CV tasks.

To facilitate the fast development of FL, many FL bench-
marks and libraries have been developed, the majority of
which focus on addressing the data heterogeneity and scala-
bility challenges. Particularly, several benchmarks (Caldas
et al., 2018; Hu et al., 2020; Lai et al., 2022; He et al., 2020)
provide datasets to simulate data heterogeneity in FL, where
the data distributions among clients are different. Besides,
considerable efforts of FL frameworks or libraries (Lai et al.,
2022; Garcia et al., 2022; Huba et al., 2022; Beutel et al.,
2020; Bonawitz et al., 2019; Zhang et al., 2022) aim to
support the simulation or real-world deployment of FL at
scale. However, these benchmarks and libraries cannot well
support the latest development of FL in CV applications in
the following three aspects:

Task level. Most research works are limited to the simple
image classification task (McMahan et al., 2017). Other
more challenging but practical CV tasks such as object
detection had been mostly overlooked. Although several
benchmarks support several other CV tasks, they are either
task-specific (Zhuang et al., 2020) or consider only one task
in FL at a time (He et al., 2021; Hu et al., 2020). Recent
work (Zhuang et al., 2023c) has demonstrated the potential
of training multiple CV tasks together with a significantly
improved trade-off between performance and efficiency.

Data level. The majority of works focus only on supervised
learning, where all the training samples in clients contain
labels. Recently, semi-supervised or unsupervised FL has
emerged as an important topic as it is hard to obtain data
labels on clients (Diao et al., 2022; Zhuang et al., 2022c). In
addition, the existing libraries mostly consider skewed label
distribution in data heterogeneity, while the feature shifts
where the data in each client is from different domains are
often overlooked. Moreover, static data distribution among
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Figure 1. Illustration of three levels of practical FL scenarios supported by COALA. At the task level, we support diverse CV tasks and
training of multiple tasks in FL. At the data level, we offer out-of-the-box benchmarks for different types of data heterogeneity, various
degrees of data annotation availability, and dynamic changes in data. At the model level, we extend beyond single and full model FL
training to split model training and multiple model training with different architectures or parameters on clients.

clients is usually assumed, which however may not hold in
realistic scenarios, e.g., the distribution of images captured
from street cameras in smart cities could evolve over time.

Model level. Most works predominantly consider only a
single model with complete model architecture trained in
clients. However, many works have demonstrated the feasi-
bility of spitting a model and offloading a part of the model
to the server to reduce computation on clients (Thapa et al.,
2022; Li et al., 2023). Besides, recent studies consider more
practical scenarios of training distinct models in different
FL clients (Diao et al., 2021; Qin et al., 2023). Moreover,
adopting foundation models in FL, especially by parameter-
efficient fine tuning (PEFT), also draws increased attention
(Zhuang et al., 2023a; Zhang et al., 2023d; Woisetschläger
et al., 2024). Supporting and benchmarking these scenar-
ios are vital for the further development of CV and FL in
heterogeneous systems.

Contribution. In this work, we propose a new vision-
centric FL platform, named COALA, together with a suite of
FL benchmarks to bridge gaps in these three levels. COALA
offers extensive benchmarks for diverse vision tasks and var-
ious new learning paradigms in FL, which, to the best of our
knowledge, covers the most comprehensive and up-to-date
research topics in current FL studies. At the task level, we
extend to a broader spectrum of 15 CV tasks, including clas-
sification, object detection, segmentation, pose estimation,
face recognition, and more (refer to Table 9). Addition-
ally, we facilitate federated multiple-task learning, enabling
clients to simultaneously train on more than one task. At
the data level, COALA expands upon supervised FL and la-
bel distribution shift in data heterogeneity: it can support
semi-supervised FL, unsupervised FL, and multi-domain
FL with feature distribution shifts among local training data.
Furthermore, COALA caters to federated continual learn-
ing, accounting for continuously changing data in clients
in practical scenarios. At the model level, COALA supports

traditional training of a single full model, computationally
efficient split learning, and federated multiple-model train-
ing where clients can train multiple models with varying
parameters and architectures.

COALA seamlessly supports new FL scenarios with three
degrees of customization: configuration customization, com-
ponents customization, and workflow customization (Sec-
tion 4). It provides automated benchmarks and evaluations
for a suite of practical FL scenarios in the task, data, and
model levels (Section 3). Our systematic experiments show-
case the capability of COALA to deliver comprehensive
benchmarking across various FL scenarios. These results
demonstrate the promising potential of COALA while also
showing the opportunities for further enhancements in the
emerging domains of CV and FL.

2. Related Work
Prior FL platforms. In the past few years, there have been
a bunch of open-source platforms and tools being developed
to facilitate algorithm evaluations and practical applications.
For example, the FATE (WeBank, 2019), FederatedScope
(Xie et al., 2023), FedML (He et al., 2020), OpenFed (Chen
et al., 2023b), just name a few, are among the most famous
frameworks released by industrial companies, while LEAF
(Caldas et al., 2018), Flower (Beutel et al., 2020), FedScale
(Lai et al., 2022), EasyFL (Zhuang et al., 2022a), FLUTE
(Garcia et al., 2022), FedLab (Zeng et al., 2023) are mainly
contributed by academia. Other frequently mentioned plat-
forms in the literature include TensorFlow Federated (Ten-
sorflow.org, 2019), PaddleFL (PaddlePaddle, 2020), PySyft
(Ryffel et al., 2018) and FedVision (Liu et al., 2020). We
also notice that some recent works, such as Felicitas (Zhang
et al., 2022), PAPAYA (Huba et al., 2022), Flint (Wang et al.,
2023a) and FS-Real (Chen et al., 2023a), pay more attention
to the real-world constraints for more realistic device-cloud
collaborative FL. It is worth noting that some frameworks
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mainly focus on supporting flexible simulations for research
purposes only, including FLUTE (Garcia et al., 2022) that
aims at rapid prototyping of new algorithms at scale and
FLGo (Wang et al., 2023b) that customizes FL tasks with
shareable components and plugins. While each platform
has its own specialties and advantages, there is still no plat-
form that specializes and enables comprehensive vision
tasks under practical FL settings (continual learning; multi-
domain data, etc). By contrast, our proposed COALA is the
first vision-centric FL platform that can be used for both
distributed training simulation and realistic cross-device
applications with high flexibility in customization.

Existing FL benchmarks. LEAF (Caldas et al., 2018) is
the first FL benchmark that provides some datasets with sta-
tistical heterogeneity. However, the supported vision tasks
and datasets are very limited, and only supervised learning
is considered. FedReID (Zhuang et al., 2020) improved
the federated person re-identification via benchmark analy-
sis. An experimental study of representative FL algorithms
for image classification on non-IID data silos was provided
in (Li et al., 2022). OARF (Hu et al., 2022b) provided a
benchmark suite that is diverse in data size, label distri-
bution, feature distribution, and learning task complexity.
FedScale (Lai et al., 2022) provided the natural partitions of
real-world datasets with real client-data mapping to better
simulate large-scale FL settings. The most related work is
FedCV (He et al., 2021), which is the first work that eval-
uates representative vision tasks in FL settings, including
classification, object detection, and segmentation. However,
with the growing of FL in real-world applications, those
benchmarks are not comprehensive enough to assess the
effectiveness of FL algorithms on diverse vision tasks under
various real scenarios. We also notice some benchmarks
specialized on other tasks and applications, including audio
(Zhang et al., 2023c), NLP (Lin et al., 2022), multi-modal
learning (Feng et al., 2023), IoT (Alam et al., 2023), and
model personalization (Chen et al., 2022), etc.

3. COALA Benchmark: Practical FL Scenarios
In this section, we first introduce the basic FL protocol,
followed by the practical FL scenarios supported by our
COALA benchmark from task level, data level, and model
level, as summarized in Figure 1.

3.1. Basic FL Protocol

We consider a typical FL setup with m clients that collabo-
ratively train a global model with parameters w under the
coordination of a server, which could be formalized by:

min
w

L(w) =

m∑
i=1

|Di|
|D|

E(xi,yi)∼Di
[l(f(xi;w), yi)]︸ ︷︷ ︸

:=Li(w)

, (1)

where Di is the local training data in the client following
an underlying distribution Pi(X,Y ) on Xi × Yi, where Xi

is the input space and Yi is the label space. D denotes
the collection of all training data among clients. f(xi;w)
and l(f(xi;w), yi) denote the model output and loss func-
tion, respectively, given parameters w and a data point
(xi, yi). The objective function l(·, ·) varies based on spe-
cific tasks, such as cross-entropy loss for classification and
Mean Square Error (MSE) for regression. The global objec-
tive L(w) can be regarded as a weighted average of local
objectives. FedAvg (McMahan et al., 2017) is the de facto
algorithm in FL, with advanced methods following this basic
protocol while introducing new strategies in client training
or server aggregation (Reddi et al., 2020a).

3.2. Task Level: Diverse CV Tasks and Multiple Tasks

COALA provides out-of-the-box support for 15 vision tasks,
including classification, detection, segmentation, pose es-
timation, face recognition, person re-identification (ReID),
3D point cloud, and more. A comprehensive overview of
the tasks, datasets, and models is presented in Table 9 in
the Appendix. To the best of our knowledge, COALA is
the most comprehensive FL platform for vision tasks and
it is also highly customizable and easy to extend to new
tasks. Beyond single-task training, COALA also facilitates
the concurrent training of multiple tasks.

Federated Image Classification. Classification is the most
common task in FL (McMahan et al., 2017; Li et al., 2020a),
where the label space could be expressed by Y = {1, .., C}
and C is the total number of categories. COALA offers
seven datasets with varying scales and difficulty levels for
classification. It enables the simulation of diverse non-IID
data types, varying degrees of data annotation availability,
and dynamic changes in data, detailed in Section 3.3.

Federated Object Detection. Object detection is a pivotal
vision task in practical applications such as autonomous
driving systems. However, federated object detection has
received much less attention than classification (Liu et al.,
2020; Kim et al., 2023). It follows the basic FL protocol, but
with more complex data annotations as each image often
contains multiple objects, each annotated with category
labels and bounding box positions. As a result, it is much
more challenging to simulate label distribution shifts for
the detection task. COALA introduces two different non-IID
simulations (detailed in Appendix C) on BDD100K dataset
(Yu et al., 2020), which is a representative driving dataset
for object detection. In addition, our platform supports both
single-stage detectors like YOLO (Redmon et al., 2016) and
two-stage detectors like Faster RCNN (Ren et al., 2015).

Federated Semantic Segmentation. Segmentation is an-
other important vision task widely used in autonomous driv-
ing and medical image analysis. Training samples in seg-
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mentation are annotated in a pixel-wise manner, making
it more challenging to obtain sufficient labeled data in a
single client. This difficulty raises the need for collabora-
tive learning using FL. Meanwhile, the non-IID data also
brings new challenges as different clients may have different
objects and there may exist foreground-background incon-
sistency (Miao et al., 2023). For this task, we integrate
the Pascal VOC (Everingham et al., 2010) with label shift
for simulation and DeepLab models (Chen et al., 2018) for
benchmarking.

Federated Pose Estimation. Pose estimation aims to detect
the position and orientation of a person or an object (Toshev
& Szegedy, 2014). To the best of our knowledge, no prior
studies in FL investigate this task and provide empirical
results. To bridge this gap, we integrate the popular dataset
MPII Human Pose (Andriluka et al., 2014) with IID data
partition to provide an initial exploration in FL.

Federated Face Recognition and Person ReID. The
widespread use of face recognition (e.g., airport check-in
and mobile Face ID) has sparked concerns about individual
privacy. FL can provide privacy-aware training for face
recognition models without access to private face images
from clients (Meng et al., 2022; Niu & Deng, 2022; Liu
et al., 2022; Zhuang et al., 2022b). Person re-identification
(ReID) (Zhuang et al., 2020; 2021b; 2023b) aims at match-
ing a person’s identity across different cameras or locations.
COALA integrates four datasets for face recognition and
eight datasets for person ReID from independent sources to
mimic the decentralized data with feature shift.

Federated Multiple-Task Learning. In addition to train-
ing a single vision task, federated multiple-task learning
emerges as a new FL scenario where each client trains mul-
tiple tasks efficiently and simultaneously under resource
constraints (Bhuyan et al., 2022). These tasks can be trained
separately with multiple models or jointly by adopting multi-
task learning (MTL) with a shared backbone encoder and
multiple task-specific decoders (Zhuang et al., 2023c). We
integrate the widely used Taskonomy dataset (Zamir et al.,
2018) with each client containing data from one building to
simulate the statistical heterogeneity and quantity imbalance
to evaluate the potential of federated multiple-task learning.

3.3. Data Level: Realistic Data Patterns

COALA provides flexible support for different data patterns
arising in FL, including the distribution shift (label shift,
feature shift, test-time shift), quantity imbalance, contin-
ual learning, and different availability of data annotations
(supervised, semi-supervised, unsupervised). We provide
benchmarks and simulations for these realistic data patterns
to evaluate FL algorithms.

Training Data from Multiple Domains. To tackle the
data heterogeneity issue in FL, most studies use the single

domain datasets with label shift (e.g., shared input space
Xi = X ,∀i ∈ [m]) for evaluating the performance of either
global model or local personalized models. However, in real-
world applications, due to the diverse environments and in-
dependent data collection, data samples could originate from
different domains, resulting in feature shifts (different fea-
ture distributions) among clients (i.e., Xi ̸= Xj , i, j ∈ [m]).
The most recent works study FL with feature distribution
shifts (Zhuang & Lyu, 2023; 2024), using datasets such
as Digits-Five, Office-Caltech, and DomainNet (Li et al.,
2020b). COALA provides benchmarks using these datasets
for the classification task. It also supports other tasks like
person ReID with feature shifts. The BDD100K data col-
lected from different weather, scene, and time-of-day at-
tributes can also be considered as feature shifts.

Federated Semi-supervised Learning. As annotating all
training data is time-consuming and expensive, it is usually
impractical to assume that all the clients could have fully
labeled training sets. Most clients are likely to have only a
small portion of data labeled, with the remaining data being
unlabeled; in some cases, all clients might be unlabeled
while the central server has labeled data (Zhang et al., 2021;
Liang et al., 2022; Diao et al., 2022). These scenarios are
referred to as label-in-client and label-in-server situations in
the literature (Jeong et al., 2021). COALA provides bench-
marks for both scenarios. The goal of semi-supervised FL is
to leverage the unlabeled data to train a better model without
violating the privacy of local data.

Federated Unsupervised Learning. In an extreme case
where all the clients only have unlabeled data, unsupervised
learning can be adopted into the FL. COALA supports both
federated self-supervised learning to learn generic visual rep-
resentations (Zhuang et al., 2022c) and federated unsuper-
vised learning for specific tasks like person ReID. Besides,
we provide a benchmark using one popular self-supervised
learning method called BYOL (Grill et al., 2020).

Federated Continual Learning. Conventional FL assumes
data in clients remains static, yet in reality, data can be dy-
namically changing over time. Federated continual learning
emerges as a solution to continuously update the model with
the new data while preventing forgetting the old knowledge
(Zhang et al., 2023b). COALA provides a benchmark for
federated class-continual learning, enabling clients to con-
tinuously collect and learn new data classes. This introduces
variability in the label space Yt across different time slots t,
with a typical setting where Yt ∩ Yt′ = ∅ for t ̸= t′.

Test-time Distribution Shift. Addressing test-time distri-
bution shifts is an emerging challenge in FL, where the data
distribution could differ in training and testing. Such shifts
could be label shifts, feature shifts, or covariate shifts (Tan
et al., 2023). COALA provides benchmarks for test-time
distribution shift in FL. The challenge is how to utilize the
diverse data in FL to learn either a shift-resilient model (Tan
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Figure 2. Illustration of COALA platform that enables automated
benchmarking for practical FL scenarios.

et al., 2023) or better adaptation strategies (Bao et al., 2023).

3.4. Model Level: Model Configuration

Rather than training a single full model as in typical FL,
COALA provides comprehensive support for different model
configurations. This includes splitting the full model or
training different models for different clients.

Single Model. The majority of FL studies consider training
a single model, where the model architecture is the same
among clients and the participating clients start training
from the same model parameters. We term it as training
the full model. In contrast, some FL works only transmit
and communicate a partial model among clients and the
server. For example, several studies only communicate
the backbone while keeping the classifier locally in clients
(Zhuang et al., 2020; Dong et al., 2022). COALA provides
benchmarks for both the full model and partial model. To
further support the latest development of foundation models,
we further support federated parameter-efficient fine-tuning
(PEFT) (Hu et al., 2022a) of foundation models.

Multiple Models. In addition to a single model, COALA
also supports benchmarking for the configuration of multi-
ple models. We define multiple models as either the model
architectures in clients are different or the model parame-
ters with which the clients start training are different. These
settings reflect the practical FL scenarios: different model ar-
chitectures could address system heterogeneity in FL where
clients could have varied resources (Diao et al., 2021); dif-
ferent model parameters in clustered FL and personalized
FL for varied data distribution in clients (Li & Wang, 2019).

4. COALA Platform: System Design
Existing FL platforms cannot adequately support diverse
and practical FL scenarios as discussed in Section 3. To
bridge this gap, we present COALA, a new FL platform
designed for the latest advancements in the field. COALA
automates FL training and evaluation and is scalable and

highly customizable. Figure 2 depicts the overall architec-
ture of COALA. We discuss the system workflow and three
degrees of customizations it supports in this section and
provide details of the system components in Appendix F.

4.1. System Workflow

COALA platform streamlines and automates the FL work-
flow, providing a seamless process from training task initia-
tion to output delivery.

Task Submission and Initialization: Users commence the
FL process by submitting configurations and customized
components to COALA platform. Then, the task scheduler
works with the resource manager to allocate resources for
the server to start a new FL training task.

FL Training and Testing Execution: At the start of training
each task, the data manager and model manager load the
dataset and model for training, respectively. The server
then selects FL clients based on the resource availability
of the clients. Then, the system executes the standard FL
life cycle: 1) the server distributes the task (configurations
and models) to the clients via communicator; 2) the client
executes the training/testing and then uploads the results and
trained model parameters to the server; 3) the aggregator in
the server aggregates these models and obtains a new model
for the next round of training.

Output Delivery: The server tracker collects and consol-
idates the evaluation metrics from the server and clients.
The evaluation metrics contain both system metrics (e.g.,
computation time, communication time, memory consump-
tion, etc.) and algorithmic metrics (e.g., accuracy and loss).
These evaluation metrics together with the trained model
are delivered to the users at the end of training.

4.2. Three Degrees of Customization

The COALA platform is highly customizable to support a
wide range of practical FL scenarios. Users can customize
their FL applications and algorithms in three different de-
grees: configuration degree, component degree, and work-
flow degree. We summarize the procedure of our customiza-
tion in Appendix D.

Configuration Customization: The first and easiest cus-
tomization is through configurations. COALA platform loads
a configuration file to set up the initial FL settings. Users can
easily modify configurations to use out-of-the-box datasets,
models, algorithms, and FL settings (e.g., number of partici-
pating clients and number of local epochs). At the data level,
users can customize the dataset for training and the way to
partition the dataset (e.g., label shifts and domain shifts).
At the model level, COALA allows them to customize the
model for training with the full model. An example of the
configuration is provided in Appendix D.
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Component Customization: COALA extends to component
customization, supporting users to customize system com-
ponents and load them to the platform as plugins. This
includes customization of data, model, server and client exe-
cutions, which are not provided by the platform. Leveraging
our modular design, users can inherit existing implemen-
tations and easily register customized components into the
platform via APIs. List in Appendix D offers an illustrative
example of customizing client implementation, including
training execution, testing execution, and content uploads.
This component-level customization facilitates many FL
scenarios in Section 3, such as training diverse models at
the model level; Users can personalize server distribution
and customize aggregation methods like adopting knowl-
edge distillation (Lin et al., 2020) or clustering (Ghosh et al.,
2020). COALA then executes the standard FL workflow with
these plugins.

Workflow Customization: In addition, COALA allows users
to customize FL workflow (i.e., execution logic in both the
FL server and the FL client), other than standard FL work-
flow. COALA platform wraps the server execution logic in-
side a function in the server. Users can customize the server
workflow by inheriting and extending to a new server execu-
tion. At the same time, they can still customize components
or reuse the out-of-the-box components in the platform. For
instance, in the semi-supervised FL scenario, users can de-
sign a customized FL workflow where the server initially
trains with publicly available data, distributes to clients for
unsupervised training, fine-tunes the aggregated model with
additional public data post-aggregation, and subsequently
distributes the refined model to clients for the next round
of training. Such customization empowers users to tailor
FL workflows to their unique requirements, opening more
possibilities for new application and algorithm development.

5. Benchmark Experiments
In this section, we present representative benchmark results
to show how COALA facilitates effective implementation
and benchmarking of practical FL scenarios. We conduct
the benchmark mostly using FedAvg and more details of
experimental settings are provided in Appendix B.

5.1. Task Level Benchmark

Image Classification: We benchmark classification with
the standard CIFAR-10/100 datasets and partition it into
100 clients with label distribution shifts using the Dirich-
let distribution with the concentration parameter α = 0.5
(Dir(0.5)). Table 1 shows that label distribution shift affects
the model performance, which aligns with other FL studies.

Object Detection: We provide the benchmark for feder-
ated object detection using the BDD100K dataset for the
autonomous driving application. We simulate data hetero-

Table 1. Benchmark of federated image classification task.
Datasets # Client Heterogeneity Acc. (%)
CIFAR10 100 IID 90.90
CIFAR10 100 Dir(0.5) 84.08
CIFAR100 100 IID 63.52
CIFAR100 100 Dir(0.5) 56.80

Digits-5 5 Feature shift 94.14
Office-Caltech 4 Feature shift 84.09
DomainNet 6 Feature shift 66.47

Table 2. Benchmark of federated object detection on BDD100K.
# client Attributes Precision Recall mAP@0.5
10 IID 61.06 32.68 34.45
10 Dir(0.5) 59.41 32.71 33.43
10 H-Dir(0.5) 58.91 29.89 31.36

100 IID 58.84 29.24 30.71
100 Dir(0.5) 58.64 30.61 32.07
100 H-Dir(0.5) 58.75 29.82 31.42

geneity in two ways: 1) a Dirichlet distribution-based parti-
tion strategy on weather attributes (Dir); 2) a hierarchical
strategy by repeating Dirichlet distribution-based partition
on all three attributes (weather, scene, time-of-day) (H-Dir).
Both result in feature shifts and data quantity imbalance
among clients, as visualized in Appendix C. The model we
use is the YOLO-V51 model. Table 2 illustrates the effec-
tive training of object detection models in FL. The H-Dir
strategy causes greater divergence in data distribution than
the Dir strategy, thus resulting in lower performance. It is
also interesting to see that the feature shift along with data
quantity imbalance may not cause a significant performance
drop, and could even achieve slightly better performance.
This could be because the randomly selected clients contain
more data in Dir simulation than the IID setting, as data
quantity is highly skewed (we randomly select 4 out of 10
clients and 12 out of 100 clients each for these experiments).
Deeper investigations could present potential opportunities
for future research.

Semantic Segmentation: We train the semantic segmen-
tation model DeepLabV3 on the PASCAL VOC with pre-
trained MobileNet-V2 and ResNet-50 as backbones, respec-
tively. We simulate 10 FL clients and randomly select 4 in
each training round. We use the first category of semantic
objects in each image as the label for the label distribution
shifts simulation. Figure 4 indicates that the label shift
problem severely degrades the performance using both the
MobileNet-V2 and ResNet-50. These benchmark results
suggest that non-IID is also a significant issue in segmen-
tation, which could be opportunities for robust algorithms
and solutions to address this challenge.

Pose Estimation: COALA provides benchmark results for
pose estimation with the MPII dataset on three different

1https://github.com/ultralytics/yolov5
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Figure 3. Domain-wise test accuracy of the global model. The same model does not perform equivalently well on different domains.
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Figure 4. Benchmark of federated semantic segmentation on VOC.

Table 3. Benchmark of federated pose estimation on MPII dataset.
Backbone ResNet-34 ResNet-50 ResNet-101

Head 96.08 96.39 96.17
Shoulder 94.56 94.48 94.65
Elbow 86.84 87.66 87.63
Wrist 80.83 82.15 82.75
Hip 87.46 86.95 87.66
Knee 81.58 82.03 82.39
Ankle 77.49 77.07 77.33

Mean 87.04 87.30 87.57

sizes of ResNet backbones. Since the human has multiple
joints to be estimated, we focus on the Mean performance
for the Percentage of Correct Keypoints (PCK@0.5). Ta-
ble 3 demonstrates that the pose estimation model achieves
competitive performance in FL. However, it is interesting
to find that a larger backbone does not have a significant
impact on performance.

Federated Multiple-Task Learning: We evaluate feder-
ated multiple-task learning via two sets of experiments with
5 and 9 different vision tasks, respectively. Two simple so-
lutions to deal with multiple tasks are the all-in-one method
that uses a shared encoder for all tasks and the one-by-one
method that trains tasks sequentially. We benchmark them
with FedMTL method (Zhuang et al., 2023c), which trains
with all tasks combined first and then divides the tasks into
groups for further training according to the task affinity.
Figure 5 shows that FedMTL not only can leverage the
task-agnostic knowledge but also encourage collaboration
between tasks with higher affinity to improve overall per-
formance. We believe this sets a good foundation for future
works to further improve upon in this nascent field.
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Figure 5. Federated multiple task learning with 5 tasks and 9 tasks.
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Figure 6. Benchmark results of semi-supervised FL.

5.2. Data Level Benchmark

Feature Shift: We provide benchmark results for feature
shift with multi-domain datasets, including Digits-5, Office-
Caltech, and DomainNet. Each client exclusively contains
samples from a specific domain. We follow the prior works
(Li et al., 2020b) and simulate the number of clients to be
equal to the number of domains of each dataset. Table 1
shows that the FedAvg algorithm can already achieve a cer-
tain level of performance even in the presence of feature
shifts, but there exist some performance gaps for different
domains, as shown in Figure 3. The possible factors for this
phenomenon could include the varied sample sizes, the un-
derlying difficulty in discriminating objects in each domain,
and the fairness of the learning algorithm. This prompts fur-
ther research into developing fairer global models or more
suitable personalized models.

Semi-supervised Learning: We benchmark both the
label-in-server and the label-in-client scenarios for feder-
ated semi-supervised learning. The baseline methods are
SemiFL (Diao et al., 2022) and FedAvg with FixMatch. We
use the CIFAR-10 dataset for evaluation and the amount of
labeled samples for each class is set as 400 for the label-
in-server scenarios. For the label-in-client scenarios, we
choose 10 labeled samples per class for each client. The
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Table 4. Benchmark results of federated self-supervised learning
based on BYOL method.

Dataset Method # client IID Dir(0.5)

CIFAR10 FedBOYL 4 83.84 82.63
FedBOYL 20 75.31 64.39

CIFAR100 FedBOYL 4 48.65 47.19
FedBOYL 20 39.48 38.69
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Figure 7. Results of class-incremental federated learning.

remaining unlabeled samples among clients are partitioned
either by random or Dirichlet-based allocation. Figure 6
shows that the label-in-server setting achieves better perfor-
mance than the label-in-client setting as the global model
fine-tuned by the server-side data is more unbiased and the
pseudo-labels could be more reliable.

Self-supervised Learning: We use the CIFAR-10/100
datasets to benchmark federated self-supervised learning
with BOYL algorithm (FedBOYL) (Zhuang et al., 2021a).
For the performance evaluation, we adopt the kNN evalu-
ation on the outputs generated by the backbones. Table 4
demonstrates that self-supervised representation learning is
promising even in the FL settings.

Continual learning: We benchmark federated continual
learning with different numbers of incremental tasks on
CIFAR-10/100 datasets, where each task contains a distinct
set of classes. Both IID and non-IID label distribution are
considered. We benchmark both FedAvg and TARGET
(Zhang et al., 2023b), which leverages both real data of the
current task and synthetic data generated by investigating
historical global model. The performance metric is the
average accuracy of all tasks. Figure 7 shows that synthetic
data is effective in mitigating catastrophic forgetting issues.

Test-time Adaptation: We consider the covariate shift dur-
ing the test stage. Following (Tan et al., 2023), we sim-
ulate the covariate shift by adding corruptions to the raw
test images. We compare the vanilla FedAvg without any
adaptation and FedICON (Tan et al., 2023) that applies the
contrastive loss during feature representation learning and
also conducts unsupervised model adaptation during the test
stage. It can be seen from Table 5 that in the multi-domain
settings, applying contrastive loss for feature learning and
local personalized classifier head for decision making can
lead to performance improvement even without any data
shift. FedICON can generally perform better than vanilla

Table 5. Benchmark results (%) of test-time adaptation after FL.
Dataset Shift Type FedAvg FedICON
CIFAR10 (IID) Original 92.45 93.01
CIFAR10 (IID) Covariate 59.41 64.07
CIFAR10 (Dir) Original 89.22 92.38
CIFAR10 (Dir) Covariate 53.43 76.62

Digits-Five Original 94.16 95.21
Digits-Five Covariate 89.63 95.27

Office-Caltech Original 84.09 90.48
Office-Caltech Covariate 65.02 76.27

Table 6. Benchmark results (%) of federated split learning.
Dataset Method # client IID Dir(0.5)

CIFAR10
MocoSFL 100 79.23 79.45
MocoSFL 1000 69.75 69.40

CIFAR100 MocoSFL 100 43.29 43.30
MocoSFL 1000 35.34 37.39

Table 7. Test accuracy (%) of clustered and personalized FL.
Datasets FedAvg FedAvg-FT IFCA FedRep
CIFAR10 90.17 91.16 90.51 85.20
Digits-5 94.74 94.97 95.60 94.14

Table 8. Accuracy (%) and percentage of trainable parameters (%
Params.) of fine-tuning ViT-B in FL.

Dataset Fed-Linear Fed-LoRA
Acc. % Params. Acc. % Params.

CIFAR10 (IID) 95.36 0.0090 97.89 0.0519
CIFAR10 (Dir) 95.26 0.0090 97.89 0.0519
CIFAR100 (IID) 81.30 0.0895 90.57 0.1324
CIFAR100 (Dir) 80.50 0.0895 89.61 0.1324

DomainNet 88.45 0.0090 89.17 0.0519

FedAvg in the presence of data distribution shifts.

5.3. Model Level Benchmark

Federated Split Learning: To evaluate federated split learn-
ing, we employ the self-supervised MocoSFL (Li et al.,
2023) on CIFAR-10/100 datasets. We provide benchmark
results with two relatively large-scale setups, 100 and 1000
clients. Table 6 shows that split training is capable of achiev-
ing high performance regardless of the data heterogeneity.

Multiple Models with Clustered/Personalized FL: We
benchmark multiple models using the popular IFCA (Ghosh
et al., 2020) and FedRep (Collins et al., 2021), as well as
FedAvg. We simulate 30 clients on two datasets: Digits-5
dataset (with feature shifts) and CIFAR-10 dataset (with
label shifts). The number of clusters is set to 5 by default.
Table 7 demonstrates that multiple models can improve local
performance than a single global model in the presence of
data heterogeneity. In particular, IFCA may be more suitable
for feature shift while local fine-tuning of the global model,
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e.g., FedAvg-FT, is promising in both settings.

Federated Parameter-Efficient Fine-Tuning: Our plat-
form supports federated fine-tuning of foundation mod-
els. We compare a parameter-efficient fine-tuning (PEFT)
method called LoRA (Hu et al., 2022a) (Fed-LoRA) with
simply training a linear classifier head (Fed-Linear) on ViT-
B/16 model (Dosovitskiy et al., 2021) in FL. We set the
rank of LoRA as r=1 and evaluate both fine-tuning methods
with learning rates 5e-3 and 50 communication rounds. Ta-
ble 8 shows that ViT is robust to data heterogeneity, which
demonstrates the great potential of leveraging foundation
models with PEFT techniques in FL.

6. Conclusion
In this paper, we present COALA, a practical and vision-
centric FL platform. It is highly customizable and automates
benchmarking of a wide range of practical FL scenarios
from multiple levels such as task, data, and model. For the
task level, COALA supports federated learning of 15 vision
tasks and federated multiple-task learning. For the data
level, COALA covers heterogeneous feature and label distri-
butions, continually changing data distribution, and learning
with different degrees of annotation availability. For the
model level, COALA facilities federated split learning and
federated learning of models with different architectures
or parameters. The comprehensive benchmarking experi-
ments under a wide range of FL scenarios validate the great
potential of our proposed COALA. We hope that COALA
sets a good foundation and will be useful to accelerate fur-
ther advancements and landing of FL in various industry
scenarios.

Impact Statement
This work aims to largely advance the research and appli-
cations of federated learning in the area of computer vision.
The developed platform is possible to help integrate cutting-
edge research progress in FL while accelerating the landing
of large-scale FL in the industry.
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A. Introduction of Representative Datasets
Digits-Five (Li et al., 2020b) is an integrated dataset consisting of five digits recognition sub-sets, including MNIST,
MNIST-M, Synthetic Digits, SVHN, and USPS, each of which has a special style of digits from 0 to 9.

Office-Caltech-10 (Li et al., 2020b) consists of 10-category data samples from four different sources, including the
Amazon merchant website, the Caltech-101 dataset, a high-resolution DSLR camera, and a webcam. Due to distinct
feature distributions, each data source can represent a specific domain. There is no pre-split of training and test parts for
office-caltech, so we randomly split the samples in each domain, of which 70% are selected as training samples and the
remainder as test samples.

DomainNet (Li et al., 2020b) is a popular multi-domain dataset containing images from six distinct domains, including
Clipart, Infograph, Painting, Quickdraw, Real, and Sketch. It has 345 object categories and we choose the top ten most
common classes for our experiments as in (Li et al., 2020b).

BDD100K (Yu et al., 2020) is a large-scale, diverse driving video database designed for research on autonomous vehicles
and computer vision tasks. In this platform, we mainly make use the images for object detection. It covers a wide range of
driving scenarios including weather conditions and urban environments. A variety of object categories, including pedestrians,
cyclists, vehicles, etc, are annotated for evaluation.

Pascal VOC (Everingham et al., 2010) (Visual Object Classes) dataset is a widely used benchmark in computer vision
for object detection and image segmentation tasks. It covers common categories such as people, animals, vehicles, and
household items.

MPII (Andriluka et al., 2014). MPII Human Pose dataset is a popular benchmark for articulated human pose estimation. The
dataset includes around 25K images containing over 40K people with annotated body joints. The images were systematically
collected using an established taxonomy of every day human activities.

Table 9. Currently tasks, datasets and scenarios supported by our platform. ‘Sup’ means ‘Supervised’. For each task, the dataset list can
be easily extended by integrating new datasets.

Task Dataset Split Annotation

Image Classification
CIFAR10/100, FEMNIST, Landmarks IID, Dir, # of classes Sup, Semi-Sup, Self-sup

Digits-Five, Office-Caltech, DomainNet Multi-Domain Sup

Object Detection BDD100K IID, Dir, H-Dir Sup, Semi-Sup

Semantic Segmentation Pasacal VOC IID, Dir, # of classes Sup

Pose Estimation MPII IID Sup

Person Re-identification
MSMT17, Market-1501, CUHK01, CUHK03-NP

Multi-Domain Sup
PRID2011, VIPeR, 3DPeS, iLIDS-VID

Face Recognition BUPT-Balancedface, MS-Celeb-1M, WebFace, RFW Multi-Domain Sup

3D-Point Cloud ModelNet40 IID Sup

Multiple Tasks ∗ Taskonomy IID, Non-IID Sup
∗ Multiple tasks training includes semantic segmentation, depth estimation, surface normal, keypoint, edge texture,

edge occlusion, reshaping, principle curvature, auto-encoder

B. Details of Experimental Settings
Data Split. In our benchmark experiments, we use the default training-test data split supported in the platform as described
in Table 10. Basically, we make use of all the available training data, except the Digits5 and DomainNet, where we make
some sampling to select only an identical amount of training data across different domains as in (Li et al., 2020b).

Model Selection. We provide some predefined model architectures for each set of experiments. For example, simple
CNN for Digits-5, ResNet-18 for CIFAR-10/100, AlexNet for Office-Caltech and DomainNet, YOLO-V5 series for Object
Detection in BDD100K, etc. For most experiments, we train the global model from scratch as in conventional FL studies.
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For semantic segmentation and pose estimation, we utilize the pre-trained backbones.

Training Hype-parameters. For local training, SGD is selected as the default local optimizer with mini-batch size 32,
learning rate 0.01, momentum 0.9, weight decay 0.0005 and local epoch E = 5 unless otherwise mentioned. The number of
communication rounds is set to 100 for three multi-domain datasets and 200 for other datasets. In particular, we extend the
communication rounds in semi-supervised training to 500 as it requires more epochs for convergence. For parameter-efficient
fine-tuning of foundation models, we set the local epoch E = 1 as ViT is more computational intensive and the number of
communication rounds as 50 as it can converge much faster than training from scratch of other CNN-based models. For all
experiments, we report the best test metrics achieved for performance evaluation.

System Scale. For different tasks, the numbers of clients and participating rate are adjusted according to the total training
data size. For Digits5, Office-Caltech and DomainNet, by default we allocate data from each specific domain to one client
for simplicity. For CIFAR-10/100, we consider 100 clients with 10% participation rate in supervised/semi-supervised
learning and 4/20 clients with full participation for self-supervised learning as contrastive learning methods usually need
large batch size. All experiments are run on a AWS cloud server equipped with four V100 GPUs.

Table 10. Dataset names, training and test sample sizes and used models for benchmark evaluation.

Datasets Training Size Test Size Models Metric

CIFAR10/100 50,000 10,000 ResNet-18 Accuracy
Digits-5 37,190 14,376 CNN Accuracy
Office-Caltech 1,771 776 AlexNet Accuracy
DomainNet 6,000 4,573 AlexNet Accuracy
BDD100K 60,000 30,000 YOLOv5n mAP@0.5
Pascal VOC 1,464 1,449 DeepLabV3 mIoU
MPII 22,246 2,958 PoseResNet PCK@0.5

C. Attribute Distributions of BDD100K under Different Splits
Since it is difficult to measure the label distribution skew for object detection datasets as each image will contain multiple
objects belonging to different kinds of categories, we turn to measure the feature distribution shift across clients. BDD100K
is a dataset that provides rich information about the collected images, including three attributes, i.e., weather, scene,
time-of-day. It contains diverse scene types including city streets, residential areas, and highways, and diverse weather
conditions at different times of the day. Therefore, those attributes can be utilized to simulate feature distribution shift by
manipulating the percentage of images belonging to each specific attribute, just similar to the label-based dataset split.

It is worth noting that each image will have all those three attributes, which means the distributions of those attributes
are not independent. The first way is to choose one attribute as the main attribute (e.g., weather) for data split, where
label-based split methods can be directly applied, such as IID allocation and Dirichlet-based allocation (Dir). The second
way is to utilize all three attributes in a hierarchical split manner, which we call hierarchical Dirichlet-based allocation
(H-Dir). More precisely, we first select an attribute as the main attribute and for each category in this attribute, then we
apply the Dirichlet-based allocation to get the sample proportions across clients. Next, for each client and for the samples of
each specific category in the main attribute, we repeat the Dirichlet-based allocation based on the second and third attributes.
For each attribute triplet (weather, scene, time-of-day), we make the random sampling to allocate images to each client.
Considering the category imbalance issue, we will use a Dirichlet concentration parameter proportional to its prior for each
category in each attribute. Moreover, the calculated data amount under each triplet of attributes for each client may exceed
the total amount of images belonging to that attribute triplet, where we just set as the amount of available images. By default,
we use the weather as the main attribute.

In the following, we make some visualizations for training data distributions. Figure 8 presents the statistics of pairwise
Jensen–Shannon divergence that measures the difference in attribute distributions across different clients. From which we
can find that the hierarchical Dirichlet-based allocation will indeed result in more divergent feature distributions across
clients. We also visualize the amount of samples allocated to each client that belong to different categories in each attribute
in Figure 9. It can be found that compared with the Dirichlet-based allocation on only one attribute, the hierarchical
Dirichlet-based allocation considering all three attributes can improve the imbalance level across clients for each attribute
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and each category.
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Figure 8. Pairwise Jensen–Shannon divergence of attribute distributions across clients. (a) Divergence under Dir(0.5) split; (b) Divergence
under H-Dir(0.5) split. The hierarchical Dirichlet-based split will result in more divergent data distributions across clients.

D. Basic Steps for Customizing FL Applications
With the help of COALA, it is easy to construct a new FL task with customized datasets and models. Here, we provide some
general steps for customizing new FL applications. Note that not all steps are always required. For example, if the users
want to only customize the model while reusing the datasets provided in COALA, they can skip the first step of customizing
the dataset. The main steps are listed as follows.

Step 1: Customize Dataset.

The preparation of training data is the first step for FL applications as different vision tasks may contain various kinds of data
and annotation formats. Different data transformations and split strategies should also be considered. In the platform, we
provide some basic implementations for incorporating Tensor Data, Image Data, and Torch style dataloader. For frequently
used datasets in research, we directly provide the functions to load them without extra effort. In addition, we provide many
examples that users can refer to for customizing the datasets easier and faster. Users can register their customized dataset
into the COALA with a simple register dataset API.

import coala
# train_data, test_data are customized datasets provided the user
coala.register_dataset(train_data, test_data)

Step 2: Customize Model.

We have provided many models on COALA, while users can also customize models for their specific applications or
algorithms. They can register the models through register model API:

import coala
from model import new_model
# new_model is customized by the user
coala.register_model(new_model)

Step 3: Customize Client and Server Executions.

COALA allows users to customize client and server executions by customizing components or functions in the client
and server by writing customized classes. They can just customize the parts they want and reuse the other parts of the
system. For example, if users want to change the loss function, they can simply have a CustomizedClient that implements
load loss fn with the new loss function for training. The following is the skeleton of a small subset of components for
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Client customization.

import coala
from coala.client import BaseClient

class CustomizedClient(BaseClient):
def __init__(*args, **kwargs):

# initialization

# ... many more functions ...

def load_loss_fn(self, conf):
# customized loss function implementation

def train(self, conf):
# customized client training process implementation

def test(self, conf):
# customized client evaluation process implementation

def construct_upload_request(self):
# customized content to upload to the server implementation

# ... many more functions ...

coala.register_client(CustomizedClient)

import coala
from coala.server import BaseServer

class CustomizedServer(BaseServer):
def __init__(*args, **kwargs):

# initialization

# ... many more functions ...

def aggregation(self):
# customized aggregation strategy implementation

# ... many more functions ...

coala.register_server(CustomizedServer)

Step 4: Customize Configurations and Start Training.

The configuration includes the FL training system setup, such as the number of clients, local training epochs, the data
splitting method, and training hype parameters, such as local optimizer, learning rate, and local epochs. Users can simply
customize the configurations without the prior steps of customizations. These configuration details can be included in a
“yaml” file or directly defined as a dictionary in a python file, which will be merged into the default configurations.

config = {
"data": {

"dataset": "domainnet",
"split_type": "iid",
"num_of_clients": 6,

},
"server": {

"rounds": 100,
"clients_per_round": 6,

},
"client": {

"local_epoch": 5,
"optimizer": {
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"type": "SGD",
"lr": 0.01,
"momentum": 0.9,
"weight_decay": 0.0005,

},
},
"model": "alexnet",
"test_mode": "test_in_client",

}

E. Comparison with Existing FL Libraries, Benchmarks, Platforms
We have summarized and compared our proposed COALA with representative prior benchmarks on task-level in Table 11,
data level in Table 12, and model-level in Table 13. Our COALA has more comprehensive coverage on task level, data level,
and model level compared with these prior works. The following are the compared prior works: LEAF (Caldas et al., 2018),
FedCV (He et al., 2021) based on FedML (He et al., 2020), FedScale (Lai et al., 2022), OARF (Hu et al., 2022b), FedReID
(Zhuang et al., 2020), FLamby (du Terrail et al., 2022), (Xie et al., 2023) with pFL-Bench (Chen et al., 2022), Felicitas
(Zhang et al., 2022), and FLGO (Wang et al., 2023b) 2.

Table 11. Task-level comparison of our proposed COALA and prior FL libraries, benchmarks, and platforms.

Benchmarks Classification Object Detection Segmentation Person ReID Face Recognition Pose Estimation,
3D Point Cloud, etc.

LEAF ✓ × × × ✓ ×
FedML (FedCV) ✓ ✓ ✓ × × ×
FedScale ✓ ✓ × × × ×
OARF ✓ × × × ✓ ×
FedReID × × × ✓ × ×
FLamby ✓ × ✓ × × ×
FederatedScope ✓ × × × × ×
Felicitas ✓ × × × × ×
FLGO ✓ ✓ ✓ × × ×
COALA (Ours) ✓ ✓ ✓ ✓ ✓ ✓

Table 12. Data-level comparison of our proposed COALA and prior FL libraries, benchmarks, and platforms.

Benchmarks Supervised FL Semi-supervised FL Unsupervised FL Label Shift Domain Shift Continual Shift,
Test-time Shift

LEAF ✓ × × ✓ × ×
FedML (FedCV) ✓ × × ✓ ✓ ×
FedScale ✓ × × ✓ ✓ ×
OARF ✓ × × ✓ ✓ ×
FedReID ✓ × ✓ × ✓ ×
FLamby ✓ × × ✓ ✓ ×
FederatedScope ✓ × × ✓ × ×
Felicitas ✓ ✓ × ✓ × ×
FLGO ✓ × × ✓ ✓ ×
COALA (Ours) ✓ ✓ ✓ ✓ ✓ ✓

F. System Component Overview
The system architecture comprises both the FL server and FL client, each housing a suite of components crucial for
supporting a spectrum of realistic FL scenarios.

Task Scheduler: The task scheduler plays a pivotal role in enabling the execution of multiple tasks by scheduling them based

2The reference the implementation from their paper and open-source codes (if available) dated the paper submission date (01/02/2024)
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Table 13. Model-level comparison of our proposed COALA and prior FL libraries, benchmarks, and platforms.

Benchmarks Single Model Federated Split Learning Personalized Models FedPEFT for FM

LEAF ✓ × × ×
FedML (FedCV) ✓ ✓ ✓ ×
FedScale ✓ × × ×
OARF ✓ × ✓ ×
FedReID ✓ × ✓ ×
FLamby ✓ × ✓ ×
FederatedScope ✓ × ✓ ×
Felicitas ✓ × ✓ ×
FLGO ✓ × ✓ ×
COALA (Ours) ✓ ✓ ✓ ✓

on the availability of resources. Tasks are queued for execution, and the resource manager collaborates to allocate resources
efficiently.

Resource Manager: Operating in both the client and server environments, the resource manager keeps meticulous records of
client and server resources, including energy consumption, computation capacity, memory, and network connectivity. It
relays the availability of clients to the server and handles the allocation of computation resources for training and testing
tasks. The server resource manager coordinates with the task scheduler to manage server resources, ensuring optimized
execution.

Client Selector: This component implements algorithms for the selection of clients based on their availability. Users have
the flexibility to customize client selection algorithms.

Aggregator: At the core of the server, the aggregator executes FL server processes, supporting a variety of aggregation
methods such as FedAvg (McMahan et al., 2017) by default, FedProx (Li et al., 2020a), and FedYogi (Reddi et al., 2020b).
Users can use these methods directly or customize new aggregation methods.

Compute Engine: The compute engine in the client supports model training and evaluation, with primary compatibility for
PyTorch and additional support for frameworks like TensorFlow. In the server, the compute engine is optimized for realistic
FL settings, enabling further training with available public data. This is particularly beneficial for semi-supervised FL
algorithms, leveraging server data for initial model training and subsequent fine-tuning with aggregated models from clients.

Data Manager and Model Manager: The data manager oversees data loading and partitioning for both simulation and
real-world training, while the model manager facilitates model loading and customization. The COALA platform offers a
variety of pre-packaged datasets and models (refer to Table 9), and users can effortlessly extend and implement their datasets
and models using these components.

Communicator: Responsible for managing remote communication between the server and clients, the communicator
employs gRPC as the default protocol framework. It utilizes the industry-standard Protobuf for data serialization, with
additional support for MQTT in cases where FL clients are deployed to Internet of Things (IoT) devices.

Tracker: This module collates evaluation metrics from both server and clients, capturing both system and algorithmic
metrics. Users enjoy the flexibility to customize their tracking service, enabling metric storage in various formats such as
disk files or through integration with external libraries or services like wandb 3 or tensorboard (Abadi et al., 2016).

Drift Detector: Designed for practical scenarios involving continual learning, the drift detector continuously monitors
data distribution in clients. Upon detecting drifts, it intelligently caches data to client storage and promptly notifies the
server. The server, in turn, collects information from clients and initiates federated continual learning on the affected clients,
ensuring adaptability to evolving data patterns.

3https://wandb.ai
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Figure 9. Attribute distributions across 100 clients under Dir (0.5) and H-Dir(0.5) data allocations. (a)-(c) are Dirichlet-based allocations
only considering the weather attribute; (d)-(f) are Hierarchical Dirichlet-based allocations considering all three attributes.
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