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Abstract

Expressivity theory, characterizing which graphs a GNN can distinguish, has be-
come the predominant framework for analyzing GNNs, with new models striving
for higher expressivity. However, we argue that this focus is misguided: First,
higher expressivity is not necessary for most real-world tasks as these tasks rarely
require expressivity beyond the basic WL test. Second, expressivity theory’s binary
characterization and idealized assumptions fail to reflect GNNSs’ practical capa-
bilities. To overcome these limitations, we propose Message Passing Complexity
(MPC): a continuous measure that quantifies the difficulty for a GNN architecture
to solve a given task through message passing. MPC captures practical limitations
like over-squashing while preserving theoretical impossibility results from expres-
sivity theory, effectively narrowing the gap between theory and practice. Through
extensive validation on fundamental GNN tasks, we show that MPC’s theoretical
predictions correlate with empirical performance, successfully explaining architec-
tural successes and failures. Thereby, MPC advances beyond expressivity theory to
provide a more powerful and nuanced framework for understanding and improving
GNN architectures.

1 Introduction

From weather forecasting to drug design, Graph Neural Networks (GNNs) have shown remarkable
success across diverse applications. However, the seminal works by Morris et al. [36] and Xu
et al. [48] revealed a key limitation of standard Message Passing Neural Networks (MPNNs): Their
ability to distinguish non-isomorphic graphs can be bounded by the Weisfeiler-Leman (WL) graph
isomorphism test [45].

In response, significant research effort has focused on developing more expressive architectures that
surpass the WL test [27]. The underlying hypothesis is that increased expressivity translates to better
empirical performance, with improved benchmark results often attributed to higher expressivity [46].
Isomorphism-based (Iso) expressivity theory, which characterizes the sets of graphs an architecture
can distinguish through the WL test and its extensions, has thus become the predominant framework
for analyzing MPNNGs.

We argue that this focus on iso expressivity is misguided. While it provides valuable impossibility
results, we identify two key limitations that prevent it from explaining real-world MPNN performance.
First, higher expressivity is often not necessary for real-world tasks: almost all graphs in standard
benchmarks are already distinguishable by the basic WL test, making it unclear why higher expressiv-
ity would improve performance [54]. Second, iso expressivity theory fails to capture practical model
capabilities. It assumes unrealistic conditions like lossless information propagation over unbounded
layers, ignoring practical limitations like over-squashing [1]. Moreover, its binary view (can vs.
cannot distinguish) offers no insight into the relative difficulty of learning specific real-world tasks.
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To address these limitations, we propose shifting from binary expressivity tests to a continuous
complexity measure, MPC, that quantifies the message-passing complexity of arbitrary tasks for a
given architecture. MPC builds upon a novel probabilistic WL test. It captures practical limitations
of MPNNS, such as under-reaching [3] and over-squashing [1], which are known to hinder empir-
ical performance, while preserving impossibility results from iso expressivity theory—effectively
narrowing the gap between theory and practice.

Through extensive validation, we show that trends in MPC complexity align with empirical per-
formance across a range of fundamental graph tasks.! Notably, success is determined not by iso
expressivity but by architectural choices that minimize complexity for specific tasks. For instance, a
simple GCN with virtual node outperforms strictly more expressive, higher-order models at long-range
tasks, as MPC correctly predicts. By providing a quantitative measure of architectural capabilities
for specific tasks, MPC both reveals current model limitations and offers clear optimization targets
for future architectural innovations, shifting focus from maximizing expressivity to minimizing
task-specific complexity.

In summary, our key contributions are:

* We identify limitations of iso expressivity theory that prevent it from explaining MPNN
performance in real-world tasks (§ 3).

* We introduce MPC, a continuous message-passing complexity measure rooted in a novel
probabilistic WL test that characterizes task-specific difficulty. MPC captures existing
MPNN limitations, such as over-smoothing and under-reaching, while retaining impossibility
results from iso expressivity theory (§ 4).

» We extensively validate MPC, showing its consistency with empirical performance and its
superiority over classical expressivity theory in explaining real-world MPNN behavior (§ 5).

2 Background

Notation Let G = (Vg, &g, X) denote an (undirected) graph with nodes Vg, edges &g, fea-
tures X, for v € V and adjacency matrix A. With A = A +1, define the influence matrix

I, = A, />0 A, as the normalized adjacency (with self-loops). Let dg(u, v) be the shortest
path distance between u and v and N (v) be the set of neighbors of v. Let G denote a set of graphs
and G* the set of all graphs. Let Gy = {(G,u) | G € G,u € V} denote the set of graph-node
pairs. We will mainly consider node-level functions or tasks of the form f : G, — R*. For
brevity, we will often write f,(G) for f(G,v). We define log(0) = —oo and {{.}} is a multiset. Let
WL! : Gy — R* denote the color assignment of the [-th round of the WL test, defined as: WL?, =X,
and WL, = HASH (WL ! {WL! ! | v € Ng(v)}}).

Message Passing Framework Standard MPNNs M g have hidden representations h for each
node v which are updated iteratively at each layer [ € {1,..., L} by aggregating messages m’,
from neighboring nodes w in the graph G:

Lipl—1y
msgy(h,, ') ifw=w .
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Here, msgé, msg}, and upd' can be arbitrary (learned) functions, often MLPs. Typical choices for the
aggregation function agg are mean or sum. We differentiate between a model architecture M that
only specifies which nodes exchange messages (abstracting away from the choice of msg, upd, and
agg), and a (learned) model instantiation M € M with fully specified msg, upd and agg functions.
Standard MPNNs Mg perform message passing directly on the input graph G. In contrast, more
recent architectures propagate messages on a transformed message passing (MP) graph G= t(G)
[42]. They introduce modifications like additional virtual nodes [18], rewired edges [41], or higher-
order graphs [46]. For simplicity, we mainly focus on standard MPNNs M g in the main text, and
defer a general framework encompassing architectures M with arbitrary MP graphs G to App. B.1.

'Find our implementation at https://www.cs.cit.tum.de/daml/message-passing- complexity/
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3 Limitations of Expressivity Theory

MPNN architectures differ in their theoretical capacity to solve graph tasks, such as detecting
specific substructures [53]. Most prior expressivity theory captures differences by considering an
architecture’s ability to distinguish non-isomorphic graphs relative to a reference isomorphism test «
[22, 5, 46, 37]. Formally:

Definition 3.1 (Iso Expressivity). Let o be a graph isomorphism test. An architecture M is at least
as expressive as o if IM € M such that VG, G’ € G*:

M(G)=M(G) = a(G) =a(G). (1)
Contrarily, M is at most as expressive as « if VM € M and VG, G’ € G*
a(G) =a(G@) = M(G)=M(G). 2)

Standard MPNNs Mg are at most as expressive as the WL test [36, 48]. In response, recent GNN
research has focused on developing architectures that surpass the WL test in expressivity. Their
strong performance on benchmarks such as ZINC [5, 8, 16, 46] is often motivated by and attributed
to their higher iso expressivity [46, 8, 16]. This builds on the premise that theoretical iso expressivity
correlates with empirical performance. Consequently, this line of expressivity research rests on two
fundamental assumptions, both of which we show to be problematic (Fig. 1):

1. Iso expressivity theory accurately describes the practical capabilities of trained MPNNs.
The theoretical higher expressivity of higher-order MPNNSs translates to a higher practical
capability to learn more complex tasks, contributing to improved empirical performance.

2. Iso expressivity beyond WL is important for real-world performance. The limited expressivity
of standard MPNN:Ss restricts their performance on real-world tasks.

We first critique Assumption 1, showing that iso expres-

sivity theory relies on idealized assumptions and provides Iso Expressivity MPC
incomplete insights about practical MPNN capabilities. @ binary ®© continuous
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a result, real-world MPNNs often fail to propagate infor-
mation even between nearby nodes, let alone replicate the L . o
idealized behavior assumed in expressivity theory. Second, Figure 1: Limitations of iso expressivity
expressivity theory provides strictly binary results [38]: VS- benefits of MPC. Top: Iso expres-
can vs. cannot distinguish, with no indication of difficulty. sivity gives an 1d76allzeq ’ bmary'\{lgw
This binary lens cannot account for the wide variation in that mls'ses.Gl.\INs practlc.al. capabilities.
empirical performance between architectures of equal ex- Bqttom. Limited expressivity rareI.y re-
pressivity on the same task. For example, adding a virtual stricts real-world performance as it fo-
node does not increase iso expressivity [46] but often leads cuses on worst-case graphs and tasks.
to performance gains on long-range tasks [9]. Additionally,

between theoretically solvable tasks, iso expressivity theory provides no insight into their relative dif-
ficulty. Some tasks might be trivially learnable in practice while others may be practically impossible
to learn with finite data and training time. In summary, the assumptions behind positive expressivity
results diverge sharply from the realities of real-world MPNNSs, and the binary view can offer only
limited insights for practice. Our empirical results in § 5 reinforce this, showing that even highly
expressive MPNN architectures struggle with elementary tasks like maintaining initial node features.
This highlights a gap between positive iso expressivity results and practical performance.



We now challenge Assumption 2, asking whether negative expressivity results reflect meaningful
limitations in practice. Iso expressivity theory considers only the hardest possible task: distinguishing
all non-isomorphic graphs. However, many real-world applications, such as social network analysis or
relational learning, often require only aggregating (local) information. In these cases, the inability to
distinguish certain non-isomorphic graphs does not constitute a meaningful limitation in practice. By
focusing exclusively on this worst-case task, expressivity theory overlooks the specific requirements
of practical problems. Second, expressivity theory makes global statements over the set of graphs
G*, demonstrating a lack of expressivity through single, carefully constructed counterexamples
[46, 22, 5]. However, these counterexamples are rare: the probability of encountering WL equivalent
graphs in random graphs approaches 0 [2], and real-world graphs often carry rich node features that
further break WL equivalences. Hence, the mere existence of theoretical counterexamples provides
limited insight into a model’s practical performance on large, diverse datasets. Lastly, iso expressivity
theory is graph-family agnostic. Its results are derived for the set of all possible graphs G*, whereas
real-world applications typically involve restricted graph families. For example, molecular datasets
primarily contain planar graphs with bounded degrees. Tasks infeasible over all graphs may become
solvable for standard MPNNs within these restricted graph families [13, 40]. Moreover, as shown in
Tab. 1, the basic WL test already distinguishes almost all graph pairs in popular benchmarks across
different domains [54]. Therefore, iso expressivity theory cannot explain why expressivity beyond
the WL test would benefit these real-world tasks or account for the performance differences between
architectures.

Our analysis shows that iso expressivity theory, while valuable for establishing theoretical limitations,
provides limited insights for practical MPNN applications. It assumes idealized conditions and
focuses on theoretical worst cases, leading to a disconnect with practice: high iso expressivity does
not imply good performance (contradicting Assumption 1), and limited iso expressivity does not
imply poor performance (contradicting Assumption 2). While alternative expressivity approaches
such as logic-based characterizations address certain limitations of iso expressivity (see § 7), none
can characterize the varying degrees of practical learning difficulty encountered in real-world tasks.
These findings suggest that pursuing higher expressivity alone may be misguided, highlighting the
need for a framework that captures theoretical limitations and practical learning challenges.

4 Message Passing Complexity

To move beyond the limitations of expressivity theory, we propose our continuous, task-specific
message passing complexity (MPC). Unlike iso expressivity theory, which only asks whether an
MPNN can distinguish certain graphs in theory, MPC quantifies how difficult it is for messages to
propagate through a graph fo solve a given task. By accounting for the inherently lossy information
propagation of real-world MPNNs, MPC can explain practical performance trends that expressivity
theory misses. While many complexity measures exist in machine learning and theoretical computer
science, they fail to address this unique challenge of MPNNs: propagating information effectively
across graph structures. MPC specifically isolates this challenge from other general sources of
difficulty in machine learning—for instance, learning high-degree polynomials is a well-understood
difficulty not specific to graph learning. For clarity, we focus on node-level tasks f, and standard
MPNNs Mg in this section, with generalizations to broader architectures and tasks provided in
App. B.1.

As an initial step, we define a local task-specific complexity measure based on the WL test that
considers individual graphs and individual tasks rather than making global worst-case statements
over all graphs and tasks. For this, we first need to formalize when one individual function output
provides sufficient information to determine another (Fig. 7):
Definition 4.1. Leta: X — Y, 8: X — Z be two functions. Let x € X be fixed. Then, 5(z) can
be deduced from o(z), a(x) Ex B(x), iff

V' e X 1 a(z) = a(z) = B(z) = B(2).
If a(x) Ex B(z) forall z € X, we write « Fx (8 and say « is more fine-grained than (3.

Intuitively, a(x) Ex [(x) means that a(z) provides sufficient information to uniquely determine
B(z). Using this, we can define a first complexity measure dependent on a specific task f, and
individual graph G. The complexity should be maximal if a task f, is infeasible for all M € Mg,
i.e., the WL coloring WLL (@) of v in the graph G' contains insufficient information to deduce f,(G):



Definition 4.2. For G, v € Gy, a task f over Gy, and an L-layer standard MPNN Mg, define

s iFWLE(G) o, £,(G)

WLC pms (fo, G) = {o else.

While WLC considers specific tasks f, and graphs G, it still inherits a fundamental limitation of
iso expressivity: it only distinguishes between possible (complexity 0) and impossible (complexity
o0) tasks. This binary characterization fails to capture the varying difficulties observed in practice.
Moreover, as discussed in § 3, the WL test assumes lossless information propagation between nodes,
contrasting sharply with the lossy message passing observed in trained real-world MPNNSs.

4.1 Weisfeiler & Leman Go Lossy

To extend our complexity measure beyond the binary characterization of the standard WL test, we
need to account for the varying difficulty arising from the lossy message passing observed in practice.
This difficulty inherently relies on the graph topology, i.e., the difficulty of propagating a message
from one node u to another node v depends on 1) the number of L-length walks connecting v
and u and 2) the degrees of the nodes on the walk. This can be formalized as the random walk
probability I, from v to u with edge probabilities I and has been connected to the amount of gradient
information node v receives from w [47] and to the oversquashing phenomenon [19]. Correspondingly,

IL, serves as a measure of difficulty for the simple task of propagating a message from u to v.

How can we adapt this measure of difficulty to arbitrary tasks? For this,
we propose lossyWL, a probabilistic variant of the WL test that models the
possibility of message loss. This allows us to quantify difficulty even for

WL-distinguishable real-world graphs. Specifically, a mes-

sage m!,_,, sent from a node u to its neighbor v € Ng(u)
survives with probability I, (Fig. 2). As a result, the color
lossyWLfJ of a node v at iteration [ becomes a random vari-
able rather than a deterministic value.

Definition 4.3 (lossyWL). For a given graph G, let m!,_,,

be the (potentially lost) message from w to v at iteration [:

m, ., =2 lossyWLL_1

uU—v

lossyWL!, = HASH(O, {©, O, O})

with independent Z., ~ Bernoulli(I,,), indicating
whether the message is successfully transmitted. The node  Figure 2: Update step of lossyWL for
colors of the probabilistic WL tests are then recursively node v. Every message mé _,, (green)
defined as: survives independently with probabil-
lossyWL? = X, ity Lpq- lossyWL models thg lossy
v message propagation observed in real-

lossyWL! = HASH (m!_,,, {m!_,, | u € No(v)})  world MPNNs.

Similar to how we can transform the WL test into WLC, we can define our complexity measure,
MPC, based on our probabilistic lossyWL test. To do this, we first extend the Definition 4.1 of F to
account for probabilistic functions such that Pla(z) E ()] represents the probability that 3(z) can
be uniquely deduced from the probabilistic output of «(z) (Fig. 8).

Definition 4.4. Let 8 : X — Z be a deterministic function and o : X — Y be a probabilistic
function that can be represented as a deterministic function a; where s is a seed drawn uniformly at
random from a (finite) set S. For a fixed x € X, define:

Pla(x) Ex B(z)] := Pses[Va' € X, Vs, t € S: as(z) = au(2’) = B(x) = B(a')]

With this in place, we define our message passing complexity: intuitively, if there is a high probability
of preserving the information needed for f,, the task should have low complexity, and vice versa.

Definition 4.5 (MPC). For G, v € Gy, a function f over Gy, and an L-layer MPNN Mg, define
MPC o (fo. G) = —log PllossyWLy (G) gy, fu(G)]



MPC is based on the probability that under lossy message passing on G, the output after L layers
contains sufficient information to deduce f,,. Intuitively, a high MPC value indicates that the task
fv requires 1) combining information from many nodes through 2) messages of low probability,
such as messages through bottlenecks. Conversely, a low MPC value means the task depends on
information that remains reliably accessible even under lossy message passing conditions. Note
that MPC implicitly also depends on G, which we omit for simplicity. While we focus here on
standard MPNNs Mg, MPC generalizes naturally to a wide range of architectures M by performing
lossyWL on modified message passing graphs (see App. B.1). All in all, MPC effectively addresses
the discussed limitations of iso expressivity theory, narrowing the gap between theory and practice.

4.2 MPC describes theoretical and practical limitations of MPNNs

Having defined our complexity measure MPC, we now demonstrate that it unifies theoretical expres-
sivity with practical GNN limitations in a single framework. We first establish that MPC preserves
impossibility results from iso expressivity theory, then show how it captures practical phenomena
such as over-squashing and under-reaching. We begin by characterizing when MPC becomes infinite,
which precisely corresponds to tasks that are theoretically impossible for a given architecture M.?

Theorem 4.6 (Infeasibility). The complexity for G,v € Gy and function f is MPC p((fo, G) = o0 if
and only if there exist G',w € Gy such that f,(G) # fu,(G') but M,(G) = M,,(G") for all model
instantiations M € M.

This shows that MPC becomes infinite precisely when a model architecture fundamentally cannot dis-
tinguish between two different nodes that require different outputs. We can also globally characterize
the functions an architecture can express:

Lemma 4.7. There exists no model instantiation M € M such that M,(G) = f,(G) for all
G,v € Gy if and only if there exists G,v € Gy, with MPCp(fy, G) = oc.

By choosing an isomorphism test (like the WL test) as task f, we can recover all impossibility
statements from iso expressivity theory (Lemma C.7). Thus, MPC subsumes iso expressivity theory
while providing a continuous difficulty measure for possible tasks. Having established when MPC
becomes infinite, we now characterize how MPC scales with function granularity: a finer, more
discriminative task can never have lower complexity than the coarser task it refines. For example,
counting the exact number of cycles in a graph should be more complex than merely detecting
whether any cycle exists.

Theorem 4.8 (Function refinement). Let f be a function that is more fine-grained than g, i.e.,
f Eg, g. Then for any G,v € Gy: MPCrp(fy, G) > MPC a4 (g0, G).

Like other complexity measures, MPC satisfies compositionality: solving tasks jointly cannot be
more complex than solving them separately, and may be easier when tasks share information.

Lemma 4.9 (Task Triangle Inequality). Let f and g be functions, and || denote concatenating function
outputs. Then for any G,v € Gy: MPCp((fo |90, G) < MPC o (fo, G) + MPC p¢ (g0, G).

However, MPC connects not only to properties of classical complexity and expressivity theory but
also captures real-world limitations of MPNNs such as over-squashing and under-reaching. These
phenomena, extensively studied as significant constraints on MPNN performance, are overlooked
by traditional expressivity theory. We first relate MPC to over-squashing by showing that it is lower
bounded in terms of the L-step random walk probability from v to u, (I*),,,, a quantity that also
motivated our design of lossyWL in § 4.1.

Lemma 4.10 (Informal version of Lemma C.10). Consider a task f and G,v € Gy where f,
"depends on" information X,, from a node u. Then

MPCu(fo, G) > —log (I")ou) -

A lower probability (I*),, indicates that node v receives less gradient signal from u, making it
more susceptible to over-squashing [19, 47]. Our complexity measure captures this: when (I*),, is
small, tasks requiring information flow from u to v have high complexity. As a simple special case,
we consider under-reaching, which occurs when the number of MPNN layers is less than the graph
diameter, preventing nodes from receiving information from distant parts of the graph [3, 1]:

>We defer all proofs to App. C.



Corollary 4.11. Consider a task f, and a graph G € G where f, "depends on" information X,
from a node v outside of the receptive field, i.e. dz(u,v) > L. Then MPC p(( f,, G) = o0.

These results show that MPC captures both theoretical expressivity and practical limitations of GNNs,
providing a more unified framework that bridges both perspectives.

S MPC in Practice: Explaining Empirical MPNN Behavior

We now demonstrate that MPC quantitatively explains empirical MPNN behavior. Through analysis of
fundamental graph tasks—retaining information, propagating information, and extracting topological
features—we show that: 1) MPC enables the derivation of meaningful task-specific complexity
bounds; 2) trends in MPC complexity correlate strongly with empirical performance, better reflecting
the practical behavior of MPNNs than iso expressivity theory; 3) optimal architectures vary by task,
with success determined by minimizing task-specific MPC complexity through appropriate inductive
biases, not maximizing expressivity. Experimental Setup: We verify this for a wide range of
architectures, including an MLP baseline (message passing on an empty graph), standard models
like GCN [31], GIN [48], GraphSage [25], and a GCN with a virtual node, GCN-VN [18], as well
as higher-order models like GSN [8] which incorporates substructure-information as node-feature,
FragNet [46] which builds a higher-level graph of fragments and the topological-inspired model CIN
[5]. We evaluate on random r-regular graphs G and show that the results transfer to graphs from the
ZINC dataset [15] and the long-range graph benchmark [14]. We provide theoretical complexity
bounds and Monte-Carlo simulated complexity values. We compare MPC to the WL-based WLC
baseline rather than directly to other expressivity measures, as they have fundamental limitations
for task-specific difficulty analysis: they typically provide only global, task-agnostic architecture
rankings [53, 52] or impose restrictive assumptions incompatible with our tasks [20] (see § 7).

Retaining information First, we evaluate the task f,(G) = X, which tests a model’s ability to re-
tain its initial node features. This task is fundamentally important across all domains with informative
node features (e.g., atom type in molecules). Although seemingly simple, it is closely linked to the
well-studied over-smoothing [33] phenomenon, where deeper GNNSs lose distinguishability between
nodes as their representations converge, making it difficult to recover the original node features [21].
Our complexity measure captures this difficulty as MPC increases at least linearly with depth L:

Lemma 5.1. Assume the degree r > 2. Then the expected MPC complexity for this task
E¢ v~y [MPC A (fo, G)] grows at least linearly with L, i.e., is in Q(L), for all MPNNs M .

For empirical validation, we train all model archi- GeN GSN FragNet
tectures on 2000 randomly generated 3-regular Acc MPC WLC ~ Acc MPCWLC ~ ACC MPC WLC
graphs with varying numbers of layers L. As
shown in Figs. 3 and 9, the complexity measure
based on iso expressivity theory, WLC, assigns
constant zero complexity regardless of depth L,
indicating only theoretical solvability. In contrast,
MPC shows perfect negative Spearman correlation
with accuracy for most architectures, capturing the
increasing difficulty with L. Only CIN and Graph-
Sage maintain perfect accuracy throughout, due to  Figure 3: Test accuracy for retaining initial
explicit residual connection optimization—an im- node features compared with complexity mea-
plementation choice our framework abstracts from. sures MPC and WLC. Simulated MPC (in con-
These results demonstrate that, unlike binary ex- trast to WL-based WLC) shows perfect negative
pressivity measures, MPC accurately quantifies Spearman correlation (p; = —1) with accuracy,
the progressive difficulty of this task for most ar- capturing increasing difficulty with depth (over-
chitectures, capturing important real-world limita- smoothing). Complete results in Fig. 9.

tions beyond theoretical impossibility statements.
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Propagating Information We next analyze the task f,(G) = X, where u is a specially marked
source node at distance D = dg (u, v) from target node v. This task directly tests a model’s ability to
propagate information in relation to the distance D, exposing practical limitations like over-squashing
and under-reaching that classical expressivity theory overlooks.

Lemma 5.2. Assume L is the minimum depth required to solve this task with M. Then the expected
complexity Eg y~g, [IMPCA(fy, G)] is < 2log(n) for GCN-VN, while for standard MPNNs it is
> Dlog(r) provided n is sufficiently large given D.
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Figure 4: Simulated MPC complexities for Figure 5: Test accuracy vs. training data size for the
propagating features from source nodes u  propagation task f,(G) = X, for different distances
(colored by MPC) to target node v (square). D. Colors indicate average simulated MPC for each dis-
Despite identical iso expressivity, MPC tance. Higher MPC values reflect greater task difficulty,
reveals the significant advantage virtual evidenced by increased sample complexity. All results
nodes offer for long-range dependencies. in Fig. 13; for real-world graphs from lrgb in Fig. 17.

The bounds reveal that MPC captures two critical insights missed by classical expressivity: First,
MPC increases with distance D for most MPNNs, explaining why they struggle with long-range de-
pendencies despite theoretical learnability. Second, a virtual node fundamentally changes complexity
scaling from O(D) to O(logn), explaining its empirical advantage despite unchanged expressivity
(see Fig. 4). Moreover, MPC also captures under-reaching: by Corollary 4.11, complexity becomes
infinite when d (u,v) > L.

Experiments for models with L = 5 layers validate these predictions: MPC correlates negatively
with accuracy (Fig. 14) and captures the increased sample complexity with distance (Figs. 5 and 13).
Crucially, all models except GCN-VN fail at D = 5, showing that high MPC complexity indicates
practical limitations even before the theoretical impossibility at D > 5. Importantly, these find-
ings—strong MPC-performance correlation and practical failure before theoretical limits—persist in
real-world graphs from the long-range graph benchmark (Fig. 17).

In summary, these results demonstrate why MPC offers a more complete and practical understanding
of MPNN capabilities than classical expressivity theory. Unlike binary expressivity tests, MPC
explains why even highly expressive architectures, such as GSN, FragNet, and CIN, struggle with
fundamental tasks like retaining or propagating node information—empirically validating our critique
in § 3 that iso expressivity poorly captures practical capabilities. Furthermore, MPC accounts for
the success of architectural choices like virtual nodes, which consistently improve performance on
real-world long-range tasks [9] despite unchanged iso expressivity [46].

Topological Feature Extraction Our final experiment examines how models extract topological
features through cycle detection. We consider random r-regular graphs with unique node labels
X, € {1,...,n}, modified to contain a cycle of size s that includes a designated node v. The task
fv 1s to identify the labels of all nodes in this cycle, jointly testing the model’s ability to detect cycles
and propagate information across them. We can derive complexity bounds for all considered MPNNs:

Lemma 5.3 (Informal version of Lemma C.13). Assume L is the minimal depth required to solve
this task with architecture M and that there is only a single cycle in the [s/2]-hop neighborhood of
v. Then, the expected MPC complexities are:

For CIN & FragNet: O(log(sr)) For GSN: < [s/2]log(r+1) For all others: > slog(r)

These bounds reveal that MPC captures GCN sage GSN FragNet

crucial architectural differences missed AP MPCWLC AP MPCWLC AP MPCWLC AP MPCWLC
by iso expressivity: standard MPNNs oo
have complexity scaling linearly with cy-
cle size, while CIN and FragNet achieve
logarithmic scaling, capturing their cycle-

.710.0
2.810.0 .00.0

3.5/0.0 .210.0

-1

oriented inductive biases. Experiments e - —
0.2 0.4 0.6 0.8 1.0 0 2 4 6
on random 4-regular graphs confirm Average Precions Complexity

these theoretical predictions, with trends
in MPC complexity matching empirical
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theoretically able to solve this task, yet performance varies dramatically. While iso expressivity
theory cannot capture these differences, MPC provides a clear explanation: GSN, CIN and FragNet’s
architectural bias towards cycles reduces their message-passing complexity for this task, providing
them with a performance advantage. This insight extends to real-world graphs from the ZINC
molecular regression benchmark [15] (Fig. 6), where the identification of molecular rings is crucial.
As shown in Tab. 2, architectures with lower ring detection complexity consistently achieve better
performance on ZINC on both the synthetic and the real task. The superior performance of higher-
order MPNN s like GSN, FragNet or CIN cannot be explained by their greater iso expressivity—as
discussed in § 3, almost all graphs in ZINC are already WL-distinguishable—but by their cycle-
oriented inductive biases that reduce the complexity of learning molecular structures.

Overall, our results demonstrate that trends in MPC consistently correlate with empirical performance
across all tested tasks, offering a more fine-grained, complete, and practical understanding of MPNN
capabilities than iso expressivity theory’s idealized binary characterization. Crucially, we find that
no single architecture performs best across all tasks—performance depends not on iso expressivity
but on the alignment between a model’s inductive biases and the task requirements. While the
global task-agnostic architecture rankings of most existing expressivity measures fail to capture
this variation, MPC quantifies the alignment between architecture and task—explaining why virtual
nodes excel at long-range tasks or why cycle-aware designs help for ring-transfer. This provides
task-specific guidance for architectural design that pure expressivity theory cannot offer.

6 Limitations & Future Work

While we have demonstrated that our complexity measure closely aligns with empirical performance
for many tasks, it abstracts away from the parametrization and implementation of the upd and agg
functions and the optimization process as discussed in § 5. Additionally, our MPNN framework
does not include models with attention. However, we repeat all our experiments with the most
common attention-based MPNNSs in App. D.1, showing similar empirical trends to the MPNNs that
we consider. Secondly, exact target functions in real-world applications are usually unknown. Still,
we can analyze two types of proxy tasks: fundamental capabilities required across all domains (like
retaining information) and domain-specific operations (like cycle detection). As shown in Tab. 2, the
insights from these proxy tasks can translate to real-world performance. Third, exact complexity
values can be difficult to compute for sophisticated tasks. However, as our experiments demonstrate,
theoretical bounds can provide valuable practical insights. Finally, the complexity values should not
be interpreted in isolation to determine whether an architecture can solve a given task, as they only
characterize the message-passing complexity of a task. Instead, they are most useful for identifying
trends and comparing architectures across a single dimension of freedom.

These limitations point to promising extensions of the MPC framework. MPC could be extended to
incorporate additional sources of practical difficulty, such as feature noise (App. B.3), providing a
more complete view of empirical task complexity. Furthermore, the framework could be modified to
capture aggregation and update-specific effects by incorporating non-uniform or learnable message
weights Z,,,, (as in attention-based models), enabling analysis of how different update functions affect
message passing complexity.

More broadly, we hope that MPC will enable more principled architectural design: By quantifying
fine-grained task complexities, MPC can reveal practical limitations of current architectures and
guide the development of models with low complexity for specific capabilities relevant to target
domains. As a concrete example, consider substructure identification. Our analysis in § 5 shows
that all considered MPNNs without additional pre-processing steps exhibit very high complexity for
this task, even when it is theoretically solvable. This suggests that architectural modifications alone
may be insufficient, pointing toward studying expressive preprocessing steps or positional encodings
—as successfully employed by FragNet [46] and CIN [5]— that directly reduce task complexity.
More generally, this exemplifies how MPC can shift architectural design from maximizing universal
expressivity toward strategically minimizing complexity for domain-specific requirements.

7 Related Work

Iso-expressivity frameworks. The predominant approach for analyzing GNNs compares their ability
to distinguish non-isomorphic graphs relative to the WL test and its extensions [36, 48, 37]. This has



motivated extensive research on developing higher-order architectures that surpass standard MPNNs
in expressivity [37, 5, 22, 46]. However, as discussed in § 3, iso-expressivity theory relies on idealized
assumptions and provides only binary characterizations, limiting its practical relevance.

Alternative expressivity characterizations. Beyond iso-expressivity, several frameworks theoreti-
cally characterize MPNN capabilities through specific tasks. Zhang et al. [53] rank architectures by
the set of substructures they can recognize, while Zhang et al. [52] compare models through their
ability to solve graph biconnectivity. Wang and Zhang [44] analyze spectral MPNNs through their
ability to learn polynomial filters. Logic-based approaches [3, 23] characterize learnable functions
through fragments of first-order logic, providing more nuanced insights by considering, for example,
the effects of different activation functions [29]. However, these expressivity characterizations share
key limitations with iso expressivity: they remain binary (can/cannot solve) and assume lossless
information propagation, limiting their insights for real-world MPNNss.

Continuous graph distances. To move beyond binary expressivity, some works have proposed
continuous graph similarity measures, including tree-based [12], graphon-based [7], and Wasserstein-
based distances [10]. However, these metrics are task-agnostic and architecture-independent, limiting
their relevance for explaining practical GNN performance.

Practical GNN limitations. A parallel line of research studies individual practical limitations
of GNNss, such as over-smoothing [33], under-reaching [3], and over-squashing [1, 19, 41]. Most
relevant to our approach is the work by Giovanni et al. [20], which derives expressivity limitations
from over-squashing theory. They show tasks become impossible when the required "mixing"
between nodes (measured via the Hessian) exceeds what MPNNs can generate. Like MPC, this can
capture practical impossibilities arising from over-squashing. However, their framework considers
only pairwise interactions with restrictive assumptions on the task (twice differentiable tasks, not
dependent on graph topology).

While these works study individual theoretical or practical limitations of GNNs, MPC is the only
framework that captures both theoretical expressivity and practical limitations while allowing analysis
of arbitrary tasks.

8 Conclusion

We show that classical expressivity theory cannot explain MPNN performance in real-world settings.
To narrow the gap between theory and practice, we propose MPC: a continuous complexity measure
that quantifies the message-passing difficulty of tasks for different architectures. By building upon a
novel probabilistic variant of the WL test, MPC retains all impossibility results from iso expressivity
theory while capturing practical limitations like over-squashing and under-reaching. Our extensive
validation on fundamental MPNN tasks reveals that trends in MPC complexity correlate with empirical
performance, explaining phenomena that iso expressivity theory cannot address. Notably, our analysis
indicates that the success of (higher-order) MPNNs often stems from low task complexity rather than
increased iso expressivity. This perspective shifts focus from maximizing expressivity to minimizing
task-specific MPC complexity, providing clear directions for architectural innovation.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our abstract and introduction accurately reflect our three main claims: 1)
traditional expressivity theory has limitations that prevent it from explaining real-world
GNN performance, 2) our proposed MPC captures practical limitations of MPNNs while pre-
serving theoretical impossibility results, and 3) MPC correlates with empirical performance
where expressivity theory fails to differentiate. In § 3, we thoroughly analyze limitations of
expressivity theory. § 4.2 establishes formal connections between MPC and practical phe-
nomena like over-squashing and under-reaching, while proving MPC preserves expressivity
theory’s impossibility results. § 5 empirically validates that MPC complexity correlates with
MPNN performance across multiple tasks.

Guidelines:

¢ The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We provide a dedicated section that discusses key limitations (§ 6), including
our abstraction from model parameterization, limited support for attention-based models,
challenges with exact complexity computation, and the fact that complexity values should
only be compared across a single dimension of freedom.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.
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* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All theoretical results include the full set of assumptions and are properly
numbered and cross-referenced. For Lemmas 4.10 and 5.3 we provide only an informal
version in the main body and defer a formal version to App. C. All proofs of theorems can
be found in App. C.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide comprehensive experimental details in App. D.1, including
model architectures, hyperparameters, and dataset specifications that allow reproduc-
tion of all experiments. An algorithm for simulating MPC complexity values is de-
fined with pseudocode in Algorithm 1. Additionally, we provide our code at https:
//www.cs.cit.tum.de/daml/message-passing-complexity/.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
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(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: ~ We provide our code at https://www.cs.cit.tum.de/daml/
message-passing-complexity/.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All experimental details — including the type of optimizer, the model hy-
perparameters and how they were chosen — are provided in App. D.1. Key experimental
parameters are also detailed in the main paper (e.g., number of layers L for retaining infor-
mation task). For our experiments on benchmark datasets, we use the standard pre-defined
splits.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.
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* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: All performance results are averaged over 3 random seeds. For all lineplots,
we use Seaborn’s built-in functionality which displays shaded regions representing the 95%
confidence interval around the mean.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
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Justification: The research conforms in every respect with the NeurIPS Code of Ethics.
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10. Broader impacts
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* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets
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* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
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A Extended Related Work

Existing efforts to address the limitations of iso expressivity theory typically target only one limita-
tion, focusing on either overcoming its task-agnostic nature, the unrealistic assumption of lossless
information propagation, or its binary characterization of expressivity.

Task-Specific expressivity While iso expressivity theory is task-agnostic, recent works have
proposed studying specific graph-related tasks to get a more fine-grained hierarchy of the expressivity
of higher-order MPNNs (beyond the WL test). For example, expressivity has been analyzed in the
context of substructure recognition [53] and graph biconnectivity [52].

A separate line of work characterizes the node-level functions computable by MPNNSs in terms of
fragments of first-order logic [23]: Barcel6 et al. [3] showed that standard MPNNs with sum aggrega-
tion and ReLU activations can uniformly express graded modal logic. Subsequent work analyzed the
effect of different activation functions [29], and more recently, these logical characterizations were
extended to various higher-order MPNN5s [50].

However, all these works only provide existence results: they show whether there exists some model
instance of an architecture that can solve a task or not. Such results neglect practical limitations like
information loss (seem in phenomenons like over-squashing or over-smoothing) occurring in trained
real-world models. Moreover, the characterizations are inherently binary (solvable or not), offering
limited insight into the practical difficulty.

Accounting for Lossy Information Propagation. Some works explicitly account for the lossy
information propagation inherent in practical GNNs. Negative results have been derived by consider-
ing limited hidden dimensions [35] or by analyzing the maximal "mixing" of node representations
[20]. However, these approaches are restricted to specific model architectures and provide binary
results, rather than a nuanced understanding of how lossy propagation impacts practical performance
in arbitrary tasks.

Beyond Binary Expressivity. To address the binary nature of classical expressivity theory, some
works define distances between graphs to represent the difficulty of distinguishing them. Examples
include tree-based distances [12], graphon-based distances [7], and Wasserstein-based distances [10].
While these metrics provide a continuous measure, they remain task-agnostic and are independent of
model architecture.

Restricted Graph Families. Classical expressivity theory evaluates GNNs on the set of all possible
graphs, which may not align with the restricted graph families encountered in real-world applications.
Recent works examine expressivity within specific graph families, such as planar graphs [13] and
outer-planar graphs [4], providing more relevant insights for certain domains.

Higher-order MPNNs and variants of the WL Test. A plethora of Table 1: Fraction of graphs
higher-order MPNNS [5, 6, 46, 36] have been developed to surpass the  with unique WL hashes (ig-
WL test in iso expressivity. To quantify and compare their expressivity noring isomorphic graphs).
corresponding (higher-order) variants of the WL test [36, 5, 46,43] have  Similar to Zopf [54].

been developed. However, we show in Tab. 1 similar to Zopf [54] that
the standard WL test already suffices to distinguish almost all graphs in
standard benchmarks. Hence, expressivity theory statements that only ~Reddit-Binary 100%

Dataset Unique WL

focus on expressivity beyond the WL test cannot offer explanations for gfpﬁdes }883’
performance differences of models that are at least WL expressive on Enuzt;rgn o | 00(7‘;
these popular benchmarks. Protein-dataset 100%
Many of these higher-order methods, along with an overview of WL ZINC-subset 100%

ZINC-full > 99.99%

variants, are comprehensively surveyed in Morris et al. [37].

Real world limitations of GNNs Several fundamental limitations of GNNs have been identified in
practical applications. Under-reaching [3] occurs when nodes cannot access information from distant
parts of the graph due to insufficient layer depth, effectively limiting the receptive field of each node.
Over-squashing [1, 41, 19] describes how graph topology can create bottlenecks in message passing,
preventing effective information flow between nodes even when they are theoretically within each
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other’s receptive field. This is distinct from over-smoothing [33], where increasing the number of
layers causes node representations to become indistinguishable as all nodes converge to the same
representation. These limitations highlight a crucial gap between theoretical expressivity and practical
capabilities of GNNs.

Practical power of standard GNNs A few other works highlight a disconnect between theoretical
expressivity limitations and the practical capabilities of standard GNNs. While expressivity theory
establishes that standard GNNs cannot count any non-trivial substructure [11], recent studies reveal
important exceptions. Pellizzoni et al. [40] identify specific conditions on the graph family G under
which standard GNNs can count substructures and demonstrate that many real-world datasets satisfy
these conditions for important substructures like small cycles. Similarly, Kanatsoulis and Ribeiro
[28] showed that adding randomized node features enables standard GNNs to count small cycles.

Task-Model Alignment. Beyond expressivity, our work aligns with efforts to quantify the compati-
bility between a model and its target task. For instance, Xu et al. [49] define on a higher level the
concept of algorithmic alignment between a general neural network and an algorithm, showing that
higher alignment leads to lower sample complexity. Similarly, our proposed complexity measure can
be interpreted as quantifying the alignment between a specific graph task and the message passing
steps needed to solve it for a given MPNN architecture.

In summary, while existing works address individual limitations of classical expressivity theory, none
provide a unified framework addressing all limitations.

B Extending MPC: More Architectures, Graph-Level Functions, and Feature
Noise

In the following, we show how MPC can be extended to a wide range of architectures beyond
standard MPNNs and to graph-level functions. Additionally, we sketch a potential extension to
include additional sources of complexity, such as feature noise. Furthermore, we sketch how one
could easily adapt the framework to operate on temporal graphs.

B.1 General Message Passing Framework

In the following, we provide a general message passing framework for MPC that captures a wide
range of existing MPNN architectures M.

While standard MPNNs Mg perform message passing directly on the input graph G, other architec-
tures operate on a transformed message passing graph G = ¢(G):

msgh(hl-Y) if w=wv
= (T ) T i e Gagg (o |0 € No(0)U {01))
The transformation ¢ defines the MP graph structure G by determining which nodes exchange
messages. While standard MPNNs used the input graph G directly as G, recent architectures
introduce modifications like virtual nodes [18], rewired edges [41], or higher-order graphs [46]. We
assume ¢ preserves original nodes Vg while potentially adding nodes or adding/modifying edges.
A general MPNN architecture M is defined through the transformation ¢ and the number of layers
L, characterizing which nodes exchange information. It abstracts away from the specific choice
of aggregation method and update function, which is a sensible simplification since many recent
models treat the choice of aggregation method as a hyperparameter and use MLPs as update functions
(providing universal function approximation capabilities).

This framework captures many existing MPNNs (potentially with some simplifying assumptions):

Standard MPNNs Standard architectures like GCN [31], GraphSage [25], GIN [48] perform
message passing directly on the input graph, i.e., G = ¢(G) = G. They differ in aggregation method
(mean, sum, degree-normalized mean). Some architectures, like GCN, restrict the possible choices of
msg and upd function and do not distinguish self-loops from normal edges, i.e., msg, = msg;. Note
that, as discussed above, our MPNN framework abstracts away these architectural choices.
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Virtual nodes, rewiring and additional features Modifications to the input graph such as addi-
tional virtual nodes [18], edge rewiring [41], or additional node features (e.g., including substructure
information like in GSN [8]) can be directly modeled in our framework by choosing the appropriate
transformation function ¢.

Higher-order MPNNs Higher-order MPNNSs that augment the input graph with higher-level struc-
tures are also representable. FragNet [46] builds an additional higher-level graph of fragments (for
an arbitrary fragmentation scheme). We will focus here on the FragNet model with a fragmentation
scheme identifying rings without edge representations. We model this by adding additional fragment
nodes connected to all constituent input nodes, with labels corresponding to fragment types. The
CIN [5] model follows a similar approach by having representations for all original nodes, edges,
and CW-cells (rings). Upper messages are messages from nodes to their corresponding edge rep-
resentation, and from edges to the corresponding ring representation (if any). Boundary messages
are messages between nodes sharing an edge and between edges that are both in the same ring. The
initial representation of CW cells is an aggregation of the features of their constituent nodes. We
represent edges and CW cells (rings) by additional nodes in GG. The initial feature of a ring node
is the aggregation of all node features of the ring. We have edges between: neighboring original
nodes, original nodes and their edge nodes, edge nodes within the same ring, and edge nodes and
their rings (if any). Note that we cannot represent in our framework that boundary messages also
contain information from the corresponding upper neighborhood. Importantly, both fragNet and CIN
use different update functions for different types of messages. This too can not be modeled in our
formulation of M instead, we assume just one update function. While one could, in theory, extend
our framework to include different kinds of message updates, we choose against this as our existing
framework, with this simplification, already captures the models’ empirical performance well.

3D GNNs: DimeNet Next, we sketch how our framework can model GNNs incorporating 3D
information, exemplified by DimeNet [32]. This architecture maintains representations for all
directed edges and incorporates angular information. In our framework, this can be captured by using
the directed line graph G = (V, E) of the original graph G as the message passing graph where
V = F (the original edges become nodes) and for any e; = (v;,vx), €2 = (v, v;) € E, we have
(e1,e2) € E. The angular and distance features of DimeNet can then be incorporated as edge/node
features in this transformed message passing graph.

Given this general message passing framework, we can naturally extend MPC from standard MPNNs
M to general MPNNs M by applying lossyWL to the transformed message passing graph G = ¢(G)
rather than the input graph:

Definition B.1 (MPC). For G,v € Gy, a function f over Gy, and a L-layer MPNN M, define
MPC (£, G) = —log P[lossyWLE (t(@)) Eg, fu(G)].

Analogously, we can extend our baseline WLC to general MPNNs M:
Definition B.2. For G,v € Gy, a function f over Gy, and a L-layer MPNN M, define

oo if WLE(H(@)) g, fu(G)

WLCMm(fo, G) = {O else

B.2 Graph-Level Tasks

Additionally, we can generalize MPC to graph-level tasks f : G — R*. A graph-level output of an
MPNN architecture M is learned by aggregating all final node representations hZ and transforming
the aggregated result. This can be represented in our MPNN framework by having an additional
readout node vgiobal that receives messages from all other nodes only in the L + 1-th layer. MPC is
then defined over the graph, node pairs {(G, vgiopal) | G € G}.

B.3 Additional Sources of Complexity: Feature Noise

While MPC is designed to isolate the complexity arising from the message passing topology, it can
also be extended to include additional sources of complexity arising in practice, such as feature noise,
thereby providing a more unified practical understanding of task-difficulty. We sketch here such a
possible extension:
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Let X, be the true feature of node v, and let X, be the observed noisy feature according to some noise
distribution X, ~ N, (X,). Our probabilistic formulation naturally accommodates this additional
source of difficulty by modifying the initialization step in Definition 4.3 to incorporate noise:

lossyWL? = X, with X, ~ N,(X,).

Notice that this general model of feature noise subsumes missing features as a special case. All in all,
this demonstrates a promising direction for incorporating additional practically relevant sources of
complexity within a unified framework in future work.

B.4 Temporal Graphs

MPC can be naturally extended to temporal graphs as well. Consider snapshot graphs G” at time
point 7, as defined in Longa et al. [34]. The complexity for a task f, then becomes time dependent:

MPCh(f,, G) := —log PlossyWLE (t(G7)) Fg,, fo(G)].

This extension opens up interesting directions for future work, such as analyzing how the complexity
of specific tasks evolves over time as the underlying graph changes.

C Proofs and Extended Theorems

In this section, we present all proofs and extended/formal versions of the theorems in the main body.

Extended Notation Let o denote function composition. Additionally, let o ~! be the preimage of
a function o : X — Y, ie, a”l(y) = {z € X | a(z) = y}. If X is clear from the context, we
will simply write a F (3 instead of o Ex /3. We define WL, := WLL and lossyWL,, := lossyWLf ,
i.e., we omit the layer superscript for the final layer L. Additionally, we say a message m., ,, in the
lossyWL test is lost, if wa = 0, otherwise we say it was successful. Let M, (G) denote the final
output hf of a model at node v. Additionally, we will say a set S C 2U of sets over an universe U is
upward-closed if A € S implies that any B C U with A C Bisalsoin S, i.e., B € S. 1[condition]
denotes the indicator function defined as 1 if the condition is true and O else. We use the terms "ring"
and "cycle" interchangeably.

We will often represent a probabilistic function 7 with domain X and finitely many possible proba-
bilistic outputs in Y (each with rational probability) as a deterministic function 7(z, s) or 75(z) with
a seed drawn uniformly at random from a finite set of seeds .S. We will sometimes (slightly abuse
notation and) write 7(z, s) Fx xs () for a non-probabilistic function 5 : X — Z if

Vo' e XVs' € S:r(x,s)=71(d,s) = B(z) = B(2),

i.e., if one can deduce (x) from the output of 7(x, s). With this notation, we can nicely write
Definition 4.4 as
Plr(z) Fx B(2)] := Pses[r(x, s) Exxs B(x)].

Additionally, we will define the concept of necessary and sufficient messages that we will use in
several proofs.

Definition C.1. We call a set S of messages (or rather message identifiers (a, b, 1)) sufficient for a
function f, on a graph G, if it is possible to deduce f, from lossyWL,, given that the messages in S
were successful, or more formally:

/\ Zl, =1 = lossyWL, (t(Q)) Eg,, fo(G).
(a,b,l)eS

Definition C.2. We call a set S of messages necessary for a function f, on a graph G, if it not
possible to deduce f, from lossyWL, if any of the messages in S were lost, or more formally:

J(a,b,1) €S: Z, =0 = lossyWL, (t(Q)) g, fo(G).

Lastly, we define the probability of a set S of messages as the probability that all messages were
successful:
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Figure 7: Example for Definition 4.1 showing sets X, Y, Z and functions «, 5. We have o F 3 as
a(x) E B(x) for all z € X. By Lemma C.4, there exists a function 7 with 8 = 7 o «. Contrarily,
B ¥ « as there exist 1,22 € X with 5(z1) = B(x2) but a(z1) # a(zs2). Intuitively, this means
that function « is more fine-grained than .

Figure 8: Example for Definition 4.4 showing sets X, Y, Z and a probabilistic function @ and
a deterministic function 3. The probabilistic function « can be represented by two deterministic
functions v, , s, where the seed is drawn uniformly at random. We then have Pla(z1) F 5(z1)] = 1.
Intuitively, we can deduce (1) for every probabilistic outcome of «(x1). Whereas for xo, x3, we
have Pla(xs) E f(z2)] = Pla(xs) E B(z3)] = 0.5.

Definition C.3. Define the probability of a set of messages as

P[s]:= [ P2 =1l
(a,b,l)esS

To simplify notation, we will prove all statements in Apps. C.2 to C.5 for M g. The proofs for general

model architectures M follow completely analogously by performing lossyWL on G= t(G) instead
of G, i.e., by replacing G with t(G) and Mg with M.

C.1 Function Refinement

First, we will now prove the following useful lemma (see also Fig. 7).

Lemma C.4 (Refinement). If, and only if, o E (3, there exists a function T such that f = T o .

Proof. First, we will show that « = § implies that there exists a function 7 with 5 = 7 o a.. Define
T:a(X) > Zas

7(y) := B(x) forz € a™'(y)

This function is well-defined because by definition of F, we have for all 71,75 € a~1(y): B(z1) =
B(z2). And it follows immediately that 5 = 7 o a.

Next, we will show that « ¥ [ implies that there does not exist such a function 7 with § = 7 0 a.
Assume for the sake of contradiction that 7 exists. From « (3, it follows that there exist 1, zo with
a(z1) = a(ze) but B(x1) # B(x2). Then

T(a(z1)) = 7(a(22)) = B(z2) # B(x1) = 7(a(z1)).

Hence, 7(a(x1)) # 7(a(x1)) which is a contradiction. O
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C.2 Connection of standard MPNNs to WL

Next, we will show that there exists a model in our standard MPNN framework that is at least as
expressive as the WL test. In fact, there exists a model performing exactly the WL test:

Lemma C.5. There exists a model M € M g that performs exactly the WL test, i.e., for all G,v € Gy
M,(G) = WL, (G).

Proof. We show this inductively over the number of layers L. For L = 0 this follows immediately
from WL (G) = X, and M?(G) = X, for any O-layer model M° € M. For L = [ > 0, assume
that there exists a model M'~! with M!~! = WL!~!. Then consider a model M that executes
M'=in the first | — 1 layers:

. {msgé(WLfﬂ_l) if w=v

w—v T mSgll(WLlil) else and hfu = updl(agg ({{miv—)'u ‘ w e NG(U) U {U}}}))

m

We now need to show that there exist functions msgé, msg}, agg and upd such that for all G,v € G
hl, = WLl = HASH (WL, ', {WLL " | u € Ne(v)}}) .

Zaheer et al. [51] show that one can represent any (permutation-invariant) function «(X) operating
onaset X as 8 (3, .y ¢(x)). As we can differentiate between msg, , and msg, it is easy to see that
there also exists functions msgf), msgﬁ and upd such that with sum-aggregation, we have:

WL (G) = HASH (WLL' (WL | u € Ng(v)})

= updl Z msgé[u):v] (WL'lLljl)
wENg (v)U{v}

= updl Z miv—)v
wENg (v)U{v}
=h!
= M\(G) O

C.3 When MPC becomes infinite: Connections to iso expressivity theory

We will now prove important theoretical properties of MPC. For this, we will first prove the following
useful lemma showing that MPC is infinite precisely for the same tasks and graphs where WLC is
infinite:
Lemma C.6. We have:
PllossyWL, (G) Fg,, fu(G)] >0
if and only if
WL, (G) Fgy, fu(G).

Proof. We will say a message m!, ., is visible to lossyWL, if there exists a L — [ length walk from
btov.

We will first assume that WL, (G) Eg,, f,(G). The proof idea for this direction is that with positive
probability lossyWL loses no to v visible message and performs exactly the normal WL test. This
coloring will always be different from lossyWL colors with visible lost messages and can, hence, by
assumption, be used to deduce f,.

Formally, notice that with probability > 0 lossyWLg performs exactly the normal Weisfeiler-Lehman
test at node v, i.e., no to lossyWL,, visible messages are lost (Z!, = 1 for all visible messages). Now
consider such a seed s; € S for which no visible messages are lost. Then for all seeds so € S and
G2, w € Gy for which messages visible to lossyWL, (G2) are lost, we have

lossyWL, (G, s1) # lossyWL,, (G2, s2)
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because of the injectiveness of the HASH function, and only lossyWL,, (£(G), s2) has visible lost
messages m = 0. Hence, we have for any s, € S and G2, w € Gy

lossyWL, (G, s1) = lossyWL,, (G2, s2) = WL,(G) = WL,,(G2)

as lossyWL, (G, s1) = lossyWL, (G2, s2) implies that s loses no to w visible messages, i.e.,
performs exactly the WL test at w as well. Therefore,

lossyWL, (G, s1) Fg, xs WLy (G).
And from the assumption and the transitivity of I, it follows that
lossyWL, (G, s1) E WL, (G) E f,(G),

yielding
PllossyWL, (G) Eg,, fu(G)] >0

Now we show that from WL, (G) ¥g,, f,(G), it follows that P[lossyWL, (G) Eg,, f,(G)] =0, i.e.,
losing messages cannot make the probabilistic WL test more expressive than the deterministic WL test.
WL, (G) E f,(G) implies there is G',w € Gy, with WL, (G) = WL,,(G’) but f,(G) # f.(G").
Then, for every seed s; € S, there exists a seed s € S such that

lossyWL, (G, s1) = lossyWL, (G', s2).
(the same messages to WL equivalent nodes in G and G’ are lost). Hence by Definition 4.4,

P(lossyWL, (G) Eg,, fu(G)) = 0. O

Using this, we can prove when MPC becomes infinite:

Theorem 4.6 (Infeasibility). The complexity for G,v € Gy and function f is MPC p((fo, G) = oo if
and only if there exist G',w € Gy such that f,(G) # fu(G') but M,(G) = M, (G") for all model
instantiations M € M.

Proof. Assume first that there exists G,v € Gy with MPC . (f, G) = oo. By definition, this
implies that
PllossyWL,,(G) Fg, fu(G)] = 0.
From Lemma C.6 it follows that
WLU(G) J#Qv fv(G)~
By definition of & this implies that there exists G', w € Gy with WL, (G) = WL,,(G’) but f,(G) #
fw(G"). Now it follows from the fact that the WL test upper-bounds the expressivity of standard

MPNNs Mg [36] that also all models M € M cannot differentiate G, v from G’ w, i.e., M,,(G) =
M, (G).

Now, assume that MPC . (f, G) # oo. By definition, this implies that
PllossyWL,(G) Fg, fu(G)] > 0.

From Lemma C.6 it follows that

WLU(G) ?gv fv(G)
By definition of F this implies that there do not exist G',w € Gy with WL, (G) = WL, (G)
but f,(G) # fu(G'). Now note that by Lemma C.5 there exists a model M € Mg performing
exactly the WL test. Hence, there exists M € Mg such that there does not exist G', w € Gy, with
M’U(G) = MU)(G/) but fv(G) 7é fw(G/)- O

With this, we can also globally characterize which functions an MPNN can express:

Lemma 4.7. There exists no model instantiation M € M such that M,(G) = f,(G) for all
G, v € Gy if and only if there exists G, v € Gy with MPCp(fo, G) = 0.

Proof. If there exists M € M such that M, (G) = f,(G) for all G, v € Gy, it follows directly from
Thm. 4.6 that there does not exist G, v € Gy, with MPC rq, (f,, G) = c0.
If there does not exist G, v € Gy, with MPC aq, (f,, G) = o0, this implies that for all G, v € Gy,

PllossyWL, (G) Fg, fu(G)] > 0.
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Hence, by Lemma C.6 for all G, v € Gy,
WL, (G) Eg, fo(G).
So
WL Eg,, f.

By Lemma C.5 there exists M € Mg with M Fg,, f. And by Lemma C.4 a function 7 such that for
all G,v € Gy

70 M,(G) = f,(G).
l

But then we can squash the function 7 also in the last update layer of M, i.e., upd,,, = 7o upd’.
With this, we have found a model M * such that

M3 (G) = fu(G)
forall G,v € Gy. OJ

As a special case, we can recover the iso expressivity statements defined in Definition 3.1. For this,
we use the graph-level formulation of MPC. Note that all previous theorems generalize completely
analogously also to this graph-level version.

Lemma C.7 (MPC preserves impossibility statement of Iso Expressivity). Let « be a graph isomor-
phism test. Then M is at least as expressive as o if and only if there does not exist G € G* with

MPC (e, G) = ox.

Proof. If MPC (v, G) = oo for some G € G*, then by Thm. 4.6, there exists G’ € G* such that
M(G) = M(G’) for all M € M but a(G) # a(G"). From this follows directly that M is not at
least as expressive as a.

Now assume that there does not exist G € G* with MPC o («, G) = co. Then by Lemma 4.7 there
exists M € M with M (G) = a(G) for all G € G*. Therefore, M is at least as expressive as c. [

C.4 Bounding MPC: Function Refinement & Compositionality

Next, we will prove bounds on MPC relating to how fine-grained a task is and how it can be
decomposed into individual subtasks. First, we prove that a more fine-grained function cannot have
lower complexity than the coarser function it refines:

Theorem 4.8 (Function refinement). Let f be a function that is more fine-grained than g, i.e.,
f Egy g. Then for any G,v € Gy: MPCrp(fy, G) = MPC a4 (g0, G).

Proof. The intuitive idea for this proof is that if the set of successful messages in lossyWL suffices to
deduce f, it is also always possible to deduce the more coarse-grained g.

First, note that F is transitive. Then, it follows directly that for every seed s € S for which
lossyWL (G, s) Fg,, xs fo also lossyWL, (G, s) Fg,,xs gv. Therefore

PllossyWL, (G) Eg,, fu(G)] < PllossyWL, (G) Eg,, g,(G)].

And hence,
MPCM(fvaG) > MPCM(gvaG)' [

Now, we will prove the compositional property of MPC.

Lemma 4.9 (Task Triangle Inequality). Let f and g be functions, and || denote concatenating function
outputs. Then for any G,v € Gy: MPCu(fy g0, G) < MPCa4(fy, G) +MPCpq(gy, G).

Proof. Let Ly be a sufficient set of messages for f,, on graph G. Let LL.; denote the set of all such
sufficient sets Ly. Notice that IL.s is upward-closed, i.e., any superset of a Ly € Ly is also sufficient
and therefore in ;. This intuitively means that more successful messages cannot hurt. Define
analogously L, for the task g.

For a set of messages S define af(S) = 1[S € IL¢]. Then, o is an increasing function over sets, i.e.,
SCS = as(S) < ayp(S),because Ly is upward-closed. From the Fortuin—Kasteleyn—Ginibre
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(FKG) inequality, we then have (where S follows the distributions of the sets of successful messages
in lossyWL):
Ela(S)ay(5)] = E[ay(5)] - Elag(5)]
implying
PllossyWL, (G) E f,(G) AlossyWL (G) F ¢,(G)]
> PllossyWL, (G) E f,(G)] - PllossyWL, (G) E g,(G)]

and thereby

MPCr(follgv, G) < MPCuq(fy, G) + MPCr1(Go, G). O

C.5 Connection of MPC to Over-squashing and Under-reaching

To formalize Lemma 4.10, we first need to define when a task f, requires information from another
node u.

Definition C.8. We say a task f,, over graphs G requires (node-feature) information from a node w if
there exists G, G? € G that are identical except for the node features X! # X2 and

Fo(GY) # fu(G?).

So a task requires information from a node w, if without this information it would be impossible to
compute f.
With this in place, we can give a formal version of Lemma 4.10:

Lemma C.10. Consider a task f, and a graph G € G where f, requires node-feature information
from u. Then

MPC p(fo, G) > —log (I")ou) -

Proof. Intuitively, we will show that in order to deduce f, from lossyWL,, there needs to exist an
L-length walk from u to v where all messages were successful (as f, requires information from ).
The probability of this can be in turn upperbounded by the random walk probability.

Formally, we need to show that
PllossyWL, (G) E £o(G)] < (I")yu.
For this we will upper bound P[lossyWL, (G) F f,(G)] by the L step random walk probability from
v to u.
For this, let W,;, be the event that there exists x1, ...z _1 € Vg with

ZV =1naZ2  =1AZ2 =1A---AZEE =1A2ZE 1.

axy T1T2 Tow3 Tp_2Tp 1 zr—1b

We then say Z contains a (L-length) walk from a to b. Additionally, let W/, be the event that Z
contains a specific walk from a to b with fully specified intermediate nodes x ;. Then the probability

of W, is (using the independence of the variables Z):

= lea : I:ngl e IbCEL71

This is precisely the probability for a random walk from b to a over all intermediate nodes x; with
edge probabilities I. If we now consider all L-length walks W, ..., Wk from a to b, we get:

P[Wa] < PWh] + -+ PWh]

= P[L-step random walk from b to a with edge probabilities I]

= L)ba
Now note that if not W,,,, i.e., Z contains no walk from u to v, it is by Definition C.8 not possible to
deduce f,(G) from lossyWL, (G) as v will not receive any information from w.
Hence,

PllossyWL(G), F f,(G)] < P[Wy,]

(IL)vu . O

INIA
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With this we can easily prove Corollary 4.11:

Proof. If dg(u,v) > L there exists no L step walk from v to u on G. Therefore (IX),, = 0 and by
definition of MPC:

MPCM (fv, G) = Q.

C.6 Complexity bounds in § 5

First, we will prove two useful lemmas to upper and lower bound the MPC complexities:

Lemma C.11. Let S be a sufficient set of messages for a function f, on a graph G. Then

MPCr(fu, G) < —log(P[S]).

Proof. By Definition C.1 we have:

PllossyWL,(H(G)) F fo(@)] =P[ N\ Ziy=1]
(a,bl)€S
=P[S] O

And a corresponding lower bound:

Lemma C.12. Let S be a necessary set of messages for a function f, on a graph G. Then

MPC(M, f,,G) > — log(P[S]).

Proof. It follows directly from Definition C.2 that

PllossyWL, (H(G)) F fo(@)] <P[ N\ Zi, =1]
(a,b,l)eS
= P[s] 0

Retaining information We will first prove the complexity bound Lemma 5.1 for the task of
retaining the initial node feature: f,(G) = X,.

Lemma 5.1. Assume the degree r > 2. Then the expected MPC complexity for this task
E¢ vy, [MPC A (fo, G)] grows at least linearly with L, i.e., is in Q(L), for all MPNNs M .

Proof. Note that for r > 2, I,;, < 1 for all nodes a,b € V¢ for all model architectures except the
MLP. Then, with positive probability, all messages are lost in a layer [, i.e., Z fhb =0foralla,b € Vg.
Hence, only with probability ¢ < 1 any message is successful in layer [. A necessary condition for
retaining the initial node feature is that in every layer, at least one message is successful. Thereby, we
have the following lower bound:

PllossyWL, (t(G)) E f(G)] < ¢~.

It follows immediately, that
MPC(M, f,,G) > Llog(1/6). O

Propagating Information We will now prove the complexity bound Lemma 5.2 for the task
fo(G) = X, of propagating information from a source node u to a target node v at distance
D =dg(u,v).

Lemma 5.2. Assume L is the minimum depth required to solve this task with M. Then the expected
complexity Eg y~g, [IMPCA(fy, G)] is < 2log(n) for GCN-VN, while for standard MPNNs it is
> Dlog(r) provided n is sufficiently large given D.
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Proof. Trivially, for the MLP baseline and D > 0, we have:
MPCMLP(fv, G) = OQ.

For GCN-VN, notice that each original node in G has degree r + 2 (r neighbors in the input graph,
the self-loop, and the connection to the virtual node) and the virtual node has degree 1/n. It is
easy to see that for D = 0 and D = 1, the minimal depth required to solve this task is L. = 0 and
L = 1, respectively. Trivially, the MPC complexities for these cases are 0 and log(r + 2). Both are
< 2log(n).

For D > 2, the minimal depth required to solve this tasks is L = 2: One sufficient set of messages
consists of the message from « to the virtual node (which has probability of success 1/n) and from
the virtual node to v (which has probability of success 1/(r + 2)). By Lemma C.11, this implies

MPCGCN»VN(fv, G) < log(n(r + 2))

And hence,
MPCgenyn(fo, G) < 2log(n).

For all other MPNNES, notice that the probability that G, v ~ Gy, contains a cycle where every node is
in the D-hop neighborhood around v approaches 0 as n — oo for a given D. Hence, we can choose
n such that this probability is < e for any € > 0.

Then, we can bound the expected complexity by (as MPC is always non-negative):

E¢.vngy [MPCat(fo, G)]
> P[no cycle around v] - Eg yg,, [MPCA((fy, G) | n0 cycle around v]

=(1—¢€) Egyg, [MPC(fy, G) | no cycle around v]

where "no cycle around v" denotes the event that there is no cycle where every node is in the D-hop
neighborhood around v.

Next, we need to bound E¢ ,~.g,, [MPCr((fy, G) | no cycle around v]. For this, we will show that
MPC u((fo, G) > log((r + 1)) for any G, v € Gy, without a cycle around v. It is easy to see that
for all considered MPNNs without a virtual node, the minimal depth required to solve this task is
then L = D. Then, a necessary set of messages consists of the messages on the only (as there is
no cycle around v) D-length path from « to v. Each message on this path has a success probability
< 1/(r +1). By Lemma C.12, this implies:

MPC (£, G) > log((r + 1)7)

Finally, by choosing € small enough, we have

E¢.vngy [MPCat(fo, G)]
> (1—¢€)-Egu~g, IMPCr(fo, G) | no cycle around v]

> (1—e)-log((r+1)P)
> Dlog(r) O

Extracting topological information Lastly, we consider the ring transfer task. To simplify nota-
tions here, we will consider the complexity of f,,(G) = X, for a single node u on the cycle of size s
that v is part of. The tasks involve 1) identifying that w is part of the cycle 2) propagating the node
feature information from u to v. We will now prove the complexity bounds in Lemma 5.3:

Lemma C.13. Assume L is the minimal depth required to solve the task f,(G) = X,, with architec-
ture M where u is a node on the cycle of size s that v is part of. Further assume that there is only a
single cycle in the [s/2]-hop neighborhood of v. Then, the expected MPC complexities are:

For CIN & FragNet: O(log(sr)) For GSN: < [s/2]log(r+1) For all others: > slog(r)
Proof. FragNet: Notice that for FragNet L = 2 is the minimal depth required to solve this task. With
L = 2 a sufficient set of messages involves a message from u to the fragment node that represents

this cycle (with message success probability 1/s) and from the fragment node to v (with message
success probability 1/(r + 2)). Using Lemma C.11, the bound follows immediately.
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CIN: Again, for CIN L = 2 is the minimal depth required to solve this task. A sufficient set of
messages involves a message from the ring node (which contains as initial encoding all node features
from the nodes in the ring) to an edge node. And from the edge node to v. Notice that the edge node
has degree s + 2 (an edge to every other edge node in the cycle, an edge to the ring node and two
edges to the original nodes) and v has degree 2r + 1 (edges to all r neighboring nodes in G, edges to
corresponding edge nodes, and self-loop). Hence, we have message success probabilities 1/(s + 2)
and 1/(2r + 1). Again, using Lemma C.11, the bound follows immediately.

GSN: Notice that for GSN the cycle information is already contained in the initial node-feature. So
the task is simply to propagate the node feature information to v for a distance of at most [s/2].
Hence, a sufficient set of messages consists of the messages on a path of length L < [s/2] from
u to v, each with success probability 1/(r + 1). Again, using Lemma C.11, the bound follows
immediately.

All other MPNNSs: For all other MPNNSs, the minimum depth required to solve this task is L = s
(for L < s, it is impossible to detect the cycle). It is easy to see that in order to identify the cycle at
node v, there needs to be a set of successful messages going around the full cycle returning to v. Or

more formally, for a cycle consisting of nodes v, a1, aqo, ..., as—1,v, we define two possible message
traversal patterns:
Cycley, :=Z), =1ANZ2 ., =1NZS . =1N---NZ) =1
and
Cycle :=Zy, | =1NZ2 . ,=1ANZ} . =1A---NZ, =1

Additionally, node v must retain its unique node feature throughout all L layers to recognize that the
returning messages originated from itself.> Hence, a necessary condition for lossyWL, (G) F f,(G)
is

Zyy=1NZ2,=1A---NZj, =1 (Cycle, V Cycle).
Therefore, we have

PllossyWL, (G) E f,(G)] <P[Z}, =1AZ2 =1A---NZE

VU VU

= 1 A (Cycle,, V Cycle4)].

Notice that P[Z!,] = 1/(r + 1) for any message, as every node has degree r and the additonal
self-loop. Then, because of the independence of all Z (llb, we have
PllossyWL,(G) F f,(G)] <P[Z), =1ANZ}, =1A---ANZ5, = 1A (Cycle,, V Cycle)].
=P[Z),=1NZ2, =1N---NZ5, =1] P[Cycle,, V Cycle ]
< 1/2-P[Cycle,, V Cycle )]
<1/2-2-P[Cycle,,]

:(ril)s‘

While this bound is not tight (we’ve made several relaxations), it is sufficient to establish the > slog(r)
MPC complexity lower bound.

MLP: The complexity is trivially infinite. O

Lastly, we give a short proof why WLC is 0 for this task. For this, we generally show that for
graphs with unique node features any (at least WL-expressive) architecture with at least one layer can
distinguish all non-isomorphic graphs, and hence solve any task.

Lemma C.14. Let G be a family of graphs with unique node features, i.e., for any G € G, no two nodes
v,w € Vg have the same node features. Then the WL output after one iteration {WL. | v € Vg }
differs for any two non-isomorphic graphs in G.

Proof. Let G1,G2 € G be two non-isomorphic graphs. Sup1pose, for contradiction, that the WL
output after one iteration is the same for both graphs, i.e., {WL; | v € Vg1 } = {WLL | w € Vg, }
as multisets.

3A sufficient condition for this task would be even stronger, requiring all nodes in the cycle to retain their
features until the messages through the cycle reach them.
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Since all node features in G; and G are unique within each graph, the initial WL labels WL are dis-
tinct for all nodes v in each graph. After one iteration, each WL consists of the node’s original feature
combined with the multiset of its neighbors’ features, i.e., WL} = (WLY, {WLY, | u € N(v)}).

Given that {WL! | v € Vg1 J} = {WLL | w € Vg, }}, there must exist a bijection f : Vg — Voo
such that WL, = WL}, forall v € V1.

This implies that for each v € Vgq: (1) WL?} = WL?C(U) (the original node features match), and (2)
AWLY |u e N(v)} = {WLY | w € N(f(v))} (the multisets of neighbor features match).

From (1), since node features are unique within each graph, f maps each node in G; to a unique
node in G5 with identical features.

From (2), for each v € Vg1, there must exist a bijection g, : N(v) — N(f(v)) such that WL? =
WLSU(U) for all w € N(v).

Due to the uniqueness of node features and (1), we must have g, (u) = f(u) for all w € N(v). This
implies that for all v € Vg and v € Vgi: u € N(v) <= f(u) € N(f(v)) Therefore, f is an
isomorphism between (G; and G2, contradicting our assumption that the graphs are non-isomorphic.
Thus, the WL output after one iteration must differ for any two non-isomorphic graphs in G. O

D Additional results and Experimental Details

We present the following additional results:

» Extended figures showing all considered model architectures across all tasks.

* Robustness analysis demonstrating that MPC predictions hold across different hyperparame-
ter choices (hidden dimensions) for the information retention task.

* Validation on Erdés-Rényi (ER) graphs, confirming that MPC accurately matches perfor-
mance trends also on a different synthetic graph family.

» Real-world validation on graphs from ZINC [15] and peptides datasets [14] showing that
MPC explains performance better than classical expressivity theory for real-world graph
structures.

* Results showing that insight on synthetic proxy tasks can mirror performance trends on
real-world benchmarks where the precise tasks are unknown.

Additionally, we carefully describe all experimental details and setups.

D.1 Implementation Details and Experimental Setup

We use pytorch [39] and torch-geometric [17] (released under an MIT license) for the implementation
of all models. For optimization, we use the Adam optimizer [30]. The training, validation and test
sets containing random r-regular graphs are generated using networkx [24]. For all standard MPNN5s
we use their pytorch geometric implementation. Note that GSN [8] only specifies the additional node
features and not the downstream MPNN. We use the most common MPNN, GCN, as downstream
MPNN for all experiments for GSN. For CIN [5] we use our own implementation following exactly
the method proposed in their paper. Additionally, for FragNet, we use a custom implementation of
their FR-WL model without edge representations using a GCN as base MPNN. For CIN, GSN, and
FragNet we use a fragmentation scheme identifying every cycle of size at most 6 (unless otherwise
noted). For all models we use an initial feature embedding layer and a final output MLP. Additionally,
we use BatchNorm [26] for normalization. We found little difference between learning rates in
{0.001,0.005,0.01} for all models and tasks. The shown results are for the learning rate 0.005. We
train all models for all settings using three different seeds for a maximum of 50 epochs, showing the
average results. All experiments are conducted on NVIDIA GeForce GTX 1080 GPUs with 16GB
memory allocation per job. Training times vary by model architecture, ranging from 10-30 minutes.
Monte Carlo simulations for complexity calculations run on a single Intel Xeon E5-2630 v4 CPU
(2.20GHz) and complete in under 10 seconds. The peptides dataset of the Irgb [14] is released under
a CC BY-NC 4.0 license. The ZINC dataset [15] is distributed under a custom license (free to use for
everyone).
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Figure 9: Test accuracy for retaining initial node features compared with complexity measures MPC
and WLC for all models. Simulated MPC (in contrast to WL-based WLC) matches trends in empirical
accuracy (for all models except for Sage and CIN), capturing increasing difficulty with depth.

D.2 Retaining information

For the task f,(G) = X, we randomly generate 3-regular graphs with n = 50 nodes where each
node is randomly assigned to one of ten possible classes. We use a training set of size 2000, a
validation set of size 500 and a test set of size 2000. We simulate the complexities using Monte Carlo
simulation on 100 different graphs from the test set, and for each graph 1000 trials (with the same
method explained in App. D.3). Fig. 9 shows the accuracy and simulated MPC complexity for all
considered model architectures. Additionally, Fig. 10 shows that the complexity measure is robust to
changes in the hidden dimension hyperparameter, i.e., trends in MPC complexity align with empirical
performance also for different hidden dimensions. Moreover, Fig. 11 shows how complexity and
accuracy changes for different levels of sparsity.

Erdés-Rényi graphs We repeat the retaining information experiment with Erdés—Rényi (ER)
graphs with n = 50 nodes and node connection probability p = 0.06. Fig. 12 shows that generally,
trends in MPC complexity align with trends in empirical performance (except for Sage and CIN, the
two models that directly optimize the weight of the residual channel) as well for ER graphs.
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a. Hidden Dimension: 32

MLP GCN GIN GSN FragNet
Acc MPC WLC Acc MPC WLC Acc MPC WLC Acc MPC WLC Acc MPC WLC
; ©-1.00 0.0 0.0 1.00 0.0 0.0 1.00 0.0 0.0 1.00 0.0 0.0 1.00 0.0 0.0 L0 >
o ~-1.00 0.0 0.0 091 1.5 0.0 0.91 1.5 0.0 0.90 1.5 0.0 0.92 '1.7 0.0 Eg‘ ’q%
§ < -1.00 0.0 0.0 0.66 [ 272 0.0 0.83 7474 0.0 0.87 |77 0.0 0.74 XN 0.0 0.5 5 =
g ©-100 0.0 0.0 0.36] 2.8 K] 0.34] 2.8 Y 0.33] 2.8 Y] 0.33] 2.9 Y § g
é’ © -1.00 0.0 0.0 0.29] 3.2 gAY 0.24] 3.2 gAY 0.27] 3.2 Ny 0.13] 3.3 AV o
b. Hidden Dimension: 64
MLP GCN GIN GSN FragNet
Acc MPC WLC Acc MPC WLC Acc MPC WLC Acc MPC WLC Acc MPC WLC
3'; ©-1.00 0.0 0.0 1.00 0.0 0.0 1.00 0.0 0.0 1.00 0.0 0.0 1.00 0.0 0.0 L0 >
o ~-1.00 0.0 0.0 0.92 15 0.0 091 1.5 0.0 0.90 1.5 0.0 0.92 '[1.7 0.0 ;g‘ %
_‘%‘ < -1.00 0.0 0.0 0.83 ¥l 0.0 0.87 [ 778 0.0 0.88 [7vA 0.0 0.83 7428 0.0 0.5 5 =
g ©-100 0.0 0.0 0.35] 2.8 K] 0.38] 2.8 Y 0.38] 2.8 K] 0.18] 2.9 Y g g
é’ © -1.00 0.0 0.0 0.30] 3.2 gAY 0.26] 3.2 gAY 0.27] 3.2 Ny 0.13] 3.3 gAY 0 o
c. Hidden Dimension: 128
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Figure 10: Influence of hidden dimension hyperparameter. Test accuracy for retaining initial node
feature task compared with complexity measures MPC and WLC for hidden dimension size a. 32,
b. 64 and c¢. 128 (for a selection of models). Even with larger hidden dimensions, MPNNs face
fundamental over-smoothing limitations that MPC captures while WLC does not. MPC consistently
predicts performance trends across all hidden dimension choices.
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Figure 11: Influence of degree r of the random regular graphs. Test accuracy for retaining initial
node feature task compared with complexity measures MPC and WLC for hidden dimension size a.
32, b. 64 and c. 128 (for a selection of models). Unlike MPC, MPC captures the increasing difficulty
as graph degree increases, demonstrating the importance of considering the graph topology.
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Figure 12: MPC captures practical difficulty across different graph families. Test accuracy and
average simulated MPC complexity for retaining initial node features on Erd6s—Rényi graphs (50
nodes, connection probability p = 0.06). Models are trained on 2000 graphs. MPC complexity (C)
correctly increases with layer depth (WLC would be 0 everywhere), demonstrating that our complexity
measure generalizes beyond random regular graphs to capture practical learning difficulties.
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Figure 13: Test accuracy by training data size for the information propagation task f, (G) = X, for
different distances D. Colored by average simulated MPC complexity per distance. MPC correctly
captures the increasing sample complexity with distance and the performance advantage that a virtual
node offers for long-range dependencies.

D.3 Propagating Information

For the task f,(G) = X, we randomly generate 3-regular graphs with n = 50 nodes. In each graph,
we randomly select a target node v. For a given distance D, we select a node u with distance D from
v. Then, v gets the unique label 0 identifying it as target node, u is randomly assigned a target label
in {1,...,10}, and all other nodes get a random label from {11, ...,20}. For each distance D, we
use training sets of different sizes and a validation set of size 500 and a test set of size 2000. We
simulate the complexities using Monte Carlo simulation on 100 different graphs from the test set, and
for each graph 1000 trials. Fig. 13 shows the average test accuracy by training data size and Fig. 14
shows the test accuracy and the complexity for the dataset size 1000.

Erdés-Rényi graphs Again, we repeat the information propagation experiment with ER graphs
with n = 50 nodes and node connection probability p = 0.04. Fig. 15 show that trends in MPC
complexity align with trends in empirical performance as well for ER graphs.

Peptides dataset Additionally, we repeat the information propagation task on graphs from the
real-world peptides-func/peptides-struct dataset. It comprises larger peptide molecules that require
models to consider long-range interactions [14]. Therefore, the information propagation task, testing
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Figure 14: Test accuracy for retaining initial node features compared with complexity measures MPC
and WLC for the information propagation task f,,(G) = X, for all models (for dataset size 1000).
Simulated MPC matches trends in empirical accuracy (highly negative Spearman correlated pg),
capturing increasing difficulty with distance while preserving impossibility statements from WLC.

Information Propagation Task with ER graphs

A% At Al R At RENET A AT ALTE )
- 1.001.8 0.992.1 0.962.1 0.993.2 0.98 2.1 0.992.3 0.902.6 1.002.1 0.99 2.1 . 0.8
?,- ~ 0.982.9 0.972.7 0.872.7 0.97 3.6 0.912.7 0.56 2.8 0.57 3.4 0.992.7 0.99 2.7 7s :g 06 g
E < 0.82 4.4 ORE] 4.8 ORI GUN 0.81 4.7 0.51 4.7 5.0 § s g
2, 0.794.6 0.10/6:6 .10 8.8 Jo.13/6:30.17/6:3 25 O

Figure 15: Test accuracy by distance for the information propagation task f,(G) = X,, (for varying
train dataset sizes) and simulated MPC complexity (C) for ER graphs with n = 50 nodes and
connection probability p = 0.04. MPC again matches empirical performance trends, demonstrating
that our complexity measure generalizes beyond random regular graphs to capture practical learning
difficulties.

the models’ ability to exchange information over varying distances, is particularly well-suited for this
dataset.

Similar to our approach for random regular and ER graphs, we randomly select one node of each
graph in the dataset as target node v. For a given distance D, we randomly select a node u with
distance D from v as the source node. Then, v gets the unique label 0 identifying it as target node, u
is randomly assigned a label in {1, ..., 10}, and all other nodes get a random label from {11, ..., 20}.
We then randomly sample different numbers of graphs from the dataset as train graphs. In summary,
this allows us to analyze and isolate the information propagation capability of models on real-world
graphs requiring long-range interactions.

Fig. 17 shows again a connection between sample complexity needed to achieve perfect accuracy and
MPC complexity, underlining that MPC is also a good predictor of performance for graph topologies
occurring in the real world.
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Real-world Long-range Graphs: Peptides
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Figure 17: MPC captures task difficulty on real-world graphs. Test accuracy by distance for
the information propagation task f,(G) = X, across varying training dataset sizes, with simulated
MPC complexity shown for real-world graphs from the peptides-func/peptides-struct dataset [14].
Higher MPC complexity corresponds to greater learning difficulty, as evidenced by increased sample
complexity requirements, demonstrating that MPC effectively captures practical task difficulty beyond
synthetic graph families.
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Table 2: Comparison of MPC for ring transfer task (for ring size 6) and Mean Absolute Error on
prediction penalized logP, both on graphs from ZINC-subset. Trends in MPC on the synthetic ring
task match trends on the real-world task, where identifying large rings is important.

Standard MPNNs Substructure Substructure
Encodings Graphs
GIN GraphSage GCN GSN FragNet CIN
MPC (Ring Task) 7.3 7.3 7.3 3.6 32 2.9
MAE (ZINC) 0.53 0.40 0.37 0.12 0.078 0.077

D.4 Extracting topological information

For the ring transfer task, we use randomly generated 4-regular graphs with n = 50 nodes conditioned
on having a cycle of size s at a node v (and no smaller cycle). Each node is randomly assigned a
unique label in {1,...,50}. The multilabel classification task f,(G) is then to classify which labels
between 1 and 50 are part of the cycle that contains v. For each cycle size, we generate training sets
of varying size, a validation set of size 1000 and a test set of size 10000. For GSN, FragNet, and
CIN we use a fragmentation scheme identifying cycles of size at most 5. For all models, we use
the minimal number of layers with which they can solve all tasks: for FragNet and CIN: 2, for all
other models: 5. For CIN and FragNet, we explicitly compute the complexities. For all other models,
we use the bounds provided in Lemma 5.3. All results show the binary average precision. Fig. 18
shows the average precision and complexities for this task for the maximal dataset size of 10000.
Additionally, Fig. 19 shows the average precision in relation to dataset size.

Erdds—-Rényi graphs Again, we repeat the ring transfer task with ER graphs with n = 50 nodes
and edge probability p = 0.04 conditioned on having a ring of size s at node v. The label assignment
is done in the same way as for the random regular graphs. Fig. 20 shows that complexities also align
with MPC complexities for ER graphs.

ZINC dataset We additionally test the ring transfer capabilities of the models on real-world graphs
from the ZINC molecular regression dataset [15]. The ZINC dataset comprises small molecules
and the benchmark task is to predict the penalized logP score which involves the number of cycles.
Therefore the graphs from the ZINC dataset are well-suited to test our models cycle detection
capabilities. For this, we first filter all graphs to contain rings of size s. Second, we randomly choose
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Figure 18: Test average precision for the ring transfer task compared with complexity measures
MPC and WLC across all models (dataset size 10000, MPC values for all standard MPNNs are
lower bounds). Simulated MPC aligns with empirical accuracy trends, capturing both the increasing
difficulty with ring size and the superior performance of GSN, FragNet, and CIN due to their cycle-
oriented inductive biases.
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Figure 19: Test average precision and by dataset size for the ring transfer task in relation to dataset
size. Models are colored by their simulated MPC complexity.

Ring Transfer Task with ER graphs
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Figure 20: Test average precision and average MPC complexity (C) for the ring transfer task with ER
graphs for all models for training data size 10000 (complexity values for standard MPNNSs are lower
bounds), demonstrating again that MPC matches performance trends for graphs from a different
distribution.
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Real-world Graphs: ZINC
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Figure 22: Test average precision compared with complexity measures MPC and WLC for the
ring transfer task for real-world graphs from the ZINC dataset, where cycle detection is a crucial
subtask (dataset size 10000, complexity values for standard MPNNSs are lower bounds). MPC can
account for performance differences in this real-world dataset that classical expressivity theory misses:
The superior performance of GSN, CIN, and FragNet cannot be explained by their increased iso
expressivity(WLC 0 for all MPNNGs) but by their reduced MPC due to their cycle-oriented inductive
bias.

a node v that is part of cycle s for each graph. The labels are assigned in the same way as for the
random regular graphs and the ER graphs.

Figs. 22 and 23 show that trends in MPC complexity align again with empirical performance. Again,
the superior performance of GSN, CIN, and FragNet cannot be explained by their increased iso
expressivity(WLC 0 for all MPNNGs) but by their reduced MPC due to their cycle-oriented inductive
bias.

Additionally, we compare results on the synthetic ring transfer task to empirical performance on
the standard ZINC molecular property prediction task (penalized logP), where ring identification is
crucial for accurate predictions. As shown in Tab. 2, trends in MPC on the synthetic ring task match
trends in empirical performance on ZINC: architectures with lower ring detection complexity (GSN,
FragNet, CIN) significantly outperform standard MPNNSs on both tasks. This demonstrates that MPC
analysis of targeted proxy tasks can provide valuable insights into real-world performance, even when
exact target functions are unknown or complexity values are computationally infeasible to derive.
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Real-world Graphs: ZINC
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Figure 23: Test average precision compared with complexity measures MPC and WLC for the ring
transfer task for real-world graphs from the ZINC dataset in relation to dataset size. MPC captures
the performance advantage of the cycle-oriented GSN, CIN, and FragNet across different dataset
sizes.
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D.5 Simulation of Complexities

We show in Algorithm 1 for the exemplary task of propagating information from a source node w« to a
target node v how the complexities can be efficiently simulated using Monte Carlo simulation.

Algorithm 1 Propagating Information Simulation

Input: Source node u, target node v, number of trials 7', graph é, edge weights I, and maximum
steps L

success < 0
fort =1to 7T do
active < u
for s =1to L do
newActive « ()
for v € active do
for u € Ni(v) U {v} do
if Random(0, 1) < I, then
newActive <— newActive U {u}
end if
end for
end for
active < newActive
end for
if v € active then
success < success + 1
end if
end for

Output: — log(success/T")

44



	Introduction
	Background
	Limitations of Expressivity Theory
	Message Passing Complexity
	Weisfeiler & Leman Go Lossy
	MPC describes theoretical and practical limitations of MPNNs

	MPC in Practice: Explaining Empirical MPNN Behavior
	Limitations & Future Work
	Related Work
	Conclusion
	Extended Related Work
	Extending MPC: More Architectures, Graph-Level Functions, and Feature Noise
	General Message Passing Framework
	Graph-Level Tasks
	Additional Sources of Complexity: Feature Noise
	Temporal Graphs

	Proofs and Extended Theorems
	Function Refinement
	Connection of standard MPNNs to WL
	When MPC becomes infinite: Connections to iso expressivity theory
	Bounding MPC: Function Refinement & Compositionality
	Connection of MPC to Over-squashing and Under-reaching
	Complexity bounds in sec:evaluation

	Additional results and Experimental Details
	Implementation Details and Experimental Setup
	Retaining information
	Propagating Information
	Extracting topological information
	Simulation of Complexities


