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Abstract

In recent years, instruction fine-tuning (IFT)001
on large language models (LLMs) has gar-002
nered considerable attention to enhance model003
performance on unseen tasks. Attempts have004
been made on automatic construction and ef-005
fective selection for IFT data. However, we006
posit that previous methods have not fully har-007
nessed the potential of LLMs for enhancing008
data quality. The responses within IFT data009
could be further enhanced by leveraging the010
capabilities of LLMs themselves. In this paper,011
we propose COEVOL, an LLM-based multi-012
agent cooperation framework for the improve-013
ment of responses for instructions. To effec-014
tively refine the responses, we develop an it-015
erative framework following a debate-advise-016
edit-judge paradigm. A two-stage multi-agent017
debate strategy is further devised to ensure the018
diversity and reliability of editing suggestions019
within the framework. Empirically, models020
equipped with COEVOL outperform compet-021
itive baselines evaluated by MT-Bench and Al-022
pacaEval, demonstrating its effectiveness in en-023
hancing instruction-following capabilities for024
LLMs.025

1 Introduction026

Instruction fine-tuning (IFT) is an effective ap-027

proach for enhancing the performance of language028

models in zero-shot and few-shot scenarios on pre-029

viously unseen tasks. Improving the instruction-030

following capabilities of large language models031

(LLMs) has received increasing attentions from032

the natural language processing (NLP) commu-033

nity (Ouyang et al., 2022; Wei et al., 2022; Wang034

et al., 2023a; Longpre et al., 2023). Recent research035

has been focusing on constructing substantial quan-036

tities of IFT data with minimal human effort (Wang037

et al., 2023a; Honovich et al., 2023), where data038

construction is highlighted by researchers from039

multiple perspectives, including diversity, instruc-040

tion complexity, and the quality of responses to041

instructions (Liu et al., 2024). 042

To address the issue of easy or moderately 043

difficult human-crafted instructions, several ap- 044

proaches (Wan et al., 2023; Zhao et al., 2024; Xu 045

et al., 2024) have been developed to generate in- 046

structions of varying complexity levels. By empha- 047

sizing both complexity and diversity of the instruc- 048

tions, Lu et al. (2024) annotate IFT data using ad- 049

vanced LLMs and introduce a complexity-focused 050

diverse sampling method for data selection. Since 051

LIMA (Zhou et al., 2023) suggested that the quality 052

of IFT data is more important than its quantity, a se- 053

ries of data selection methods have been proposed, 054

focusing on extracting high-quality samples from 055

existing datasets of uneven distribution of quali- 056

ties (Li et al., 2023d; Liu et al., 2024; Chen et al., 057

2024; Xia et al., 2024). However, we observe that 058

due to the inherent characteristics of causal lan- 059

guage modeling, LLMs sometimes fail to deliver 060

the most comprehensive and reasonable answers 061

they can produce. We posit that previous data con- 062

struction approaches have not fully harnessed the 063

potential of these LLMs. The responses within 064

IFT data could be further refined by leveraging the 065

capabilities of LLMs themselves. 066

Due to the diversity and complexity of instruc- 067

tions within IFT data, refining the present response 068

is not a trivial task. Consequently, we are at- 069

tempting to introduce multi-agents to cooperate 070

in this endeavor. Although multi-agent debate 071

(MAD) has been proven effective in answer im- 072

provement (Liang et al., 2023; Du et al., 2023) and 073

evaluation (Chan et al., 2024) by prompting the 074

diversity of thought, strengthening the divergent 075

thinking of agents cost-effectively remains chal- 076

lenging. We categorize these approaches into two 077

types based on their debate strategies: free debate 078

and predetermined-position debate. (1) In a free 079

debate, participants freely express their opinions on 080

the topic, and achieving response diversity requires 081

the inclusion of more participants in the debate 082
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<Jerry>: The response needs 
to be improved to accurately 
answer the instruction. Here 
are some suggestions …

<Tom>: All three points in the 
review are plausible and could 
improve the original response…

<Jerry>: The review from Tom 
is accurate and plausible 
based on the given 
instruction …

### INSTRUCTION:
What are the three primary colors?

### RESPONSE:
The three primary colors are red, blue, and yellow.

Content of IFT Data

Positive
Debater

Critical
Debater

Advisor Editor Judge

Stage 1: Predetermined Position Debate

Stage 2: Free Debate & Cross-Evaluation

<Tom>: The above response 
accurately answers the 
instruction for …

### WRITING SUGGESTIONS:

1. Provide a direct and concise answer 
to the instruction.
2. Add more context to the response to 
show understanding of the topic.
3. Offer additional information or 
examples to demonstrate knowledge.

### EDIT RESPONSE:

The three primary colors are red, blue, and yellow. These 
colors cannot be created by mixing other colors together 
and are used as the base for creating all other colors in 
the color spectrum. For example, mixing red and blue 
creates purple, while mixing blue and yellow creates green.

### JUDGEMENT:

Winner’s Name: [Assistant 2]
Assistant 1 provided a concise and accurate response to 
the question, which is helpful for users who are looking 
for a quick answer.
However, Assistant 2's response not only provided the same 
answer but also added more relevant information about the 
significance of primary colors in art and design …

Pre-trained
Model

Stronger IFT Model

• Feed

• Break
• Feed

### INSTRUCTION:
What are the three primary colors?

### RESPONSE:
The three primary colors are red, blue, and yellow. 
These colors cannot be created by mixing other 
colors together and are used as the base for 
creating all other colors in the color spectrum. For 
example, mixing red and blue creates purple, while 
mixing blue and yellow creates green.

Edited IFT Data
Two-stage MAD

Evolve in Cooperation

• Update
• Continue

Better than
previous 
response? 

IFT Model

Pre-trained
Model

Instruction Fine-tuningAgents in The Loop

Figure 1: Overview of the proposed multi-agent cooperation framework CoEvol.

framework. (2) In a predetermined-position debate,083

one debater opposes the other’s views, and a judge084

decides which side is more persuasive. However,085

managing the “tit for tat” nature of the debate poses086

a difficulty, while variables like speaking order and087

statement length can bias the judge’s decision. All088

these issues make it challenging to refine responses089

of IFT data through a multi-agent approach.090

In this paper, taking inspiration from human co-091

operation and competition in real-world society,092

we endeavor to construct superior responses to093

instructions with LLM-based multi-agents. Fol-094

lowing a debate-advise-edit-judge paradigm, we095

propose a novel framework named COEVOL to096

iteratively evolve responses through multi-agents097

cooperation. In each iteration, the framework ini-098

tially enhances the diversity and reliability of sub-099

sequent suggestions through a debate between two100

debaters. The debate history is then presented to101

an advisor to inform their proposal, followed by102

an editor who modifies the original response ac-103

cordingly. Finally, a judge evaluates the revised104

response and determines whether further iteration105

is necessary. This pipeline enables CoEvol to iden-106

tify clear and rational evolving directions for the107

original responses through multi-agent cooperation,108

resulting in high-quality IFT data. Furthermore, to109

address the aforementioned challenges of previous110

MAD approaches, we design a two-stage strategy111

within the proposed framework. By combining the112

advantages of previous methods, our strategy max- 113

imizes the diversity of viewpoints while reducing 114

the cost of agents. This novel debate strategy en- 115

ables the framework to guide responses to evolve 116

in a reliable and trustworthy manner. 117

We summarize our contributions as follows: (1) 118

We introduce a novel CoEvol framework that fol- 119

lows a debate-advise-edit-judge paradigm to refine 120

responses within IFT data through multi-agent col- 121

laboration. Instead of selecting high-quality data, 122

our approach focuses on editing the low-quality 123

responses of instances to enhance the effectiveness 124

of the IFT data. (2) We propose a two-stage multi- 125

agent debate strategy designed to maximize the 126

diversity of perspectives within the debate while 127

minimizing the cost of agents. (3) Empirical re- 128

sults over competitive baselines demonstrate the 129

effectiveness and universality of CoEvol. 130

2 Method 131

In this section, we introduce our proposed frame- 132

work for efficiently editing IFT data. Figure 1 133

shows the architecture of CoEvol, where five LLM- 134

based agents: two counter-part debaters, an advisor, 135

an editor, and a judge are assigned in one pipeline 136

to finish the task altogether. 137

2.1 Task Assignment 138

Before we delve into the detailed design of Co- 139

Evol, concepts involved in the IFT task should be 140
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clarified first. In this paper, an IFT data sample141

is denoted by x, which comprises the instruction,142

input, and output components. The instruction typ-143

ically serves as a description of a task, while the144

input represents the specific content of this task.145

When provided with the given instruction and in-146

put, the output refers to the response r generated147

by LLMs.148

2.2 Evolution Pipeline149

We find that while LLMs may not consistently of-150

fer comprehensive and exhaustive responses, they151

excel in recognizing shortcomings within provided152

responses and offering recommendations for aug-153

mentation. Based on this observation, we conceive154

the idea of integrating LLM-based multi-agents155

into one pipeline for the iterative refinement of156

imperfect data samples.157

Concretely, we first initialize an experienced ad-158

visor Aadv through role-play, and ask it to propose159

writing suggestions for the given data sample x:160

hadv ← Aadv(x̂, tadv) (1)161

where x̂ denotes the text sequence constructed by162

filling a given template with the data sample x, and163

tedt signifies the task prompt for the agent advisor.164

It merits attention that when the original response165

is presented to the LLM, it tends to proffer more166

specific suggestions, whereas when given only the167

instruction, it provides more general advice which168

is less helpful for response improvement. Then169

we assign an professional editor Aedt to modify170

the original response r referring to the generated171

suggestions:172

hedt ← Aedt(x̂, tedt, hadv) (2)173

where tadv signifies the task prompt for the agent174

editor. Denote the edited response as r′, a helpful175

judge Ajdg is introduced to compare the helpful-176

ness, relevance, accuracy, and level of details of the177

original response r and the edited response r′:178

hjdg ← Ajdg(x̂, tjdg, hedt) (3)179

Throughout this process, we discern that the nu-180

meric outputs of LLMs occasionally do not corre-181

spond with their textual content. For this reason,182

rather than soliciting the judge to rate responses183

and compare scores, we instruct it to select the184

superior response or declare a draw directly from185

the two presented responses. Moreover, to miti-186

gate the existing position bias inherent within LLM187

judges (Ko et al., 2020; Shen et al., 2023), we fol- 188

low Chen et al. (2024) to switch the order of origi- 189

nal and edited response and make two judgments. 190

With these judgments, we then respectively cal- 191

culate scores for r and r′ according to the following 192

criteria: 193

s(r) =

{
1, r is better or tie

0, otherwise
(4) 194

Subsequently, these scores will determine whether 195

to continue data evolution or stop the loop: 196

- s(r′) > s(r): The edited response r′ will be 197

forwarded to the next loop, replacing the original 198

response r. In this case, CoEvol will continue to 199

execute the above pipeline. 200

- s(r′) ≤ s(r): The original response r will be 201

kept as the final response for model fine-tuning. 202

In this case, CoEvol will stop the loop. 203

2.3 Debate Strategy 204

In our framework, the writing suggestions provided 205

by the advisor explicitly determine the direction of 206

response evolution and thus play an important role 207

in the evolution pipeline. To further increase the 208

diversity while ensuring the reliability of these sug- 209

gestions, we devise a two-stage debate strategy. It 210

combines the advantages of both the predetermined- 211

position debate and the free debate strategy, provid- 212

ing supplemental information from different per- 213

spectives to assist the agent advisor in proposing 214

more reliable writing suggestions. More specifi- 215

cally, we employ a predetermined-position debate 216

in the first round, subsequently shifting to a free 217

debate in the second round and conducting a cross- 218

evaluation between the two agents. To mitigate the 219

influence of speaking order on the debate, we allow 220

the debaters to speak concurrently. 221

predetermined-position Debate. In the first 222

round of the debate, we initialize two debate agents 223

with predetermined-positions. To facilitate bet- 224

ter engagement from the positive and critical de- 225

baters with our prompts, we initially apply role- 226

play prompts to define their respective characters. 227

Subsequently, we provide them with structured 228

sample content, denoted as x̂, along with a specific 229

task t. This setup helps us acquire their arguments, 230

which are denoted as gpredpos for the positive debater 231

and gpredcrt for the critical debater: 232

gpredpos ← Apos(x̂, t
pred
pos ) (5) 233

gpredcrt ← Acrt(x̂, t
pred
crt ) (6) 234
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Algorithm 1 Pseudocode of CoEvol
Input: x: IFT data sample; r: original response;

K: maximum rounds of evolution;
Output: x′: evolved sample

1: initialize agents Apos, Acrt, Aadv, Aedt, and
Ajdg;

2: k ← 1;
3: while k ≤ K do
4: construct structured x̂ from x;
5: generate gpredpos with Apos; ▷ Eq. 5
6: generate gpredcrt with Acrt; ▷ Eq. 6
7: generate gfreepos with Apos; ▷ Eq. 7
8: generate gfreecrt with Acrt; ▷ Eq. 8
9: construct debate history Gdbt;

10: generate hadv with Aadv; ▷ Eq. 9
11: generate hedt with Aedt;
12: extract edited response r′; ▷ Eq. 2
13: switch order of responses and generate two

judgments hjdg with Ajdg; ▷ Eq. 3
14: calculate scores s(r) and s(r′); ▷ Eq. 4
15: if s(r′) > s(r) then
16: update x with r′;
17: refresh the memory of all agents;
18: else
19: Break
20: end if
21: k ← k + 1;
22: end while
23: x′ ← x;
24: return x′

where Apos and Acrt respectively refer to the ini-235

tialized positive debater and negative debater, tpredpos236

and tpredcrt denote the task prompts in predetermined-237

position debate stage. To maximize the initial diver-238

sity of the debate, we instruct the two debaters with239

contrary task prompts. Regarding a debate topic240

“whether the original response accurately answers241

the given instruction”, we prompt the positive de-242

bater to support the claim and give reasons, while243

asking the critical debater to argue against it and244

offer suggestions on how to improve the original245

response. In this way, we ensure a distinct contrast246

in viewpoints from the outset of the debate.247

Free Debate and Cross-Evaluation. In the sec-248

ond round of the debate, we instruct Apos and249

Acrt to freely express their opinion and do a cross-250

evaluation regarding to the previous debate topic.251

Taking debaters’ arguments in the first round as252

reviews towards the given response, we then re-253

quest both debaters to evaluate the plausibility of 254

the opposing debater’s prior review in this stage: 255

gfreepos ← Apos(x̂, t
free
pos , gpredcrt ) (7) 256

gfreecrt ← Acrt(x̂, t
free
crt , gpredpos ) (8) 257

where tfreepos and tfreecrt respectively denote the task 258

prompts for the positive debater and the critical 259

debater during the free debate stage. With kept 260

memory from the first debate round, we hope both 261

debaters can make objective arguments, resulting 262

in more reliable evaluations. 263

2.4 Data Refinement 264

Based on the proposed two-stage debate strategy, 265

we obtain viewpoints related to the original re- 266

sponse, which are diverse and reliable. Then we 267

sent the generated debate history to the agent advi- 268

sor, asking it to summarize credible ideas from the 269

dialogue and rewrite them into no more than 3 writ- 270

ing suggestions for improving the given response. 271

This process is correspondingly referred to as: 272

hadv ← Aadv(x̂, tadv, Gdbt) (9) 273

where Gdbt = {gpredpos , gpredcrt , gfreepos , gfreecrt } denotes 274

the debate history comprising all the arguments 275

presented by both debaters. 276

To sum up, the proposed framework CoEvol 277

works as follows: For each data sample awaiting 278

improvement, two agent debaters are initially in- 279

volved in a debate to present their arguments. Then 280

the agent editor raises helpful writing suggestions 281

for response improvement based on the debate his- 282

tory. Referring to these suggestions, an agent editor 283

tries to generate an edited response. Finally, a judge 284

is assigned to compare the original response and 285

the edited response, deciding whether to update the 286

response for further evolution or keep the original 287

one and break the loop. Additionally, a hyperpa- 288

rameter K is set to control the maximum iteration 289

for data evolution. We refresh the memory (ses- 290

sion history) of all agents after each iteration. We 291

present the pseudo-code of CoEvol in Algorithm 1. 292

All prompts, including role-play, task assignment, 293

and template used to regularize context for agents 294

are shown in detail in Appendix B. 295

3 Experimental Results 296

3.1 Preliminary Experiment 297

Experimental Setup In this section, we aim to 298

validate the capability of the proposed framework 299
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Table 1: Results of different instruction-tuned models on MT-Bench and AlpacaEval based on the GPT-4 automatic
evaluation. We also show the data source, data construction method, data size, and model alignment method for
training. The best result is bolded, while the second-best result is underlined. ♢: results extracted from the official
rank list; ♡: results reproduced by ourselves.

Model Data Source Data Construction / Size Alignment MT-Bench AlpacaEval (%)

LLaMA2-7B-Chat♢ - - / >100K + 1M SFT + RLHF 6.27 71.4

Alpaca2-7B♡

Dalpaca

Full / 52K SFT 3.94 20.15
AlpaGasus2-7B♡ Select / 9K SFT 2.86 8.38
LLaMA2-7B-SFTrandom Random / 9K SFT 2.28 8.31
CoEvol-LLaMA2-7BCHATGPT Random + Evol / 9K SFT 4.32 43.55

CoEvol in enhancing the quality of randomly se-300

lected IFT data. We use the 52K Alpaca data (Taori301

et al., 2023) as the base data pool Dalpaca. Pre-302

viously, Chen et al. (2024) select 9K high-quality303

data from Dalpaca according to ratings given by304

gpt-3.5-turbo (abbreviated as Select) and fine-tune305

a stronger model named ALPAGASUS. Deem it as306

a competitive baseline approach, we first randomly307

select the same amount of 9K data from Dalpaca to308

form a dataset (abbreviated as Random). Then Co-309

Evol is applied to these data for response improve-310

ment and obtain a dataset with higher quality (ab-311

breviated as Random + Evol). To fully evolve data312

samples, we set the maximum number of iterations313

in CoEvol to 3. We fine-tune the pre-trained lan-314

guage model LLaMA2-7B (Touvron et al., 2023)315

on aforementioned datasets respectively and evalu-316

ate them on MT-Bench (Zheng et al., 2023) as well317

as AlpacaEval (Li et al., 2023c) automatically. We318

note there exists another relevant IFT data augmen-319

tation method (Subramaniam et al., 2024), where320

codes and datasets have not been released. Consid-321

ering the incomplete prompts provided in the paper,322

we exclude it from the comparative methods in our323

experiments. Please note that in this section, we324

employ ChatGPT (gpt-3.5-turbo-1106) (OpenAI,325

2022) as multi-agents within CoEvol. Detailed326

setup of data evolution is reported in Appendix C.327

Settings of fine-tuning are provided in Appendix D.328

Main Results Table 1 illustrates evaluation re-329

sults of different LLaMA2-7B-based instruction-330

tuned models on MT-Bench and AlpacaEval. Since331

AlpaGasus’s data is not officially disclosed, we332

reproduce AlpaGasus2-7B on 9K filtered data re-333

leased by an unofficial implementation.1 Among334

all these models, LLaMA2-7B-Chat performs the335

best, leveraging SFT and RLHF on massive data. In336

models fine-tuned with less data, the model trained337

1https://github.com/gpt4life/alpagasus

on data evolved by CoEvol performs better. As 338

shown in the results, CoEvol significantly improves 339

the quality of 9K randomly sampled data, leading 340

to a superior model for instruction following. It 341

also outperforms models fine-tuned on full 52K 342

data and 9K data selected by LLM-based scoring, 343

This serves as compelling evidence of the efficacy 344

of CoEvol in enhancing the quality of IFT data. 345

Furthermore, it is worth noting that MT-Bench 346

assesses the model’s performance using both 347

first-turn and second-turn responses to ques- 348

tions, thereby evaluating the model’s multi-turn 349

instruction-following capability. In contrast, the Al- 350

paca dataset follows a single-turn question-answer 351

format, resulting in a disparity between the model’s 352

fine-tuning and the evaluation phase. To narrow 353

this gap and explore the potential of CoEvol, we in- 354

troduce a more diversified experimental setup and 355

conduct further experiments on the framework. 356

3.2 Further Experiment 357

Experimental Setup In this section, we delve 358

further into the universality and effectiveness of 359

the proposed framework, wherein four questions 360

require answers: (1) Can CoEvol further improve 361

the “high-quality” data mined by advanced data 362

selection approaches? (2) Can CoEvol be applied 363

to different forms of data like multi-turn conversa- 364

tions? (3) Can agents in CoEvol work efficiently 365

based on different LLMs? (4) Can evolved data 366

effectively enhance the instruction-following capa- 367

bility of different pre-trained language models? 368

We conduct a series of experiments to ad- 369

dress the precedent issues. For questions (1) 370

and (2), we construct a data pool Dsingle com- 371

posed of single-turn IFT data samples, and a data 372

pool Dmulti composed of multi-turn conversa- 373

tions, separately. Concretely, we construct Dsingle 374

with Alpaca, WizardLM (based on Alpaca and 375

ShareGPT) (Xu et al., 2024), Dolly (Conover et al., 376
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Table 2: Results of different instruction-tuned models on MT-Bench and AlpacaEval based on the GPT-4 automatic
evaluation. We also show the data source, data construction method, data size, and model alignment method during
training. The best result is bolded, while the second-best result is underlined. ♢: results extracted from the official
rank list; ♡: results reproduced by ourselves.

Model Data Source Data Construction / Size Alignment MT-Bench AlpacaEval (%)

Mistral-7B-Instruct-v0.1♢ - - - 6.84 69.65

DEITA-Mistral-7B♡

Dsingle

Select / 6K SFT 6.26 65.49
COEVOL-Mistral-7BCHATGPT Select + Evol / 6K SFT 6.45 67.04
COEVOL-Mistral-7BMIXTRAL Select + Evol / 6K SFT 6.75 71.43

DEITA-Mistral-7B♡

Dmulti

Select / 6K SFT 6.98 80.08
COEVOL-Mistral-7BCHATGPT Select + Evol / 6K SFT 7.16 83.54
COEVOL-Mistral-7BMIXTRAL Select + Evol / 6K SFT 7.22 89.76

2023), and LIMA (Zhou et al., 2023); and con-377

struct Dmulti with UltraChat (Ding et al., 2023) and378

ShareGPT (Chiang et al., 2023). After establishing379

the two data pools, we employ an efficient IFT data380

selection method DEITA (Liu et al., 2024) to extract381

6K high-quality data from each of these pools. Our382

aspiration is for the selected “high-quality” data to383

serve as the cutting-edge baseline for model fine-384

tuning. Then we further apply CoEvol on these385

data to enhance the quality of data through response386

improvement. In response to question (3), we in-387

dependently employ the proprietary model Chat-388

GPT and the open-sourced model Mixtral-8×7B-389

Instruct-v0.1 (Jiang et al., 2024) to power CoEvol390

for data evolution. To answer question (4), we391

adopt the foundation model Mistral-7B-v0.1 (Jiang392

et al., 2023) for fine-tuning. Subsequently, we con-393

duct an automatic evaluation using both MT-Bench394

and AlpacaEval as benchmarks.395

Main Results Table 2 illustrates evaluation re-396

sults of different Mistral-7B-based instruction-397

tuned models on MT-Bench and AlpacaEval.398

Among all these models, COEVOL-Mistral-399

7BMIXTRAL performs the best, beneficial from the400

data evolution on multi-turn conversation data.401

Based on evaluation results, even for selected high-402

quality data, further improvements in model perfor-403

mance can be achieved using CoEvol for data re-404

finement. Through model comparison, we demon-405

strate the effectiveness of this framework across406

different data formats and agents. Compared to407

preliminary experiments, our framework has also408

proven effective with different base models. Based409

on the observations mentioned above, the four410

questions previously posed have all been resolved,411

demonstrating the universality and effectiveness of412

this framework.413

Table 3: Ablation Study of the proposed framework
CoEvol. Different components of the pipeline are re-
spectively applied to the 9K random sampled Alpaca
data and are then utilized for model fine-tuning. We
report the scores of MT-Bench and AlpacaEval based
on the GPT-4 automatic evaluation. The best result is
bolded, while the second-best result is underlined.

Model MT-Bench AlpacaEval (%)

LLaMA2-7B-SFTrandom 2.28 8.31
- edit 4.05 26.15
- advise (w/o resp) + edit 3.49 16.38
- advise + edit 4.09 30.17
- debate + advise + edit 4.17 38.25
- full COEVOL 4.32 43.55

4 Analysis 414

4.1 Ablation Study 415

To verify the validity of each component within 416

CoEvol, we conduct an ablation study of the frame- 417

work. Continuing from experiments in Section 3.1, 418

we evolve the 9K randomly sampled data from 419

Dalpaca under the following settings: 420

- edit: We solely utilize an agent editor to respond 421

according to the given instruction and the input 422

context. The model trained on this data serves 423

as a baseline, excluding the influence of other 424

agents in the proposed pipeline. 425

- advise (w/o resp) + edit: We include an agent 426

advisor to propose writing suggestions and an 427

agent editor to generate responses accordingly. 428

Note that in this experiment, we only show the 429

given instructions and inputs to the advisor. 430

- advise + edit: We include an agent advisor to 431

propose suggestions and an agent editor to output 432

the response accordingly. In this experiment, the 433

original response is also shown to the advisor. 434
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(b) Average token lengths of responses

Figure 2: Statistical results of the data evolution process. The proportion of data with different numbers of rounds
of evolution driven by CoEvol is shown in figure (a). The average token length of responses in original and evolved
data is shown in figure (b). We report statistical results on different datasets and backbone LLMs for agents.

- debate + advise + edit: Two agent debaters with435

opposite positions are further included to provide436

more reliable references for the advisor.437

- full CoEvol: The full proposed framework,438

where agent debaters, advisor, editor, and judge439

are all involved in the loop. The maximum num-440

ber of iterations is set to 3.441

With other settings held constantly, we respec-442

tively fine-tune LLaMA2-7B on these evolved data.443

Evaluation results of the ablated models on MT-444

Bench and AlpacaEval are shown in Table 3. Ac-445

cording to the results, we observe that the best446

result is obtained by the complete CoEvol. The447

participation of each agent enhances the perfor-448

mance of the model, indicating their contribution449

within the framework. More rounds of data evo-450

lution under the guidance of the agent judge also451

contribute to the data augmentation. It is worth452

noting that, prompting agent advisor with only in-453

struction and input compromises the data quality.454

However, providing the original responses aids the455

agent advisor in offering more specific suggestions,456

resulting in an improvement in model performance.457

We provide more detailed examples of data evolu-458

tion using ablation models in Appendix E.459

4.2 Analysis on Data Evolution460

Statistical Results To get deep insight into Co-461

Evol, we investigate the data evolution process462

from multiple perspectives, including statistical463

results and evolving directions. As illustrated in464

Figure 2(a), the proportions of data with different465

rounds of evolution vary among different datasets466

discussion
provide / include / 
incorporate / offer 

/ add
46.0%

enhance / 
enrich
17.9%

emphasize / 
highlight

13.7%

explore
5.6%

(others)
16.7%

Figure 3: Overview of the evolving direction of CoEvol.
Due to space constraints, we merge similar root verbs
and show parts of verb-object pairs with top counts.

and backbone LLMs. Considering data that has 467

undergone at least one round of evolution, the ran- 468

domly sampled data from Alpaca dataset has the 469

highest rate of evolution among all these datasets. 470

We attribute this to its poor initial quality of data. 471

Interestingly, we also observe that CoEvol, when 472

based on Mixtral, has a higher proportion of data 473

that has undergone at least two rounds of evolution 474

compared to that based on ChatGPT. 475

As longer outputs are preferred by both human 476

and machine evaluators on most datasets (Dubois 477

et al., 2023), the average token length of responses 478

reflects the comprehensiveness of response to some 479
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Table 4: Cases of responses generated by the baseline model DEITA-Mistral-7B and proposed model COEVOL-
Mistral-7BMIXTRAL. Instructions are extracted from the AlpacaEval dataset. To highlight the differences between
responses, we mark direct responses to instructions in green and additional relevant information in yellow.

Responses from DEITA-Mistral-7B Responses from COEVOL-Mistral-7BMIXTRAL

#1 Instruction: What is the largest star in our galaxy?
The largest star in our galaxy, the Milky Way, is called VY
Canis Majoris ... Its mass is estimated to be around 15-20
times the mass of the Sun ...

The largest star in our galaxy, the Milky Way, is a star known
as VY Canis Majoris ... To put that into perspective, if the
Sun were the size of a small grape, VY Canis Majoris would
be the size of a basketball ...

#2 Instruction: What is the name of the windows XP background image? Where was it taken and by who?
The default Windows XP background image is called
B̈lissänd it was taken by Charles O’Rear. The image was
taken in Napa Valley, California, USA.

The Windows XP background image is called B̈liss.Ït was
taken by Charles O’Rear, a professional photographer, in
1996 in Napa Valley, California. The image depicts a rolling
hillside with a few trees and a blue sky in the background.
The image was chosen by Microsoft to represent the serene
and optimistic nature of the Windows XP operating system.

#3 Instruction: Write a daily exercise routine for Monday to Sunday with a rest day in between.
Monday: 30 min cardio, 30 min strength training
Tuesday: 45 min yoga, 15 min abs
Wednesday: Rest day
Thursday: 30 min HIIT, 20 min stretching
Friday: 45 min Pilates, 15 min arms
Saturday: 60 min outdoor activity (e.g. hiking, biking)
Sunday: 30 min cardio, 30 min strength training

Sure, here’s a daily exercise routine for Monday to Sunday
with a rest day in between:
Monday: Start the week with a 30-minute HIIT workout to
boost metabolism and burn calories.
Tuesday: Strengthen your core with a 20-minute plank chal-
lenge, holding the plank position for as long as possible each
day ... Remember to warm up before each workout, stay
hydrated, and listen to your body to avoid injury.

extent. According to Figure 2(b), we observe480

that the average token length of a response in the481

evolved dataset has significantly increased com-482

pared to the non-evolved dataset.483

Evolving Directions Since the evolving direction484

of data is determined by suggestions proposed by485

the agent advisor, we try to investigate which parts486

of the data are improved by CoEvol. Following487

(Taori et al., 2023), we adopt spaCy2 to extract488

the root verb together with its direct object from489

these suggestions. Figure 3 shows an overview of490

evolving directions of CoEvol. where root verbs491

and direct objects are extracted from suggestions492

on 9K randomly sampled Alpaca data. The inner493

circle of the plot represents the root verb of the494

suggestions, while the outer circle represents the495

direct objects. Based on the investigation, a large496

part of data is evolved by incorporating details and497

explanations (shown in green), while enriching the498

existing descriptions (shown in blue) also plays an499

important role in the process of data augmentation.500

In addition to these relatively common suggestions,501

more diverse and specific advice is generated by502

the framework, yielding a total of 235 root verbs503

and 4,118 verb-object pairs parsed by the tool.504

2https://spacy.io/

4.3 Case Study 505

Through specific cases, we compare responses 506

from the baseline model and our proposed model 507

in Table 4 to illustrate the behavior of CoEvol. En- 508

hanced with rich details and examples, the evolved 509

response is more comprehensive and helpful than 510

the original response, without providing content 511

beyond the scope of its instruction. 512

5 Conclusion 513

In this paper, we introduce CoEvol, an innovative 514

framework for efficient quality improvement on 515

IFT data through multi-agent cooperation. To fully 516

exploit the potential of LLMs for response editing, 517

we propose a two-stage MAD strategy to maximize 518

the diversity of perspectives within debate while 519

minimizing the cost of agents. Following a debate- 520

advise-edit-judge paradigm, we establish a pipeline 521

to harness the collective power of agents with dis- 522

tinct roles. Experimental results substantiate the 523

efficacy of our proposed framework, showcasing its 524

superiority in evolving better IFT data through re- 525

sponse augmentation. Codes, datasets, and model 526

weights developed in this paper are publicly avail- 527

able. We hope this work can offer new perspectives 528

and references for the automatic construction of 529

high-quality data. 530
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Limitations531

In this work, we proposed CoEvol, an LLM-based532

multi-agent cooperation framework for improving533

IFT data quality through response enhancement.534

Although experimental results demonstrate that our535

framework is viable, there are still some limitations536

that need to be considered: (1) We build multi-537

agents on top of the same LLM, where the inherent538

consistency of the model may lead to the accumu-539

lation of bias. Further experiments should be done540

to investigate the impact of agents based on dif-541

ferent LLMs on the proposed framework. (2) Due542

to time and cost considerations, we conduct our543

experiments on advanced LLMs like gpt-3.5-turbo544

and mixtral. We are also wondering how far the545

most powerful models like GPT-4 and Claude-3546

can go when equipped with CoEvol. We plan to547

explore this in the future.548
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A Related Work 814

Instruction Fine-tuning for LLMs In recent 815

years, instruction fine-tuning (IFT) has become a 816

prevalent approach for enhancing the applicability 817

of pre-trained language models (PLMs) and im- 818

proving their generalization capabilities on unseen 819

tasks (Chung et al., 2022; Wei et al., 2022). 820

For instruction fine-tuning (IFT) on LLMs, at- 821

tempts (Bach et al., 2022; Wang et al., 2022; Zhou 822

et al., 2023) have been made to construct IFT data 823

with the help of human annotators, yet these meth- 824

ods are time-consuming and labor-intensive. To 825

tackle this issue, pipelines (Wang et al., 2023a; 826

Honovich et al., 2023) are proposed to automat- 827

ically generate data instances from seed tasks. 828

In addition to single-turn instruction following 829

data (Taori et al., 2023; Peng et al., 2023), large- 830

scale multi-turn dialogues for IFT are also con- 831

structed to further enhance LLMs on chat scenar- 832

ios (Chiang et al., 2023; Xu et al., 2023; Ding 833

et al., 2023). Concurrently, a series of studies 834

show that the complexity, diversity, and quality 835

of IFT data significantly influence model align- 836

ment. Concerning the complexity of instructions, 837

approaches (Wan et al., 2023; Zhao et al., 2024; Xu 838

et al., 2024) are designed to create large amounts of 839

instruction data with different levels of complexity. 840

Aware of both complexity and diversity of instruc- 841

tions, Lu et al. (2024) tag data with a strong LLM 842

and introduce a complexity-focus diverse sampling 843

method for data selection. In the pursuit of data 844

with high-quality response, Chen et al. (2024) pro- 845

pose a data selection strategy that automatically 846

identifies and removes low-quality data. While Li 847

et al. (2023b) select cherry samples from the origi- 848

nal dataset according to their instruction-following 849

difficulty. More recently, Liu et al. (2024) investi- 850

gate plenty of existing data selection methods and 851

propose approaches for enhanced data measure- 852

ment and selection. 853

Diverging from prior work, we focus on how to 854

further improve the quality of responses in IFT data. 855

Through our proposed framework CoEvol, the po- 856

tential of LLM-based multi-agents is unleashed 857

in collaboration to automatically edit responses, 858

thereby generating high-quality data for fine-tuning 859

superior LLMs. 860
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LLM-based Multi-agent Frameworks As the861

ability of LLMs to reason and follow instructions862

continues to emerge, wrapping LLMs with addi-863

tional memories and planning schemes into au-864

tonomous agents is catching increasing attention865

from researchers. These agents are capable of866

communicating with natural language, memorizing867

their experiences, and conducting reflections on868

assigned tasks.869

Previously, Generative Agents (Park et al., 2023)870

indicate that LLMs are effective in simulating be-871

lievable human behavior when agents are interac-872

tive from perspectives like observation, planning,873

and reflection. Li et al. (2023a) focus on how com-874

municative agents may collaborate autonomously875

to finish tasks. Qian et al. (2023) construct a virtual876

chat-powered company for software development877

based on multi-agents. Wang et al. (2023b) trans-878

form a single LLM into a cognitive synergist by879

engaging in multi-turn self-collaboration with mul-880

tiple personas. These practices demonstrate that881

multi-agent frameworks built over LLMs can ef-882

fectively solve collaborative tasks. Considering883

autonomous agents can behave both cooperatively884

and competitively, multi-agent debate (MAD) is885

also attracting researchers to explore. Du et al.886

(2023) find that the quality of responses can be887

improved through debating over multiple rounds,888

while (Subramaniam et al., 2024) propose an ap-889

proach to generate IFT data based on this frame-890

work. Liang et al. (2023) adopt MAD to address891

the Degeneration-of-Thought issue of reflection-892

style methods. ChatEval (Chan et al., 2024) offers893

an automatic human-mimicking evaluation process894

on NLG tasks based on multi-agents.895

In this paper, we benefit from the diversity of896

thoughts introduced by MAD and design a two-897

stage strategy within our proposed multi-agent co-898

operation framework CoEvol.899

B Prompts of Multi-Agents900

In this paper, we allocate five agents within the pro-901

posed pipeline to enhance the quality of responses.902

In this process, each agent is equipped with a role-903

play and task prompt to guide their generation.904

For models that allow the specification of system905

prompts, such as ChatGPT, we utilize the role-play906

prompts as their system prompts. Conversely, for907

models that do not support system prompts, such908

as Mixtral, we incorporate the role-play prompt be-909

fore the task prompt and provide instructions as a910

unified input. We present these prompts in Table 5, 911

Table 6, and Table 7 for reference. 912

C Details of Data Evolution 913

To guarantee the stability of the proposed pipeline, 914

we set several hyperparameters to control the frame- 915

work. In our experiments, we set the maximum 916

number of iterations for data evolution to 3. For 917

LLM-based agents, the maximum generated to- 918

kens are restricted to 1000, the temperature is main- 919

tained at 0 for reproducibility, and the top_p value 920

is set to 1.0. Regarding the data evolution on multi- 921

turn conversations, the expansion of conversation 922

rounds leads to a cumulative increase in historical 923

information within the instructions targeted for op- 924

timization. To mitigate resource consumption, we 925

only retain the most recent 3 rounds of conversation 926

for data refinement in the present turn. 927

D Details of Model Training 928

In our experiments, we fine-tune two pre-trained 929

language models on different IFT data. To fa- 930

cilitate model training, we employ DeepSpeed 931

Zero-Stage 2 (Ren et al., 2021) in model fine- 932

tuning. Specifically, we follow (Chen et al., 2024) 933

to train LLaMA2-7B with a batch size of 512 over 934

3 epochs. The learning rate is set to 2e-5, and 935

a cosine warmup scheduler with a warm ratio of 936

0.1 is employed. During fine-tuning, we utilize 937

the LLaMA2-style template to concatenate queries 938

and responses within multi-turn conversations. The 939

maximum input length for the model is set to 4096. 940

Regarding Mistral-7B, we follow (Liu et al., 2024) 941

to train the model with a batch size of 512 over 942

6 epochs. The learning rate is set to 2e-5, and 943

a cosine warmup scheduler with a warm ratio of 944

0.1 is employed. During fine-tuning, we utilize 945

the Mistral-style template to concatenate queries 946

and responses within multi-turn conversations. The 947

maximum input length for the model is set to 8192. 948

E Examples of Data Evolution 949

In Table 8 and 9, we show detailed examples of data 950

evolution using CoEvol under different framework 951

settings according to Section 4.1, including the 952

original sample, evolving directions in the form of 953

suggestions, and the evolved responses. 954
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Table 5: Prompts used for two agent debaters.

Prompt for Agent Positive Debater Prompt for Agent Critical Debater

Role-Play Prompt Role-Play Prompt
You are an optimistic person who embodies a mind-
set that looks for the best in every situation, main-
tains a positive attitude, and embraces challenges
as opportunities for growth and success.

You are a critical person who tends to view things
through critical thinking and provide feedback for
improvement or identify areas of concern.

Task Assignment Prompt (First Round) Task Assignment Prompt (First Round)
{sample}
In your opinion, the above response accurately an-
swers the instruction and the input. Please state
reasons why the response is accurate if it is used
for supervised fine-tuning.

{sample}
In your opinion, the above response does not accu-
rately answer the instruction and the input. Please
offer suggestions on how to improve the response
if it is used for supervised fine-tuning.

Task Assignment Prompt (Second Round) Task Assignment Prompt (Second Round)
### Review from others:
{crt_pred}

Above is another review from others, please
evaluate the plausibility of each point according to
the given instruction and input.

### Review from others:
{pos_pred}

Above is another review from others, please
evaluate the plausibility of each point according to
the given instruction and input.
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Table 6: Prompts used for agent advisor and agent editor.

Prompt for Agent Advisor Prompt for Agent Editor

Role-Play Prompt Role-Play Prompt
You are an experienced advisor who possesses a
high level of expertise in summarizing and giving
advice.

You are a professional editor who possesses a high
level of expertise in refining and improving writing
content.

Task Assignment Prompt Task Assignment Prompt
Below is an instruction that describes a task, paired
with an input that provides further context.
{sample}

The following is a discussion about the given
request and response by two reviewers.

### Reviewer 1:
{pos_pred}

### Reviewer 2:
{crt_pred}

### Reviewer 1:
{pos_free}

### Reviewer 2:
{crt_free}

Extract and summarize credible ideas from
the above dialogue and rewrite them into no more
than 3 writing suggestions for improving the given
response. Directly output these suggestions in
separate lines without any foreword or explanation.

### Writing Suggestions:
{adv_sugg}

### Previous Response:
{pre_resp}

Below is an instruction that describes a task,
paired with an input that provides further context.
{sample}

Referring to the above writing suggestions
(MUST ignore suggestions beyond your capabili-
ties), modify the previous response and make sure
that it appropriately completes the request.
{sample_request}

### Response:
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Table 7: Prompts used for the agent judge.

Prompt for Agent Judge Prompt for Agent Judge (In Reverse Order)

Role-Play Prompt Role-Play Prompt
You are a helpful and precise assistant for checking
the quality of the response.

You are a helpful and precise assistant for checking
the quality of the response.

Task Assignment Prompt Task Assignment Prompt
Below is an instruction that describes a task, paired
with an input that provides further context.
{sample_request}

[The Start of Assistant 1’s Response]
{pre_resp}
[The End of Assistant 1’s Response]

[The Start of Assistant 2’s Response]
{new_resp}
[The End of Assistant 2’s Response]

[System]
We would like to request your comparison of the
performance of two AI assistants in response to
the user request displayed above. Please compare
the helpfulness, relevance, accuracy, and level
of detail of their responses. Please first output a
single line containing a name indicating whose
response is better, <assistant 1> or <assistant 2> or
<equal>. In the subsequent line, please provide a
comprehensive explanation of your comparison,
avoiding any potential bias and ensuring that the
order in which the responses were presented does
not affect your judgment.

Below is an instruction that describes a task, paired
with an input that provides further context.
{sample_request}

[The Start of Assistant 1’s Response]
{new_resp}
[The End of Assistant 1’s Response]

[The Start of Assistant 2’s Response]
{pre_resp}
[The End of Assistant 2’s Response]

[System]
We would like to request your comparison of the
performance of two AI assistants in response to
the user request displayed above. Please compare
the helpfulness, relevance, accuracy, and level
of detail of their responses. Please first output a
single line containing a name indicating whose
response is better, <assistant 1> or <assistant 2> or
<equal>. In the subsequent line, please provide a
comprehensive explanation of your comparison,
avoiding any potential bias and ensuring that the
order in which the responses were presented does
not affect your judgment.
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Table 8: Examples of data evolution using CoEvol under different framework settings (Section 4.1). For an original
sample from Alpaca dataset, we show suggestions and refined responses given by ablated frameworks.

Original Sample

## Instruction
How might someone use machine learn-
ing to identify fake news?

## Response
Machine learning could be used to identify fake news by an-
alyzing the content of articles and detecting patterns of de-
ception. The model could take into account factors such as
sentence structure, language, and source to identify potentially
false information. Additionally, it could also use natural lan-
guage processing to automatically detect signs of deception in
the text.

Edit

## Suggestions
(None)

## Response
One way to use machine learning to identify fake news is by
training a model on a large dataset of both real and fake news
articles. The model can then analyze various features of the
articles, such as the language used, the sources cited, and the
tone of the writing, to identify patterns that are indicative of
fake news. By continuously updating and refining the model
based on new data, it can become increasingly accurate in dis-
tinguishing between real and fake news articles. Additionally,
natural language processing techniques can be employed to
analyze the content of the articles and detect any misleading
or false information. This approach can help in automating
the process of identifying fake news and flagging potentially
deceptive content for further review.

Advise (w/o resp) + Edit

## Suggestions
1. Start by researching and understand-
ing the common characteristics and pat-
terns of fake news, such as sensational-
ism, misleading headlines, and biased
sources.
2. Consider using natural language pro-
cessing techniques to analyze the lan-
guage and sentiment of news articles, as
well as to detect any inconsistencies or
contradictions within the content.
3. Utilize supervised learning algo-
rithms to train a model on a labeled
dataset of both real and fake news arti-
cles, and then use this model to classify
new articles as either real or fake based
on their features.

## Response
To identify fake news using machine learning, one approach is
to start by researching and understanding the common char-
acteristics and patterns of fake news, such as sensationalism,
misleading headlines, and biased sources. Then, consider
using natural language processing techniques to analyze the
language and sentiment of news articles, as well as to detect
any inconsistencies or contradictions within the content. Ad-
ditionally, utilizing supervised learning algorithms to train a
model on a labeled dataset of both real and fake news articles
can be effective. This model can then be used to classify new
articles as either real or fake based on their features.
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Table 9: Examples of data evolution using CoEvol under different framework settings (continued).

Advise + Edit

## Suggestions
1. Consider providing specific examples
of machine learning algorithms or tech-
niques that could be used for identifying
fake news, such as sentiment analysis
or topic modeling.
2. Expand on the potential challenges or
limitations of using machine learning to
identify fake news, such as the need for
large, diverse datasets and the potential
for bias in the training data.
3. Include information on the impor-
tance of fact-checking and human over-
sight in conjunction with machine learn-
ing for more accurate identification of
fake news.

## Response
Machine learning can be utilized to identify fake news through
various algorithms and techniques. For instance, sentiment
analysis can be employed to gauge the emotional tone of an
article, helping to detect potential bias or manipulation. Addi-
tionally, topic modeling can be used to categorize and analyze
the content of news articles, enabling the identification of pat-
terns or inconsistencies that may indicate false information.
However, it is important to acknowledge the potential chal-
lenges and limitations of using machine learning for this pur-
pose. One such challenge is the need for large and diverse
datasets to train the model effectively, as fake news can take
many different forms and may be context-dependent. More-
over, there is a risk of bias in the training data, which could
lead to inaccurate or skewed results.
It is crucial to emphasize that while machine learning can be
a valuable tool in identifying fake news, it should be com-
plemented by human oversight and fact-checking. Human
judgment and critical thinking are essential for verifying the
accuracy of information, and they can help mitigate the limita-
tions and potential biases of machine learning algorithms.

Debate + Advise + Edit

## Suggestions
1. Include specific details and exam-
ples of machine learning algorithms that
could be used for identifying fake news,
such as supervised learning, unsuper-
vised learning, or deep learning.
2. Discuss specific features or indi-
cators that could be used to train the
model, such as linguistic patterns, senti-
ment analysis, or credibility of sources,
to provide a more comprehensive under-
standing of the factors contributing to
the effectiveness of machine learning in
identifying fake news.
3. Incorporate examples of success-
ful applications of machine learning in
identifying fake news to illustrate the
practical implementation and impact of
machine learning in this domain. Ad-
ditionally, address potential challenges
or limitations in using machine learning
for this purpose, such as the need for
large and diverse training datasets and
the potential for bias in the algorithms.

## Response
Machine learning can be utilized to identify fake news by
employing various algorithms such as supervised learning, un-
supervised learning, or deep learning. For instance, supervised
learning algorithms can be trained on labeled datasets of fake
and real news articles to classify new articles. Unsupervised
learning algorithms can identify patterns and anomalies in
the data, while deep learning algorithms can process large
amounts of unstructured data to detect fake news.
To train the model, specific features and indicators can be
used, such as linguistic patterns, sentiment analysis, and cred-
ibility of sources. Linguistic patterns can include the use of
sensational language or inconsistent information within the
article. Sentiment analysis can assess the emotional tone of
the content, while evaluating the credibility of sources can
involve analyzing the reputation and history of the publishing
platform.
Successful applications of machine learning in identifying fake
news include platforms that use natural language processing
to analyze news articles and social media posts to detect mis-
information. However, challenges in using machine learning
for this purpose include the need for large and diverse training
datasets to ensure the model’s accuracy and the potential for
bias in the algorithms, which may inadvertently label legiti-
mate news as fake based on certain patterns or sources.
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