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Abstract

Multimodal Sentiment Analysis (MSA) faces001
challenges due to inconsistencies between002
modalities, such as conflicting sentiment cues003
from visual, audio, and text data. These modal-004
ity conflicts make it difficult for previous task-005
specific samll-scale models to accurately pre-006
dict sentiment. Although general large mul-007
timodal language models (MLLMs) perform008
well on conflict/hard samples, they can occa-009
sionally make errors on simpler samples due010
to problems like hallucinations or excessive011
reasoning. To address these issues, we pro-012
pose agenticMSA, an agentic framework that013
integrates the strengths of conventional task-014
specific models and general MLLMs through015
planning, decision, and reflection agents. The016
agenticMSA introduces a Modality Conflict De-017
tection (MCD) that identifies modality conflicts,018
allowing the framework to arrange simpler sam-019
ples to task-specific models for efficient pre-020
dictions. For modality conflict samples, we021
introduce two key modules: 1) Hybrid Collabo-022
ration (HC), where decision agents powered by023
both a task-specific model and a MLLM collab-024
orate to resolve discrepancies. 2) Group Dis-025
cussion (GD), where multiple MLLM-based026
decision agents discuss divergent predictions,027
guided by a reflection agent to reach a consen-028
sus. Extensive experiments demonstrate the029
effectiveness of agenticMSA, achieving state-030
of-the-art performance on two popular datasets031
such as CH-SIMS and CMU-MOSI.032

1 Introduction033

Multimodal Sentiment Analysis (MSA) aims to an-034

alyze the sentiment from various data types such as035

vision, audio, language. It has important applica-036

tion value in fields like human-computer interaction037

and healthcare.038

Recently, some progress have been made in039

exploring better multimodal representation learn-040

ing for task-specific small-scale models (Zhou041

et al., 2025; Zhang et al., 2024; Zhao et al., 2024;042
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Figure 1: An illustration of modality conflict sample in
MSA. Conventional task-specific models often face dif-
ficulties in predicting inputs with conflicting sentiment
cues across different modalities. In contrast, accurate
predictions can be achieved by utilizing a collaborative
division of labor among agents.

Yuan et al., 2024; Feng et al., 2024; Zhang et al., 043

2023). For example, Yuan et al. (2024) intro- 044

duced a consistency-based pseudo-labeling tech- 045

nique within the semi-supervised framework. Zhao 046

et al. (2024) introduced a sequential multimodal 047

learning strategy that begins by extracting domain- 048

invariant features from textual data and then em- 049

ploys sparsity techniques to identify label-relevant 050

features from video data. Zhang et al. (2023) pro- 051

posed utilizing the comparatively cleaner language 052

modality to guide the learning of other modalities, 053

thus mitigating the impact of potential noise. How- 054

ever, the performance of these methods remains 055

unsatisfying. As shown in Figure 1, we found this 056

is because conventional task-specific models strug- 057

gle to achieve better performance when processing 058

modality conflict samples, especially those with 059

significant inconsistencies, a challenge also high- 060

lighted in Zhang et al. (2023). In addition to the 061

above studies, the community has an increasing 062

attention on utilizing MLLMs for MSA (Mu et al., 063

2024; Wang et al., 2024a,c; Lian et al., 2024; Zhang 064

et al., 2025) due to the limitations on the general- 065

ization of task-specific small models. However, the 066
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performance of these methods remains unsatisfac-067

tory and requires further exploration due to lack of068

sufficient research.069

Based on our experimental observation (similar070

to the case shown in Table 9), we find that while071

MLLMs excel at predicting modality conflict sam-072

ples (often challenging cases), they may occasion-073

ally make errors like hallucinations or overthinking074

when applied to simpler samples. These issues can075

result in inaccurate predictions for simpler sam-076

ples, ultimately affecting the overall performance077

of the models. Therefore, we suggest leveraging078

general MLLMs specifically for more complex or079

challenging samples, which we define as “conflict080

samples”, while relying on task-specific small mod-081

els for simpler cases. These conflict samples ex-082

hibit significant sentiment polarity discrepancies083

across multiple modalities. For example, a sample084

where the visual modality conveys a positive senti-085

ment while the audio modality reflects a negative086

or neutral sentiment would be categorized as a con-087

flict sample. By addressing these conflict samples,088

we aim to achieve more accurate MSA.089

In this paper, we propose agenticMSA, an agen-090

tic framework that integrates the strengths of both091

conventional task-specific models and MLLMs. It092

introduces a novel way by utilizing planning, deci-093

sion, and reflection agents to tackle modality con-094

flict samples in MSA, especially through the Group095

Discussion (GD) to resolve modality conflict sam-096

ples. Specifically, the Modality Conflict Detection097

(MCD) module identifies samples with conflicting098

sentiments, allowing simpler samples to be routed099

to task-specific models for efficient predictions. For100

complex conflict samples, the framework uses Hy-101

brid Collaboration (HC), where task-specific mod-102

els and MLLMs work together to resolve discrep-103

ancies. The GD facilitates a reflective dialogue104

among MLLM-based agents, guided by a reflec-105

tion agent, to reach consensus when predictions106

diverge. This enables agenticMSA to tackle both107

simple and complex cases, achieving state-of-the-108

art performance on CH-SIMS and CMU-MOSI109

datasets. In summary, the major contributions can110

be summarized as:111

• We propose an agentic framework (agen-112

ticMSA) for MSA that integrates the strengths113

of both conventional task-specific models and114

MLLMs.115

• We introduce a modality conflict detection116

mechanism that enables efficient collabora-117

tion between MLLM and conventional task- 118

specific models. 119

• We propose the Group Discussion among 120

agents to make predictions with explanations 121

for modality conflict samples. It facilitate col- 122

laborative decision-making among multiple 123

agents to address modality conflict samples. 124

• The agenticMSA achieves state-of-the-art per- 125

formance on two popular datasets, including 126

CMU-MOSI and CH-SIMS. 127

2 Related Work 128

2.1 Multimodal Sentiment Analysis 129

Most previous MSA methods (Zadeh et al., 2017; 130

Liu et al., 2018; Tsai et al., 2019; Hazarika et al., 131

2020; Zhang et al., 2023; Yu et al., 2021; Zhao et al., 132

2024; Feng et al., 2024) have focused on learning 133

better unified multimodal representations within 134

the framework of task-specific small-scale mod- 135

els. These efforts have significantly contributed to 136

advancing the field of MSA. For example, Zadeh 137

et al. (2017) utilized the Cartesian product to model 138

relationships between modalities, while Liu et al. 139

(2018) introduced low-rank decomposition to en- 140

hance the efficiency of multimodal fusion. With 141

the progress of Transformer architectures, Tsai 142

et al. (2019) introduced Transformers to align long 143

sequences from different modalities effectively. 144

Hazarika et al. (2020) proposed a disentangle- 145

ment approach to separate modality-invariant and 146

modality-specific representations, making Trans- 147

formers fuse various modalities from a holistic 148

perspective. Zhang et al. (2023) employed lan- 149

guage as a query to guide the learning of other 150

modalities, leading to a more unified multimodal 151

representation. Additionally, Yu et al. (2021) pro- 152

posed computing pseudo-labels for each modal- 153

ity, facilitating the model to capture both inconsis- 154

tency and consistency information. It represents 155

a breakthrough among recent non-Transformer- 156

based methods. However, the progress achieved 157

has shown diminishing in recent years. In par- 158

ticular, these methods struggle to process conflict 159

samples where each modality exhibits significant 160

discrepancies in sentiment polarity. 161

Recently, the MLLMs as mentioned in Sec- 162

tion 1, have brought new insights into addressing 163

these challenges. Therefore, we propose the agen- 164

ticMSA, aiming to provide an effective solution to 165
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Figure 2: Overall pipeline. The planning agent assigns different streams for processing based on the conflict
detection results, and only one of the three streams output the prediction result for a given input.

the issue of tacking conflict samples, thus achieving166

better MSA.167

2.2 Multi-Agent Framework in MLLMs168

The multi-agent framework (Qin et al., 2023; Liu169

et al., 2024; Li et al., 2024; Hong et al., 2024; Chen170

and Li, 2024; Wang et al., 2024b,d) usually uti-171

lizes the collaboration and interaction among multi-172

ple specialized agents to solve complex tasks, thus173

achieving better performance or improved adapt-174

ability. Recently, this technique has been explored175

across various fields such as medical diagnosis and176

graphical user interface understanding. For exam-177

ple, Li et al. (2024) introduced a framework that178

integrates diverse open-source medical models to179

address multiple medical tasks. Wang et al. (2024b)180

proposed a multi-agent framework including plan-181

ning, decision, and reflection agents to execute an-182

thropomorphic operations on mobile devices.183

While notable progress has been achieved, the184

application of multi-agent frameworks in MSA re-185

mains unexplored. In this paper, we propose the186

agenticMSA to address modality conflict samples.187

To the best of our knowledge, this is the first multi-188

agent-based framework designed for MSA.189

2.3 Modality Conflict Detection190

A major challenge in MSA is the different modal-191

ities (e.g., language, audio, and video) contains192

inconsistent information, which may mislead the193

model and degrade its performance. To address this194

and leverage the strengths of both MLLMs and task-195

specific models, we propose exploring Multimodal196

Out-of-Distribution Detection based (OOD-based)197

techniques, which have recently gained attention198

in safe machine learning, to detect modality con-199

flict samples. Recent studies have applied OOD200

Detection to improve performance in multimodal 201

learning (Ming et al., 2022; Wang et al., 2023b; 202

Dong et al., 2024). Inspired by MultiOOD (Dong 203

et al., 2024), we design the MCD module, with 204

further details provided in Section 3.2. 205

3 Method 206

3.1 Overview 207

The agenticMSA framework consists of three key 208

components: modality conflict detection, sentiment 209

prediction for non-conflict samples, and sentiment 210

prediction for modality conflict samples. As shown 211

in Figure 2, given a multimodal input, the modality 212

conflict detection (MCD) module first determines 213

whether the input is a modality conflict sample. For 214

non-conflict samples, an agent powered by a task- 215

specific small-scale model processes the prediction 216

directly and efficiently. For conflict samples, a 217

two-stage process is employed. First, a hybrid col- 218

laborative prediction is performed, where decision 219

agents, powered by both MLLMs and task-specific 220

models, collaborate to generate a prediction. If the 221

predictions are diverse, the framework then uses 222

the Group Discussion (GD) module. This module 223

involves multiple MLLMs-powered agents in a re- 224

flective discussion to refine the reasoning process 225

and reach a final sentiment decision. 226

3.2 Modality Conflict 227

3.2.1 Definition of Modality Conflict 228

In MSA, each modality contributes unique and 229

complementary information toward determining 230

the overall sentiment. However, inconsistencies 231

can arise when the sentiment polarities expressed 232

across different modalities contradict one another. 233

We define such cases as modality conflict samples. 234
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Figure 3: Pipeline of conflict detection agent.

Formally, let X denote the set of multimodal235

inputs, {sv, sl, sa} denote the sentiment polari-236

ties from the visual, language, and audio modal-237

ities, respectively. Here, s ∈ S, where S =238

{negative, neutral, positive} describes the possible239

sentiment polarities for each modality. For modal-240

ity conflict samples Xc ⊆ X , its sentiment polari-241

ties across modalities satisfy:242

∃ (si, sj) where si ̸= sj , i, j ∈ {v, l, a}, (1)243

For example, if sv, sa, sl respectively are nega-244

tive, positive, and positive, the input is classified as245

Xc due to a conflict between modalities. For non-246

conflict samples Xnc ⊆ X , all sentiment polarities247

across modalities are consistent, i.e., sv = sa = sl.248

3.2.2 Modality Conflict Detection249

With a multimodal input X , the first step of agen-250

ticMSA is to determine whether it is a modal-251

ity conflict sample Xc or a non-conflict sample252

Xnc. To achieve this, we design the MCD mod-253

ule with a planning agent powered by a trained254

task-specific model as shown in Figure 3. Specif-255

ically, modality-specific feature extractors gm are256

used to obtain unimodal feature representations257

hm = g(X), where m ∈ {v, l, a} and v, l, a258

represent visual, language, and audio modalities,259

respectively. These features are then passed into260

modality-specific classifiers Cm to obtain the class261

probabilities pm = Cm (hm), where the proba-262

bilities pm are for the possible sentiment classes:263

positive, neutral, and negative.264

Once the class distributions pm are obtained,265

modality conflict detection is performed by com-266

puting the mean distance between modalities dmm:267

dmm =

∑
mi,mj

∥pmi − pmj∥2
3

, (2)268

where mi,mj ∈ {v, l, a}. Then, a modality con-269

flict sample Xc is identified if the dmm exceeds270

a threshold thres while the non-conflict sample 271

Xnc is identified if the dmm falls below thres. The 272

thres are empirically set to 0.65 and 0.77 based 273

on the performance on the validation sets of the 274

CH-SIMS and CMU-MOSI datasets, respectively. 275

3.2.3 Training Objectives of MCD 276

The training process of the MCD is guided by 277

Lconsistent, Lconflict and Lse. For non-conflict sam- 278

ples, the probability distributions of any two modal- 279

ities (denote as mi and mj) should be similar for 280

the correct label class y, but dissimilar for all other 281

classes. To enforce this, we minimize the L2 dis- 282

tance of non-label class probabilities: 283

Lconsistent = −
∑

mi,mj
∥(pmi−pmj )except y∥2

3 , (3) 284

For modality conflict samples, we maximize the 285

dissimilarity of their entire probability distribu- 286

tions, ensuring no alignment occurs between out- 287

puts from conflicting modalities: 288

Lconflict = −
∑

mi,mj

∥∥pmi − pmj

∥∥
2

3
, (4) 289

In addition, to ensure that both uni-modal and 290

multimodal classifiers (Cmm) learn accurate sen- 291

timent cues, we apply a cross-entropy loss. The 292

unimodal classifiers optimize as: 293

Lse = −
∑

m′
∑

c∈C yc log(pm′,c)

4
, (5) 294

where p′m ∈ {v, l, a,mm}, c ∈ C represents the 295

set of multimodal-level sentiment classes, yc is 296

the one-hot encoded ground truth label for class c, 297

pm′,c is the predicted probability for class c from 298

the classifier C ′
m. 299

Overall, the training objective of MCD is: 300

Lmcd = α(Lconsistent + Lconflict ) + Lse, (6) 301

where α is hyperparameter which is empirically set 302

to 0.5. 303

3.3 Sentiment Prediction 304

3.3.1 Prediction for Non-Conflict Samples 305

For non-conflict samples Xnc, a decision agent 306

DATS powered by a task-specific small-scale 307

model is employed to make predictions directly. 308

These simple cases do not require additional rea- 309

soning from agents powered by MLLMs, which 310

allows the framework to perform MSA accurately. 311

We denote this process as: 312

ŷnc = DATS(Xnc), (7) 313
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In this work, we utilize ALMT (Zhang et al., 2023)314

with minor changes as the base model.315

3.3.2 Prediction for Modality Conflict316

Samples317

For modality conflict samples Xc, a sophisticated318

reasoning process is employed to ensure accurate319

predictions. The agenticMSA first utilizes an HC320

module to generate initial predictions. In this mod-321

ule, two decision agents powered by a task-specific322

small-scale model and a general MLLM (GPT-4o-323

mini) are used to analyze Xc. If the predictions of324

the two agents diverge, the framework transitions325

to the GD module for further processing.326

In the GD, each decision agent GDAi provides327

not only its prediction for the given modality con-328

flict sample Xc but also an explanation that sup-329

ports its decision (The ablation study and more330

details can be found in Section 4.7 and Appendix331

B, respectively). If a majority agreement is reached332

among the agents, the prediction result is directly333

taken as the majority vote outcome. Otherwise, the334

final decision requires further discussion and reflec-335

tion by a reflection agent. It should be noted that a336

key advantage of GD is the ability to make predic-337

tions when the predictions are diverse. Overall, the338

process can be described as:339

ŷc =

{
HCA1(Xc) if HCA1(Xc) = HCA2(Xc)

GD(Xc) if HCA1(Xc) ̸= HCA2(Xc)
(8)340

where HCA1(Xc) and HCA2(Xc) represent the341

predictions from the agent powered by task-specific342

small-scale model and the agent powered by343

MLLM respectively. The prediction process for344

Xc can be summarized as shown in Algorithm 1.345

4 Experiments and Analysis346

4.1 Dataset347

CH-SIMS The dataset (Yu et al., 2020) is a Chi-348

nese MSA dataset, containing visual, audio, and349

language modalities. It comprises 2281 samples350

in total, divided into 1368 samples for the training351

set, 456 samples for the validation set, and 457352

samples for the test set. Each sample is annotated353

with a multimodal sentiment score ranging from354

-1 (negative) to 1 (positive). Moreover, the dataset355

also provides uni-modal sentiment scores for each356

modality, with each score in the range of -1 to 1.357

CMU-MOSI The dataset (Zadeh et al., 2016) con-358

sists of multimodal data, including visual, audio,359

and language modalities. It comprises a total of360

Algorithm 1: Prediction for Xc

Input: Modality conflict sample Xc

Output: Final sentiment prediction ŷc
Step 1: Hybrid Collaboration (HC):
Initialize decision agents HCA1 and
HCA2 ;

Obtain prediction: ŷHCA1 = HCA1(Xc);
ŷHCA2 = HCA2(Xc);
if ŷHCA1 = ŷHCA2 then

Return: ŷc = ŷHCA1

else
Step 2: Group Discussion (GD):
Initiate decision agents:
{GDA1, ..., GDAN};

Obtain prediction:
ŷGDAi = GDAi(Xc);

Count votes for each sentiment class;
if majority agreement is achieved then

Return: ŷc = Majority Vote Result
else

Initiate a reflection agent GDHA as
host; Reflection agent obtaion the
final prediction: ŷc =
GDHA({ŷGDA1 , ..., ŷGDAN

});
Return: ŷc

2199 samples, which are divided into 1284 samples 361

for the training set, 229 samples for the validation 362

set, and 686 samples for the test set. Each sample is 363

annotated with a score in multimodal level ranging 364

from -3 (strongly negative) to 3 (strongly positive). 365

4.2 Evaluation Criteria 366

We utilized five-class classification accuracy (Acc- 367

5), three-class classification accuracy (Acc-3), bi- 368

nary classification accuracy (Acc-2) and F1 scores 369

as evaluation metrics corresponding to each classi- 370

fication accuracy. For binary classification on the 371

MOSI dataset, previous studies (Yu et al., 2021; 372

Zhang et al., 2023) commonly use two calcula- 373

tion methods: Non-negative/Negative and Neg- 374

ative/Positive. In this work, we use the Non- 375

negative/Negative classification way. 376

4.3 Implementation Detailts 377

Our experiments were conducted on a PC with an 378

NVIDIA A40 GPU. The PyTorch version used is 379

2.2.1, and the Python version is 3.11. 380

For multimodal inputs, we used the pre- 381

processed sequences provided by Mao et al. (2022) 382

as inputs for all task-specific models. For MLLMs, 383
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video inputs were uniformly sampled into three384

frames (following Lian et al. (2024)), while au-385

dio and language inputs were used without addi-386

tional processing. In addition, since GPT-4o-mini387

and Claude-3.5-Sonnet do not support audio inputs,388

their inputs only consisted of the sampled video389

frames and language data.390

In the MCD module, since the CMU-MOSI391

dataset does not include uni-modal sentiment an-392

notations, we treated multimodal samples with393

multimodal-level labels ranging from -1 to 1 as394

modality conflict samples for training. This choice395

was motivated by the observation that samples in396

the range of -1 to 1, representing Weakly Negative,397

Neutral, and Weakly Positive categories are more398

prone to exhibiting modality conflict.399

The prompt templates are written manually and400

optimized using GPT-4o-mini (OpenAI, 2023).401

The prompt templates can be found in Appendix B.402

4.4 Baselines403

For the task-specific small models, we selected404

several advanced MSA methods such as TFN405

(Zadeh et al., 2017), MuLT (Tsai et al., 2019),406

MISA (Hazarika et al., 2020), Self-MM (Yu et al.,407

2021), CENET (Wang et al., 2023a), and ALMT408

(Zhang et al., 2023) for comparison. For MLLMs,409

due to budget constraints, we only hose all the410

MLLMs used in our framework, including Claude-411

3.5-Sonnet (Anthropic, 2024), GPT-4o-mini (Ope-412

nAI, 2023) and Gemini-1.5-Flash-8B (Reid et al.,413

2024), as well as the free call Qwen-VL-Max (Bai414

et al., 2023) for comparison. In addition, all results415

were obtained under the same experimental envi-416

ronment to ensure fairness. The results of the task-417

specific models were reproduced by the authors418

using the open-source MSA framework MMSA419

(Mao et al., 2022) with default hyperparameters.420

4.5 Performance Comparison421

The comparative results are shown in Table 1 and422

Table 2. For both datasets, agenticMSA consis-423

tently achieves the best performance across all424

metrics compared to task-specific models. For ex-425

ample, agenticMSA achieves a 8.20% relative im-426

provement over the second-best task-specific model427

(CENET) in terms of Acc-5 on the CH-SIMS428

dataset. A similar phenomenon can be observed on429

the CMU-MOSI dataset. Notably, agenticMSA out-430

performs MLLMs in most metrics, demonstrating431

its effectiveness. It is worth noting that MLLMs do432

not perform uniformly well across all evaluation433

metrics. For example, while GPT-4o-mini achieves 434

the well results for Acc-2 and its corresponding 435

F1, it performs worse on Acc-3. In contrast, agen- 436

ticMSA shows a more balanced performance across 437

all metrics. It makes agenticMSA more practical 438

and reliable for real-world applications, where con- 439

sistent results across diverse evaluation critical. Ad- 440

ditionally, we have also conducted a comparison 441

with the original results of the task-specific meth- 442

ods, with further details provided in Appendix A.1. 443

Table 1: Comparison results on CH-SIMS. The best
result is highlighted in bold, while the second-best result
is indicated with underline .

Method Acc-5 F1 Acc-3 F1 Acc-2 F1

Qwen-VL-Max 39.61 35.97 50.98 53.35 73.96 67.12
Claude-3.5-Sonnet 43.54 44.36 70.68 69.86 81.18 81.62
GPT-4o-mini 44.63 43.26 66.08 67.79 82.71 82.51
Gemini-1.5-Flash-8B 41.79 41.44 70.68 70.45 81.62 80.99

TFN 37.94 37.42 65.51 64.39 77.81 77.89
MulT 37.55 37.49 64.60 62.96 77.11 77.13
MISA 36.02 34.07 63.33 61.28 77.38 76.64
Self-MM 42.63 42.92 65.16 64.03 79.90 79.57
CENET 42.67 43.34 64.59 64.66 77.81 77.99
ALMT 40.66 41.02 65.56 64.47 78.08 78.24

agenticMSA 46.17 45.73 71.55 70.26 82.71 82.59

Table 2: Comparison results on CMU-MOSI. The best
result is highlighted in bold, while the second-best result
is indicated with underline .

Method Acc-7 F1 Acc-3 F1 Acc-2 F1

Qwen-VL-Max 42.13 38.83 65.31 68.00 83.38 83.33
Claude-3.5-Sonnet 46.21 44.66 77.70 76.29 85.28 85.28
GPT-4o-mini 39.21 36.94 79.52 79.67 85.28 85.27
Gemini-1.5-Flash-8B 46.50 45.35 78.72 77.00 84.55 84.47

TFN 34.08 31.79 66.18 67.08 77.31 78.28
MulT 35.10 32.27 68.86 68.08 78.80 78.89
MISA 42.80 41.43 71.98 73.57 80.67 80.65
Self-MM 46.12 45.21 75.54 75.81 83.51 83.06
CENET 43.82 42.69 72.71 74.10 82.18 82.10
ALMT 43.16 41.94 72.04 73.34 81.50 81.41

agenticMSA 46.94 46.84 80.17 79.49 86.30 86.28

4.6 Confusion Matrix 444

Figure 4 presents the confusion matrices for the 445

two datasets. It is evident that the Neutral and 446

Weakly Positive samples exhibit relatively low pre- 447

diction accuracy on CH-SIMS dataset. This can 448

be attributed to the frequent occurrence of con- 449

flicting information across modalities in these sam- 450

ples, making them more challenging to classify. 451

On the CMU-MOSI dataset, the accuracy for sam- 452

ples close to the neutral remains relatively high. 453
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(a) (b)

Figure 4: Confusion matrices. (a) CH-SIMS; (b) CMU-
MOSI. Note: 0, 1, 2, 3, 4, 5, and 6 represent Strongly
Negative, Negative, Weakly Negative, Neutral, Weakly
Positive, Positive, and Strongly Positive, respectively.

However, the accuracy for Strongly Negative and454

Strongly Positive samples is comparatively lower.455

We attribute this to our way of approximating con-456

flict samples using near-neutral examples (men-457

tioned in Section 4.3), which may overlook the458

conflicts present in other classes. Therefore, we459

believe that providing uni-modal labels in future460

datasets would be beneficial. Addressing the chal-461

lenge of resolving samples with modality conflicts462

remains a valuable direction for researching.463

4.7 Effect of Each Component464

Table 3 presents the effect of removing differ-465

ent agenticMSA components on CH-SIMS datat-466

set, demonstrating the agenticMSA’s effectiveness.467

Some notable points are: 1) When the MCD is re-468

moved, we applied GD to all inputs. We can see469

that there is a significant decline in performance,470

which is because MLLM-driven agents tend to471

make errors on simpler samples due to problems472

like hallucinations or excessive reasoning. This473

demonstrate that agenticMSA can achieve a bal-474

ance between performance and efficiency. 2) When475

the explanation is removed, the decision agent in476

GD does not need to explain why they make the477

predictions. In this situation, we use the voting478

method to determine the final decision and ran-479

domly determine the diversified decision results.480

The performance on all datasets is decreased on481

most metrics, demonstrating that the explanation is482

helpful for the agenticMSA in achieving accurate483

prediction for modality conflict inputs. 3) some484

differences are observed on the CH-SIMS dataset.485

Specifically, when the GD module is removed, we486

make the prediction from the agent powered by the487

MLLM becomes the final decision, regardless of488

whether the agents’ predictions in the HC module489

converge or diverge. In this scenario, while Acc-2490

and its corresponding F1 score show a slight im-491

provement, Acc-3 experiences a significant drop. 492

This demonstrates agenticMSA’s ability to achieve 493

a more balanced performance across all metrics, 494

which is a advantage for real-world applications.

Table 3: Effect of each component.

Method Acc-5 F1 Acc-3 F1 Acc-2 F1

agenticMSA 46.17 45.73 71.55 70.26 82.71 82.59
w/o MCD 35.67 35.78 70.46 69.07 81.18 80.84
w/o explanation 45.73 46.12 69.58 69.36 80.96 80.69
w/o GD 45.51 44.48 70.68 69.39 80.92 81.09
w/o HC & GD 42.89 42.80 65.65 63.63 78.77 78.47

495

acc_ood_det: 0.6253644314868805, f1_ood_det: 
0.713489409141583
confusion_matrix: [[0.39350181 0.60649819]
[0.21760391 0.78239609]]

acc_ood_det: 0.6652078774617067, f1_ood_det: 
0.6709677419354838
confusion_matrix: [[0.61157025 0.38842975]
[0.2744186  0.7255814 ]]
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Figure 5: Confusion matrices of modality conflict de-
tection on the CH-SIMS and CMU-MOSI datasets. (a)
CH-SIMS; (b) CMU-MOSI.

(a) (b)

43.76%

24.51%

31.73%
36.88%

19.97%

43.15%

Figure 6: The proportion of data processed by each
module. Green denotes the samples processed by agent
powered by task-specific small-scale models, blue rep-
resents the samples processed by HC, and red corre-
sponds to the samples processed by GD. (a) CH-SIMS;
(b) CMU-MOSI.

4.8 Analysis of Modality Conflict Detection 496

Figure 5 shows the confusion matrix for modality 497

conflict detection. As shown, the detection accu- 498

racy for conflict samples exceeds 70% across both 499

datasets, demonstrating the effectiveness of the con- 500

flict sample detection. However, it is also evident 501

that there are a higher number of false positives for 502

non-conflict samples in the CMU-MOSI dataset. 503

We attribute this to the lack of uni-modal labels in 504

the MOSI dataset. As mentioned in Section 4.3, 505
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Neutral, because …

而且姐夫今天特意给我打一电话呢，说想了
解一下杨杨的兴趣爱好。

Also, my brother-in-law specifically called me 

today, saying he wanted to learn more about 

Yang Yang's interests and hobbies.

Weakly Positive, because …

Positive, because …

In   mm  y, …. Therefore, the 

sentiment is Weakly Positive.

host

我们之间需要绝对的信任。

We need to have absolute trust in each other.

Negative, because …

Positive, because …

Neutral, because …

In   mm  y, …. Therefore, the 

sentiment is Weakly Positive.

host

… …

Figure 7: Some examples generated by group discussion. For more detailed examples, please refer to Appendix A.5.

we simplified the classification by treating Weakly506

Negative, Neutral, and Weakly Positive samples as507

conflict samples, which may have contributed to508

the misclassification. In addition, for more analysis509

of MCD, please refer Appendix A.3.510

4.9 Visualization of Module Contribution511

Figure 6 illustrates the contributions of different512

components in the agenticMSA. In Figure 6(a),513

only 31.73% of the inputs from the CH-SIMS514

dataset required GD processing. This indicates the515

MCD can improve the framework’s flexibility and516

achieve a balance between performance and com-517

puting resource consumption. Additionally, the HC518

module proves to be beneficial, as it allows hybrid519

decisions to be made between MLLMs and task-520

specific models with small parameters for certain521

samples, further reducing the resource consump-522

tion. A similar phenomenon can be observed on the523

CMU-MOSI dataset as shown in Figure 6(b). How-524

ever, it is worth noting that 43.15% of the samples525

in the CMU-MOSI dataset required GD processing.526

This was attributed to the inconsistency between527

the task-specific model and the GPT-4o-mini in528

the HC stage. Moreover, the absence of uni-modal529

emotion annotations in the MOSI dataset also had530

some negative effects on the MCD. Overall, the531

strength of agenticMSA lies in its ability to achieve532

a trade-off between performance and efficiency in533

predictions.534

4.10 Case Study 535

Figure 7 illustrates some examples to demonstrate 536

the effectiveness of agenticMSA, particularly the 537

GD module. Additional detailed cases can be found 538

in Appendix A.5. As shown, in both examples, 539

the decision agents express differing opinions dur- 540

ing the discussion. However, the host (reflection 541

agent) consistently makes correct predictions by 542

reflecting on and summarizing the opinions. This 543

demonstrates the advantage of the GD mechanism 544

over traditional voting strategies and underscores 545

the overall effectiveness of our framework. Fur- 546

thermore, we utilize Claude-3.5-Sonnet as the base 547

model for the reflection agent. For ablation experi- 548

ments with different models as the reflection agent, 549

please refer to Appendix A.4. 550

5 Conclusion 551

In this paper, we introduce agenticMSA, a agen- 552

tic framework for Multimodal Sentiment Analysis 553

(MSA) that addresses the challenges of modality 554

conflicts. Extensive experiments on the CH-SIMS 555

and CMU-MOSI datasets demonstrate the frame- 556

work’s superior performance, achieved through the 557

integration of task-specific models, Hybrid Collab- 558

oration (HC), and Group Discussion (GD). The 559

framework’s ability to dynamically allocate re- 560

sources and combine MLLMs with conventional 561

task-specific models achieves a trade-off between 562

performance and efficiency in predictions. The 563

state-of-the-art performance highlight the potential 564

of agenticMSA to advance the field of MSA, offer- 565

ing a new solution to the modality inconsistence. 566
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Limitations567

Despite the encouraging results, agenticMSA still568

has its limitations. Modality conflict samples of-569

ten exhibit conflicting sentiment tendencies across570

different modalities. In MSA datasets, only a few571

contain uni-modal sentiment annotations, which572

limits the capability of modality conflict detection573

and consequently limits the universality and overall574

performance of the framework.575
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A Supplementary Analysis802

A.1 Additional Comparison803

As shown in Table 4 and Table 5, although there804

might be some differences in experimental environ-805

ments and settings, we have still included a com-806

parison with the original results of additional meth-807

ods to emphasize the effectiveness of our frame-808

work. These methods include TFN (Zadeh et al.,809

2017), MuLT (Tsai et al., 2019), MISA (Hazarika810

et al., 2020), Self-MM (Yu et al., 2021), MMIM811

(Han et al., 2021), ALMT (Zhang et al., 2023), and812

KuDA (Feng et al., 2024). Similiar to Section 4.5,813

the results also show that agenticMSA can achieves814

leading performance, demonstrating the superiority815

of the framework.

Table 4: Additional comparison results on CH-SIMS.
The best result is highlighted in bold. a represents the
result is from (Yu et al., 2020)

Method Acc-5 F1 Acc-3 F1 Acc-2 F1

TFNa 38.38 - 64.46 - 80.66 81.62
MulTa 35.34 - 65.03 - 77.94 79.10
ALMT 45.73 - 68.93 - 81.19 81.57
KuDA 43.54 - 66.52 - 80.74 80.71

agenticMSA 46.17 45.73 71.55 70.26 82.71 82.59

816

Table 5: Additional comparison results on CMU-MOSI.
The best result is highlighted in bold.

Method Acc-7 F1 Acc-3 F1 Acc-2 F1

TFN 28.7 - - - 73.9 73.4
MISA 42.3 - - - 81.8 81.7
Self-MM - - - - 84.00 84.42
MMIM 46.65 - - - 84.14 84.00
ALMT 49.42 - - - 84.55 84.57
KuDA 47.08 - - - 84.40 84.48

agenticMSA 46.94 46.84 80.17 79.49 86.30 86.28

A.2 Additional Analysis of Each Component817

Table 6 presents the performance of agenticMSA818

with different components removed on the CMU-819

MOSI dataset. Similar to the results on the CH-820

SIMS dataset (as shown in Section 4.7), agen-821

ticMSA demonstrates strong performance across822

most metrics, with performance drops when any823

components are removed. This consistent trend824

across multiple datasets further validates the effec-825

tiveness of our framework.826

Table 6: Effect of each component on the CMU-MOSI
dataset.

Method Acc-7 F1 Acc-3 F1 Acc-2 F1

agenticMSA 46.94 46.84 80.17 79.49 86.30 86.28
w/o MCD 38.76 38.92 76.38 74.49 82.07 81.86
w/o explanation 47.08 47.04 79.88 78.84 84.84 84.81
w/o GD 48.54 47.35 75.80 76.60 83.38 83.37
w/o HC & GD 47.52 47.24 77.55 77.31 84.11 84.10

A.3 Additional Analysis of Regularization in 827

MCD 828

Figure 8 illustrates the distribution of the mean 829

distance between modalities used for modality con- 830

flict detection, both with and without the regular- 831

ization terms Lconsistant and Lconflict, applied 832

during training on the CH-SIMS and CMU-MOSI 833

test datasets. As shown in Figure 8(a) and Fig- 834

ure 8(c), when regularization is included in the 835

training process, the modality distance distribution 836

is distinguishable, facilitating the identification of 837

modality conflict samples. In contrast (Figure 8(b) 838

and Figure 8(d)), when regularization is removed, 839

the distances between the modalities of most sam- 840

ples are concentrated, making it more difficult to 841

detect modality conflict samples. This demonstrate 842

the effectiveness of regularization in improving the 843

performance of MCD.

Mean Distance between Modalities 𝑑𝑚𝑚 Mean Distance between Modalities 𝑑𝑚𝑚
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(a) CH-SIMS
(b) w/o ℒ𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 & ℒ𝑐𝑜𝑛𝑓𝑙𝑖𝑐𝑡 on

CH-SIMS
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Mean Distance between Modalities 𝑑𝑚𝑚

(c) CMU-MOSI

D
e
n
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Mean Distance between Modalities 𝑑𝑚𝑚

(d) w/o ℒ𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 & ℒ𝑐𝑜𝑛𝑓𝑙𝑖𝑐𝑡 on

CMU-MOSI

Figure 8: Visualization of the mean distance distribution
used for modality conflict detection, with and without
Lconsistant and Lconflict, using Kernel Density Estimation.

844
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A.4 Additional Analysis of Reflection Agent845

Model Selection846

Table 7 presents the performance results when dif-847

ferent models are used as reflection agents in the848

group discussion. The results demonstrate that849

both Claude-3.5-Sonnet and GPT-4o-mini exhibit850

well-balanced performance across both datasets.851

In contrast, when the reflection agent is powered852

by Gemini-1.5-Flash-8B, performance decreases853

across all datasets. This suggests that tasks in-854

volving summarization and reflection benefit from855

larger models, which are better suited for these856

more complex tasks.

Table 7: Performance when reflection agents use differ-
ent models.

Method CH-SIMS

Acc-5 F1 Acc-3 F1 Acc-2 F1

Claude-3.5-Sonnet 46.17 45.76 71.54 70.26 82.71 82.59
Gemini-1.5-Flash-8B 46.17 45.60 71.33 70.06 82.28 82.02
GPT-4o-mini 45.95 45.56 71.55 70.23 82.49 82.46

Method CMU-MOSI

Acc-7 F1 Acc-3 F1 Acc-2 F1

Claude-3.5-Sonnet 46.94 46.84 80.17 79.49 86.30 86.28
Gemini-1.5-Flash-8B 46.50 46.49 78.43 78.03 84.55 84.54
GPT-4o-mini 47.67 47.64 80.17 79.48 86.88 86.87

857

A.5 Supplement of Case Study858

As shown in Table 8 and Table 9, we present the de-859

tails of the Group Discussion, including the predic-860

tion with explanation of each agent, when process-861

ing modality conflict inputs. It can be observed that862

even when there are disagreements among the de-863

cision agents, the reflective agent ultimately makes864

the correct decision through reflection and summa-865

rization.866

B Prompt Template867

Table 10 shows the prompt template used in agen-868

ticMSA for reference.869
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Table 8: An example generated by group discussion of agenticMSA. The results from the decision agent powered
by the task-specific model are provided for demonstration purposes and are not part of the discussion.

Input

the only actor who can really sell their lines 

is ERIN ECKART

### Analysis ###

In the provided video-text pair, the textual content states that ""而且姐夫今天特意给我打一电话呢，说想了解一下杨杨的兴
趣爱好,"" which translates to ""Moreover, my brother-in-law specifically called me today, saying he wanted to know about Yang 

Yang's interests and hobbies."" This phrase has a warm and engaging tone, as it describes someone making an effort to connect  

and show interest in another person's life.

Looking at the sentiment cues, the phrase ""特意给我打一电话"" (specifically called me) suggests a positive motivation behind 

the call, indicating that the brother-in-law values the relationship. Additionally, the intent to understand ""杨杨的兴趣爱好"" 

(Yang Yang's interests and hobbies) shows genuine curiosity and care, further enhancing the positive sentiment.

While the video frames cannot provide sentiment indicators like facial expressions or body language, the text itself strongly 

conveys a sense of familiarity and warmth, without any negative undertones. 

### Prediction ###

Positive

…

Label: Weakly Negative

Agent Output

Decision agent
(Task-specific, ALMT)

Negative

Decision agent
(Gemini-1.5-Flash-8B)

Analysis: The video shows a young man speaking. His facial ex-
pressions are neutral, neither overly positive nor negative. There’s
no discernible emotional tone in his body language or posture. The
audio is a statement, not an enthusiastic declaration or a sarcastic
remark. The text “THE ONLY ACTOR WHO CAN REALLY
SELL THEIR LINES IS ERIN ECKART” is a factual claim, not a
strong expression of praise or condemnation. While the speaker is
making a definitive statement, it isn’t laden with emotional inten-
sity. There is no indication of strong emotion behind the claim; it
appears to be simply an opinion.
Prediction: Neutral

Decision agent
(GPT-4o-mini)

### Analysis ###
Analysis: The text segment states, “THE ONLY ACTOR WHO
CAN REALLY SELL THEIR LINES IS ERIN ECKART.” The
phrase “THE ONLY ACTOR” suggests exclusivity and a high level
of praise directed towards Erin Eckart, indicating a strong positive
sentiment. Describing Erin as someone who can “really sell their
lines” reinforces this positive sentiment, implying efficacy and
excellence in performance. The use of “really” further strengthens
the sentiment, suggesting that the speaker feels strongly about
the capability in question. Without additional non-verbal cues to
consider from the video, the verbal content alone is compelling
enough to support a positive interpretation.
Prediction: Positive
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Table 8: An example generated by group discussion of agenticMSA. (continuation of Table)

Agent Output

Decision agent
(Claude-3.5-Sonnet)

Analysis: In this video sequence, I observe someone speaking
with a relatively flat and unenthusiastic facial expression across all
three frames. The speaker appears to be delivering criticism about
acting performances, specifically singling out one performer (Erin
Eckart) as the only one who can “really sell their lines.” The visual
cues show a rather serious demeanor, with minimal emotional ex-
pression or animation. Combined with the text, which implies that
other actors were not as capable, this creates an overall negative
sentiment. While there is one positive note about Erin Eckart’s per-
formance, the statement is framed in a way that criticizes everyone
else by comparison.
Prediction: Negative. The combination of the speaker’s stern
expression and the critical nature of the statement, which essen-
tially dismisses the performances of all other actors except one,
justifies a negative sentiment classification. While not harshly
negative enough to be “strongly negative,” it still expresses clear
disapproval of most of the acting performances in question.

Reflection agent (host,
Claude-3.5-Sonnet)

Output: Let’s analyze this multimodal content carefully:
1. Text Analysis:
- The text is a critical commentary about acting performances -
Uses ""ONLY"" which is exclusionary and dismissive of other
actors - While praising one actor (Erin Eckart), it implicitly
criticizes all others

2. Visual Analysis:
- The video shows a straightforward, direct delivery - The
demeanor appears matter-of-fact rather than overtly negative or
positive - The expression conveys seriousness while delivering the
critique

3. Model Predictions: - Model A (Positive): This seems
least accurate given the critical nature - Model B (Neutral): Has
merit due to the measured delivery style - Model C (Negative):
Aligns well with the content’s critical nature

4. Synthesis: - The text is clearly critical - The delivery
style is relatively measured - While praising one actor, the
statement inherently criticizes everyone else - The combination
suggests disapproval, though not extremely harsh

The most reasonable prediction appears to be Model C’s
negative assessment, though I would qualify it as ""weakly
negative"" rather than strongly negative because: - While critical,
it’s not an outright condemnation - There is one positive element
(praise for Erin Eckart) - The delivery is measured rather than
angry or hostile
Prediction: Weakly Negative
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Table 9: An example generated by group discussion of agenticMSA. The results from the decision agent powered
by the task-specific model are provided for demonstration purposes and are not part of the discussion.

Input

 m y  h  h  ch   c     d dn’  c    wh  h   

they lived or died

### Analysis ###

In the provided video-text pair, the textual content states that ""而且姐夫今天特意给我打一电话呢，说想了解一下杨杨的兴
趣爱好,"" which translates to ""Moreover, my brother-in-law specifically called me today, saying he wanted to know about Yang 

Yang's interests and hobbies."" This phrase has a warm and engaging tone, as it describes someone making an effort to connect  

and show interest in another person's life.

Looking at the sentiment cues, the phrase ""特意给我打一电话"" (specifically called me) suggests a positive motivation behind 

the call, indicating that the brother-in-law values the relationship. Additionally, the intent to understand ""杨杨的兴趣爱好"" 

(Yang Yang's interests and hobbies) shows genuine curiosity and care, further enhancing the positive sentiment.

While the video frames cannot provide sentiment indicators like facial expressions or body language, the text itself strongly 

conveys a sense of familiarity and warmth, without any negative undertones. 

### Prediction ###

Positive

…

Label: Negative

Agent Output

Decision agent
(Task-specific, ALMT)

Negative

Decision agent
(Gemini-1.5-Flash-8B)

Analysis: The video shows a woman speaking. The audio contains
a hesitant start (“um”), followed by a statement about characters
in a story not caring about living or dying. The tone of voice in the
audio is neutral; there’s no discernible emotionality, nor any vocal
emphasis suggesting strong feelings about the statement. The
facial expressions in the video frames are also neutral. There’s no
visible sadness, anger, joy, or other strong emotions. The statement
itself, while potentially commenting on a story’s lack of emotional
depth, doesn’t inherently express a positive or negative sentiment
from the speaker’s perspective. The speaker’s words describe a
characteristic of the story, rather than a personal evaluation of it.
Prediction: Neutral

Decision agent
(GPT-4o-mini)

### Analysis ###
The text states a rather cynical view about characters not caring
whether they lived or died. The phrase “DIDNT CARE” suggests
a sense of apathy or indifference towards the characters’ fates,
which reflects negatively on the narrative or their development.
The use of all capital letters emphasizes this sentiment, indicating
strong feelings about the matter.

While the speaker might not explicitly convey deep anger
or frustration, the overall tone of the text carries a strongly
negative attitude, suggesting discontent with how the characters
were portrayed. The absence of concern from the characters
implies a lack of meaningful stakes in the story, which could
suggest that the viewer is dissatisfied with the narrative quality.

Without seeing the facial expressions or gestures in the
video, it is difficult to determine the complete sentiment as
presented in the speaker’s delivery. However, given the sentiment
of the text and the likely emotional weight behind it, one can infer
that the speaker’s overall tone is negative.

### Prediction ###
Strongly Negative
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Table 9: An example generated by group discussion of agenticMSA. (continuation of Table)

Agent Output

Decision agent
(Claude-3.5-Sonnet)

Analysis: The video frames show someone with a rather solemn
and unenthusiastic expression throughout. Their facial features
remain consistently downcast, with lowered eyes and a serious
demeanor that suggests disappointment or criticism. The text is
written in all caps, which can denote emphasis or frustration, and
discusses characters being indifferent about mortality (“DIDNT
CARE WEATHER THEY LIVED OR DIED”), which is a no-
tably dark and negative observation. The speaker appears to be
criticizing this character trait with disapproval. The combination
of the dejected facial expressions and the critical content about
characters’ apathy toward life and death creates a clear negative
sentiment.
Prediction: Negative

Reflection agent (host,
Claude-3.5-Sonnet)

Analysis: Looking at all available information and model
predictions, let me analyze each component:
1. Text Analysis: - Written in all caps, suggesting emphasis or
intensity - Content expresses criticism about characters’ lack of
self-preservation instinct - Demonstrates viewer frustration with
character development/writing

2. Visual Analysis: - The images show consistent and rel-
atively subdued expressions - The demeanor appears somewhat
flat or unenthusiastic - The visual cues align with someone
expressing disappointment or criticism

3. Model Predictions:
Model A (Strongly negative): - Makes strong arguments about the
cynical nature of the comment - Correctly identifies the criticism
in the content - May be slightly overestimating the intensity

Model B (Neutral): - Seems to underestimate the clear
negative sentiment in both text and visuals - Doesn’t adequately
account for the criticism being expressed - Likely too conservative
in its assessment

Model C (Negative): - Provides a balanced interpretation -
Acknowledges the negative sentiment without overstating it - Best
aligns with both textual and visual evidence

After weighing all factors, Model C’s “negative” predic-
tion appears most accurate. The comment clearly expresses
disappointment with character writing, but the visual delivery
suggests regular criticism rather than intense negativity. While
Model A’s “strongly negative” might be too extreme and Model
B’s “neutral” too mild, a simple “negative” rating best captures
the overall sentiment.
Prediction: Negative
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Table 10: Prompt template. “Candidate Labels” represent the Candidate Labels of each dataset.

Agent Prompt

Decision agent with
video-audio-language
inputs

### Background ###
Assume that you are a multimodal sentiment analysis expert. We
provide you with a video-audio-text pair, where the video contains
3 temporally uniformly sampled frames with the speaker’s content.
The available video-audio-text pairs is:
### Video-audio-text Pair ###
Video: Please refer to the video input.
Audio: Please refer to the audio input.
Text: text
### Response Requirements ###
Please ignore the speaker’s identity and concentrate on the senti-
ment cues. Analyze the provided video-audio-text pair and give a
prediction. The video-audio-text pair should be classified as one
of the sentiment following: {Candidate Labels}.
### Output Format ###
Analysis: Provide a detailed analysis of the sentiment cues in the
video-audio-text pair.
Prediction: Directly provide a class from {Candidate Labels}.

Decision agent with
video-language inputs

### Background ###
Assume that you are a multimodal sentiment analysis expert. We
provide you with a video-text pair, where the video contains 3
temporally uniformly sampled frames with the speaker’s content.
The available video-text pairs is:
### Video-text Pair ###
Video: Please refer to the video input.
Text: text
### Response Requirements ###
Please ignore the speaker’s identity and concentrate on the sen-
timent cues. Analyze the provided video-text pair and give a
prediction. The video-text pair should be classified as one of the
sentiment following: {Candidate Labels}.
### Output Format ###
Analysis: Provide a detailed analysis of the sentiment cues in the
video-text pair.
Prediction: Directly provide a class from {Candidate Labels}.
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Table 10: Prompt template. ”Candidate Labels“ represent the Candidate Labels of each dataset. (continuation of
Table)

Agent Prompt

Reflection agent in group
discussion

### Background ###
Assume that you are a multimodal sentiment analysis expert. There
is a video-audio-text pair, along with the analysis process and
prediction results from multiple models. You need to read it
carefully and analyze it comprehensively.
### Video-audio-text Pair ###
Video: Please refer to the video input.
Audio: Please refer to the models’ analysis.
Text: text
### Prediction of Model A ###
{gpt4omini_preds}
### Prediction of Model B ###
{gemini_1_5_flash_8b_preds}
### Prediction of Model C ###
{claude_preds}
### Task ###
Analyze the video-audio-text pair and the prediction results of
all models. Give a most reasonable prediction refer to the three
models and provide the reason for your prediction. You need to:
1. Evaluate the reasons for each model, indicating which are strong
supporting arguments and which may be misleading.
2. Weigh opinions between different models, especially when they
disagree.
3. Check for any conflicts or inconsistencies and try to resolve
them.
4. Combine all available information to generate a final forecast
and provide a detailed explanation of why this particular outcome
was chosen.
### Output Format ###
Analysis: Provides analysis of the above tasks. Prediction: Provide
a final decision from {Candidate Labels}.
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