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Abstract

End-to-end multimodal fact-checking (MFC)001
aims to assess the truthfulness of claims using002
retrieved multimodal evidence. Existing meth-003
ods rely on the stance extracted from the evi-004
dence, achieving good performance with anno-005
tated gold evidence, but performing poorly with006
system-retrieved evidence. The key issue is007
that the existing model is only exposed to anno-008
tated gold evidence during training, inevitably009
leading to confirmation bias. Such bias refers010
to that the model tends to treat low-quality011
system-retrieved evidence as high-quality gold012
evidence during testing, thus resulting in low013
robustness and generalization of the model. To014
mitigate the bias, we propose a novel multi-015
check framework with causal intervention and016
counterfactual reasoning. It incorporates three017
independent checkers to verify claims from di-018
verse perspectives, thereby ensuring a more019
balanced and accurate fact-checking. Specif-020
ically, we first construct two distinct types of021
counterfactual instances via causal interven-022
tion. Then, we apply counterfactual reason-023
ing to train three independent checkers with024
tailored counterfactual instances or annotated025
samples. During inference, we eliminate con-026
firmation bias by synthesizing the verification027
results of all checkers. Experimental results028
demonstrate the superiority of our proposed029
framework to state-of-the-art methods, show-030
ing performance improvements of 5.5% and031
16.9% with annotated and system-retrieved evi-032
dence, respectively. Our code will be released033
once the paper is accepted.034

1 Introduction035

Fact-checking aims to assess the authenticity of036

a claim by analyzing the relevant evidence (Guo037

et al., 2022). It can significantly mitigate the seri-038

ous social harm inflicted by misinformation, such039

as the crisis of medical trust during COVID-19040

(Islam et al., 2020) and interference in the 2016041

U.S. presidential election (Bovet and Makse, 2019).042

Claim: Former U.S. Vice President Joe 
Biden once said he had 'no empathy' for 
the plight of younger people. Multimodal Evidence

Evidence Retrieval
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Figure 1: Illustration of evidence retrieval (top) and our
multi-check method (bottom).

However, current fact-checking requires analyzing 043

intricate multimodal evidence, and relying on man- 044

ual fact-checking is inefficient (Schlichtkrull et al., 045

2023). Thus, it is crucial and urgent to develop 046

automated multimodal fact-checking (MFC). 047

The current MFC efforts include out-of-context 048

(OOC) detection (Luo et al., 2021) and end-to-end 049

scenarios (Yao et al., 2023). The former is an ex- 050

tension of the image repurposing detection task 051

(Sabir et al., 2018), which requires determining 052

whether an image corresponds to the text. The lat- 053

ter is an expansion of textual fact-checking into 054

multimodal scenarios and consists of multimodal 055

evidence retrieval and fact-checking (Akhtar et al., 056

2023). Compared to single OOC detection, end-to- 057

end MFC is more challenging and can be adapted 058

to more scenarios (including OOC (Geng et al., 059

2024)), which is closely aligned with real-world 060

fact-checking. Thus, this work focuses on the end- 061

to-end MFC, which leverages retrieved multimodal 062

evidence to verify the claims. 063

The focus of existing MFC methods is verify- 064

ing the given claims according to the stance of 065

retrieved evidence (Yao et al., 2023; Yuan et al., 066

2023). Unfortunately, the quality of retrieved evi- 067

dence often varies significantly, sometimes includ- 068
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ing conflicting information with different stances069

or false information. The unreliable evidence poses070

great challenges to MFC and limits fact-checking071

performance. The underlying reason is that the ex-072

isting model is only exposed to authentic evidence073

(gold evidence) during model training, leading to074

the model suffering from confirmation bias (Nick-075

erson, 1998). Specifically, this bias refers to the076

model’s tendency to treat system evidence as high-077

quality gold evidence during testing (checker1 in078

Figure 1), which inevitably introduces the possible079

conflicting or false information in system evidence080

into fact-checking, thereby affecting the model’s081

robustness and generalizability.082

In this paper, we propose a multi-check frame-083

work, introducing causal intervention and coun-084

terfactual reasoning to alleviate the above confir-085

mation bias. Our key motivation is to rethink the086

evidence and check the claims from different per-087

spectives. Specifically, we imagine a counterfactual088

world where each claim is verified by three inde-089

pendent fact-checkers, treating the same evidence090

from different perspectives. As illustrated in Figure091

1, checker1 considers the evidence reliable while092

checker2 considers the evidence partially reliable,093

and checker3 considers the evidence unreliable.094

During verification, checker2 and checker3 are095

used to model possible conflicting and false infor-096

mation in system evidence and eliminate confirma-097

tion bias in checker1 from a causal perspective.098

Driven by the aforementioned motivation, the099

proposed multi-check frame is divided into three100

main steps: multimodal counterfactual instance101

construction, multi-check training, and multi-check102

reasoning. Specifically, 1) To effectively train di-103

verse checkers, we leverage a causal model to con-104

struct two distinct types of counterfactual instances105

by intervening on the original training samples. 2)106

Considering the causal effect of counterfactual in-107

stances, we tailor distinct training objectives for108

individual checkers. 3) During reasoning, we feed109

retrieved evidence into all checkers and fuse all110

verification results as the final prediction. Our con-111

tributions are summarized as follows:112

• To the best of our knowledge, we are the first113

to investigate the confirmation bias under real-114

world end-to-end MFC. We provide the theo-115

retical foundation from the causal perspective116

to analyze the confirmation bias.117

• We propose a causal intervention and counter-118

factual reasoning based framework that intro-119

duces a novel multi-check process to mitigate 120

confirmation bias. 121

• Extensive experiments demonstrate the effec- 122

tiveness of our model compared to the state- 123

of-the-art (SOTA) MFC methods and LLMs 124

(GPT-3.5 and GPT-4o). 125

2 Related Work 126

2.1 Multi-modal Fact-Checking 127

Some multimodal fact-checking (MFC) works (Ab- 128

delnabi et al., 2022; Yuan et al., 2023; Zhang et al., 129

2023; Papadopoulos et al., 2023) focus on the out- 130

of-context (OOC) misinformation and serve it as 131

an image-text mismatch checking task. (Abdelnabi 132

et al., 2022) first introduce the multi-modal cycle- 133

consistency to detect the mis- or disinformation 134

of image-text pairs. (Yuan et al., 2023) models 135

the stance of external evidence to aid misinfor- 136

mation detection. (Zhang et al., 2023) introduce 137

an improved attention network to facilitate a com- 138

prehensive understanding of contextual informa- 139

tion. To foster MFC, (Yao et al., 2023) propose 140

end-to-end MFC, Mocheg, which encompasses 141

the complete phases of fact-checking and more 142

closely aligns with real-world MFC. Specifically, 143

end-to-end MFC requires automatically retrieving 144

evidence relevant to the claim and predicting the 145

label based on system-retrieved evidence. 146

However, due to the low accuracy of evidence 147

retrieval, existing methods are plagued by incom- 148

plete and unreliable evidence, which leads to poor 149

generalization performance of the models in prac- 150

tical application. In other words, current methods 151

overfit the gold evidence in the training phase and 152

exhibit low robustness during real-world testing 153

with system-retrieved evidence. 154

2.2 Confirmation Bias 155

Confirmation bias (Nickerson, 1998) is a psycho- 156

logical concept referring to the inclination to fa- 157

vor information that aligns with one’s preexisting 158

beliefs while disregarding conflicting information. 159

Such bias often occurs in semi-supervised or un- 160

supervised learning, referring to the noise accumu- 161

lation when the model is trained using incorrect 162

predictions (Tarvainen and Valpola, 2017). 163

However, in real-world end-to-end MFC, confir- 164

mation bias has not yet been studied or defined. We 165

are the first to investigate the confirmation bias in 166

this field. Specifically, we observed confirmation 167

bias during training which can lead the model to 168
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Figure 2: Example of the causal graph where X and
Y represent the cause and effect respectively, with ∗
denoting reference values.

treat the system-retrieved evidence as normal anno-169

tated evidence during real-world testing, reducing170

the model’s robustness and generalizability.171

2.3 Causal Inference172

Recently, causal inference (Pearl et al., 2016) has173

been widely used in various deep-learning tasks,174

such as visual question answering (Niu et al., 2021),175

multimodal information extraction (Zhou et al.,176

2024), fake news detection (Tian et al., 2022; Chen177

et al., 2023), etc. As for fact-checking, (Tian et al.,178

2022) formulate dataset biases as causal effects and179

debias it based on counterfactual reasoning.180

Unlike debiasing dataset biases, we discover the181

gap between the evidence used in training and test-182

ing. To address this, we construct two types of183

counterfactual instances to train multiple checkers184

to rethink the evidence and recheck the claim.185

3 Preliminaries186

3.1 Causal Graph187

Causal graph (Pearl et al., 2016) is used to help188

analyze the causal effects between different vari-189

ables, represented by a directed acyclic graph190

G = {N , E}. N represents the set of variables,191

and E represents directed causal edges between192

variables. As shown in Figure 2(a), X → Y de-193

notes the causal pathway between two variables X194

and Y , where X is the cause and Y is the effect.195

3.2 Counterfactual Reasoning and Causal196

Effect197

Counterfactual reasoning (Pearl, 2009) is a statisti-198

cal inference technique employed to infer potential199

outcomes under hypothetical circumstances diverg-200

ing from the factual world. For instance, Figure201

2(a) is a factual world where the calculation of202

effect Y is denoted as Yx = Y (X = x).203

To estimate the causal effect (Pearl, 2022) of a204

treatment variable X on a response variable Y , we205

conduct the counterfactual reasoning by causal in-206

tervention. As shown in Figure 2(b), we construct207

U Y

E

C

(a) Causal graph
with confounder
(Factual world).

U Y

E

C

�∗

(b) Counterfactual
world by causal in-
tervention.

Figure 3: The causal graphs for fact-checking. E: multi-
modal evidence, C: claim, Y : label of claim, U : con-
founder. ∗ denotes the reference value.

a counterfactual world where variable X is inter- 208

vened to be reference value x∗. Empirically, we 209

denote the intervention operation as do(·). And we 210

define the causal effect (CE) of X on Y as: 211

CEX→Y = Yx − Yx∗

= Y (X = x)− Y (do(X = x∗))
(1) 212

4 Method 213

We first formalize the fact-checking task into a 214

causal graph to analyze confirmation bias and 215

causal effects between different factors in Section 216

4.1. Then we present our multi-check framework 217

consisting of multimodal counterfactual instance 218

construction (4.2), multi-check training (4.3), and 219

multi-check reasoning (4.4). 220

4.1 Causal Graph of Fact-checking 221

Figure 3(a) shows the causal graph of the fact- 222

checking process. Nodes E and C denote the mul- 223

timodal evidence features and claim features re- 224

spectively. Node Y is the task label and E → Y 225

represents the causation from variable E to variable 226

Y . Notable, U denotes the confounder variable that 227

influences both variables E and C, which implies 228

evidence annotator to collect claim-evidence pairs 229

(i.e., U → (C,E)). During training, U represents 230

the annotator to collect gold evidence (high qual- 231

ity), while during testing, U denotes the evidence 232

retriever to retrieval system evidence (low quality). 233

Confirmation bias arises when the model treats 234

system evidence as gold evidence during testing, 235

leading to low robustness and poor generalization. 236

4.2 Counterfactual Instance Construction 237

To alleviate the aforementioned confirmation bias, 238

we cut off the link U → E as depicted in Fig- 239

ure 3(b), and construct a counterfactual world by 240

forcibly changing the value of variable E through 241

intervention operation do(E = e∗). 242
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Figure 4: Illustration of the training and reasoning processes of our multi-check framework.

As shown in Figure 4, in the counterfactual243

world, we proposed a multi-check framework that244

introduces three independent fact-checkers (pos-245

itive checker1, mixed checker2, and negative246

checker3) to rethink evidence and recheck claims247

from different perspectives. To train different248

checkers, we require corresponding training data,249

where checkers1 is trained with the gold data250

to reflect the factual world. For checkers2 and251

checkers3, we construct two distinct counterfac-252

tual instances for their training.253

Given the raw gold sample (c, et, ei) which de-254

notes claim, text evidence, and image evidence255

respectively. The gold evidence (et, ei) in the train-256

ing set is reliable. To introduce unreliable evidence257

during training, we randomly select K irrelevant258

text and image evidence from the multimodal evi-259

dence set as reference unreliable evidence (e∗t , e
∗
i ).260

For the counterfactual instance of checker3, we do261

the interventions do(Et = e∗t ) and do(Ei = e∗i ) on262

the variable E to cut off the link U → E. Empiri-263

cally, the intervention can be operated by replacing264

the gold evidence ei,t with the reference evidence265

(false evidence) e∗i,t to construct the counterfactual266

sample (c, e∗t , e
∗
i ). Similarly, we do the interven-267

tions do(Et = et + e∗t ) and do(Ei = ei + e∗i ),268

replacing the gold evidence with conflicting evi-269

dence with different stances to construct the coun-270

terfactual sample (c, et+e∗t , ei+e∗i ) for checker2.271

Through the above process, we obtain the training272

samples required for multi-check training.273

4.3 Multi-check Training274

After obtaining training data including counterfac-275

tual instances, we train our multi-check framework.276

For each checker, given a claim c and multimodal 277

evidence {e1t , e2t , ...}&{e1i , e2i ...}. Following (Yao 278

et al., 2023), we use CLIP to extract fine-grained 279

representations and detect stance representation 280

from each claim-evidence pair. Finally, all stance 281

representations are used to predict the label of C. 282

Model details can be found in (Yao et al., 2023). 283

Notable, we use the same model architecture but 284

different training objectives for different checkers. 285

Checker1. To learn the mapping between gold 286

samples and their truthfulness labels, we feed 287

(c, et, ei) into checker1, obtain the output Y1, and 288

use the cross-entropy loss as the loss function: 289

Y1 = Y (C = c, Et = et, Ei = ei), (2) 290
291

L1 = − log

(
exp(Y1,i)∑2
j=0 exp(Y1,j)

)
, (3) 292

where i denotes the index of the truthfulness label. 293

Checker2. As discussed in Section 1, checker2 294

aims to enhance the model performance under con- 295

flicting evidence with different stances towards to 296

the claim. We hope checker2 can assist the model 297

in identifying partial reliable evidence during test- 298

ing. Based on counterfactual reasoning, we feed 299

(c, et + e∗t , ei + e∗i ) and obtain Y2 as follow: 300

Y2 = Y (C = c, do(Et = et + e∗t ),

do(Ei = ei + e∗i )).
(4) 301

To avoid checker2 learning the wrong mapping 302

between unreliable evidence and truthfulness la- 303

bels, we eliminate the causal effect of unreliable 304

evidence on the truthfulness label by subtraction 305

from the causal perspective. Specifically, we in- 306

put (c, e∗t , e
∗
i ) and subtract the output Y ∗

2 , and then 307
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compute the cross-entropy loss as follow:308

Y ∗
2 = Y (C = c, do(Et = e∗t ), do(Ei = e∗i )),

(5)309310

L2 = − log

(
exp((Y2 − Y ∗

2 )i)∑2
j=0 exp((Y2 − Y ∗

2 )j)

)
. (6)311

Checker3. To further reduce confirmation bias,312

we propose checker3 to capture the wrong map-313

ping between unreliable evidence (i.e., false infor-314

mation) and truthfulness labels. Therefore, during315

training, we maximize the confirmation bias, i.e.,316

we hope checker3 treats system evidence as unre-317

liable evidence (see Figure 1) to verify the claim.318

Such wrong mapping will be reduced during infer-319

ence via subtraction. To do this, we feed (c, e∗t , e
∗
i )320

into checker3 and obtain Y3. The training loss is321

calculated as follows:322

Y3 = Y (C = c, do(Et = e∗t ), do(Ei = e∗i )), (7)323

324

L3 = − log

(
exp(Y3,i)∑2
j=0 exp(Y3,j)

)
. (8)325

Note that the three checkers mentioned in our326

framework represent three sub-models that have the327

same model structure but do not share parameters.328

Therefore, they have high flexibility in training329

and can be trained together or separately. To learn330

the model parameters, we minimize a multi-check331

training objective as follows:332

L = λ1L1 + λ2L2 + λ3L3, (9)333

where λ1, λ2, and λ3 are the trade-off hyperparam-334

eters to adjust the effect of different views.335

4.4 Multi-check Reasoning336

During reasoning, we have claim c as well as the337

multimodal evidence (est , e
s
i ) retrieved by the sys-338

tem. To verify c, we feed (c, est , e
s
i ) into our multi-339

check MFC framework and obtain three outputs340

(Y1, Y2, Y3) from different checkers. Y1 as the out-341

put of checker1, we use it as a benchmark output342

with confirmation bias and employ Y2 and Y3 to343

mitigate such bias. Specifically, for the output of344

checker2, we employ addition (Y1 + Y2) to en-345

hance the causal effect of reliable evidence within346

the system evidence on the truthfulness label. In347

addition to the output of checker3, we use sub-348

traction (Y1 − Y3) to reduce the aforementioned349

wrong mappings between unreliable evidence (i.e.,350

false information) within the system evidence and351

truthfulness labels. Thus, we obtain two debiased352

Data Train Val Test
# Claims 11,669 1,490 2,440
# Refuted Labels 4,542 488 825
# Supported Labels 3,826 501 817
# NEI Labels 3,301 501 800
# Text evidence 23,545 4,067 6,268
# Image evidence 8,927 1,178 2,007

Table 1: Statistics of the MOCHEG dataset.

results Y1 + Y2, Y1 − Y3 and the result Y1 before 353

debiasing. Note that each of the above results may 354

be best in individual scenarios (e.g., Y1 + Y2 is 355

the best result in Figure 4). However, due to the 356

varying quality of system evidence, employing a 357

fusion strategy to integrate the above three results 358

is necessary and beneficial, such opinion is verified 359

in ablation experiments. Specifically, we employ 360

an averaging fusion strategy to integrate the above 361

three results. Besides, we explore more fusion 362

strategies in the experimental section. 363

5 Experiments 364

In this section, we conducted experiments for quan- 365

titative and qualitative analysis to validate the ef- 366

fectiveness of our proposed method. 367

5.1 Experimental Settings 368

5.1.1 Dataset 369

We conducted experiments on the only existing 370

end-to-end multimodal fact-checking dataset: 371

MOCHEG: a large-scale dataset consisting of 372

15,601 claims where each claim is annotated with 373

a truthfulness label and a ruling statement, and 374

33,880 textual paragraphs and 12,112 images in 375

total as evidence. We preprocess and divide the 376

dataset in the same way as in (Yao et al., 2023). 377

The dataset statistic is shown in Table 1. Follow- 378

ing prior works, we adopt Macro F1 as evaluation 379

metric to assess the performance of our model. 380

5.1.2 Implementation Details 381

Regarding evidence retrieval, we use the pre- 382

trained retrieval model from (Yao et al., 2023) to 383

retrieve top-5 text and image evidence respectively 384

for claim verification. We use frozen CLIP-ViT- 385

B/32 as our backbone. For hyperparameter settings, 386

the training batch size is 128, the training epoch is 387

50, and the Adam optimizer with a learning rate 388

1e-5 is used to update the parameters. Besides, 389

the trade-off hyperparameters λ1, λ2, λ3 are set to 390

1.0. According to the early-stopping strategy, the 391
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Methods F-score (%)
Majority Label 33.78
Average Similarity (Gold) 32.72
SpotFakePlus (Gold) 44.11
Pre-CoFactv2 (Gold) 47.17
Mocheg (Gold) † 51.64
Ours (Gold) 54.48
Mocheg (System) † 42.44
Ours (System) 49.61

Table 2: Main results comparing with the SOTA meth-
ods. Note that Gold denotes gold multi-modal evidence
while System means system-retrieved evidence. † rep-
resents our re-implemented results.

training process ends when the Accuracy on the val-392

idation set does not increase within 10 epochs. We393

evaluate the best model on the test set. To show the394

superiority of our method in eliminating confirma-395

tion bias, for the factual checker1, we choose the396

same model as mocheg and train our proposed two397

counterfactual checkers separately. We conduct398

the experiments in Ubuntu 18.04.5 with a single399

NVIDIA A6000 GPU with 48GB of RAM.400

5.2 Compared Methods401

Due to the scarcity of end-to-end multimodal fact-402

checking, we followed previous work (Yao et al.,403

2023) and selected the current SOTA methods:404

• SpotFakePlus (Singhal et al., 2020) focus on405

capturing text and image’s semantic and con-406

textual information. (Yao et al., 2023) adapts407

it to the multi-modal fact-checking task.408

• Pre-CoFactv2 (Du et al., 2023) is a novel409

framework with parameter-efficient founda-410

tion models that achieves SOTA results at the411

Factify 2 challenge (Suryavardan et al., 2023).412

• Mocheg (Yao et al., 2023) first propose end-413

to-end MFC and introduce stance representa-414

tion to help fact verification, achieving SOTA415

performance on the challenging Mocheg.416

5.3 Performance Comparison417

Table 2 shows the experimental results of our pro-418

posed framework compared with SOTA baselines419

under Gold and System settings, respectively.420

Note that the system-retrieved evidence used in421

different methods is the same. From Table 2, we422

observe that our method achieves the best perfor-423

mance. Specifically, our method improves the av-424

erage F-score by 5.5% and 16.9% compared to the425

second-best method (i.e., Mecheg) under the Gold426

Figure 5: Performance comparison between Mocheg
and our method in different truthfulness labels.

Methods Acc. F-score (%)

Gold

Full Model 55.57 54.48
w/o C2 55.16 53.83
w/o C3 54.79 53.19

w/o C2+C3 54.38 51.64
w/o CI 54.99 53.04
w/o CT 55.04 52.81

System

Full Model 50.86 49.61
w/o C2 50.49 48.93
w/o C3 49.67 47.41

w/o C2+C3 47.91 42.44
w/o CI 48.40 44.70
w/o CT 47.83 43.81

Table 3: Evaluation results for ablation study.

and System settings respectively, highlighting the 427

superiority of our proposed method. 428

Notably, the performance improvement under 429

the System setting is larger than that under the 430

Gold setting (16.9% vs 5.5%). Moreover, our 431

method under the System setting outperforms 432

most baselines (e.g., SpotFakePlus, Pre-CoFactv2) 433

under the Gold setting. This indicates that our 434

method has a significant advantage in real-world 435

MFC. We believe that our method benefits from 436

the evidence rethink and the claim recheck via our 437

proposed multi-check process. 438

We further compare the performance of our 439

method with Mocheg in detail truthfulness labels 440

under real-world System setting. Figure 5 shows 441

the precision and F-score in different labels. Specif- 442

ically, our method is superior in the majority of 443

cases and falls slightly short in a few cases (pre- 444

cision in NEI , F-score in Supported). Overall, 445

considering all types of labels, our method outper- 446

forms Mocheg, exhibiting more stable performance 447

across various labels and higher model robustness. 448

5.4 Ablation Study 449

To study the impact of each component of our pro- 450

posed method, we conduct ablation experiments by 451

defining the following variants: 452

w/o C2 or C3: Remove checker2 or checker3. 453

6



Methods Acc. F-score (%)

Gold
Average 55.57 54.48

Max 54.83 53.98
Voting 55.45 54.34

System
Average 50.86 49.61

Max 50.66 49.87
Voting 50.75 49.80

Table 4: Results of different reasoning strategies.

Figure 6: Impact of different values of K. Note that
the left and right sub-figures represent the results under
Gold and System settings, respectively.

w/o CI: Construct counterfactual instances with454

only text changes, leaving images unchanged.455

w/o CT: Construct counterfactual instances with456

only image changes, leaving textual unchanged.457

The ablation results in Table 3 show that all458

proposed components are beneficial. Specifically,459

when we remove checker2 (w/o C2) or checker3460

(w/o C3), the performance drops. When we re-461

move both checker2 and checker3 (w/o C2+C3),462

the performance further drops, demonstrating the463

effectiveness of the multi-check process. Besides,464

we also perform the ablation study on the specific465

construction of counterfactual instances. When466

we construct counterfactual instances by changing467

only the unimodal evidence (w/o CI or w/o CT ),468

the performance drops, indicating the superiority469

of our counterfactual instance construction.470

As shown in Table 3, the results show that471

our proposed modules are more effective in the472

System setting. This is consistent with our hypoth-473

esis that our approach can mitigate confirmation474

bias, and the harm of confirmation bias is more475

pronounced in the System setting.476

5.5 Impact of Different Reasoning Strategies477

We investigated the impact of different fusion strate-478

gies during multi-check reasoning. The Average479

strategy refers to averaging the outputs from three480

checkers while the Max strategy aims to select the481

output with the highest probability. The V oting482

strategy refers to predicting the label with the most483

Methods Acc. F-score(%)

Gold
GPT-3.5 53.64 45.76
GPT-4o 58.52 50.63

Ours 55.57 54.48

System
GPT-3.5 46.15 39.44
GPT-4o 53.32 47.74

Ours 50.86 49.61

Table 5: Comparison results with LLMs.

Methods # Refuted # Supported # NEI
Raw Distribution 825 817 800
GPT-3.5 (Gold) 628 1,723 91
GPT-4o (Gold) 1,318 962 162
Ours (Gold) 1,176 614 652
GPT-3.5 (System) 437 1,833 172
GPT-4o (System) 1,267 935 240
Ours (System) 1,172 660 610

Table 6: Statistics on the results of different methods.

votes from all checkers. Note that if no consensus 484

in the V oting strategy, the Max strategy will be 485

used. From Table 4, we find that the Average strat- 486

egy achieves the best performance in the accuracy 487

metric. This suggests that integrating all checkers 488

is most effective, indicating the effectiveness of 489

our multi-check approach. We believe introducing 490

different checkers based on actual conditions and 491

applying various strategies is worth exploring. 492

5.6 Impact of the Value of K 493

We tried different values of K, i.e., the number of 494

evidence selected to construct the counterfactual 495

instance. Figure 6 shows that our method always 496

outperforms Mocheg, and K = 5 leads to the best 497

performance. We analyze the reason accounting for 498

the results is that a small amount of evidence may 499

not be sufficient for multi-check training, while 500

too much irrelevant evidence may lead to biases 501

in model training. This indicates the effectiveness 502

of our approach and emphasizes the importance of 503

selecting an appropriate quantity of noise evidence. 504

5.7 Comparision with LLMs 505

We apply the OpenAI-API 1 (gpt-3.5-turbo-01252 506

and gpt-4o3) to the end-to-end MFC using the 507

prompt template. The implementation details are 508

described in Appendix A.1. From Table 5, we can 509

observe that our method outperforms GPT-3.5 in 510

both accuracy and F-score, demonstrating the ef- 511

fectiveness of our approach. Further, compared to 512

the current state-of-the-art GPT-4o, our model is 513

1https://platform.openai.com/docs/api-reference
2https://platform.openai.com/docs/models/gpt-3-5-turbo
3https://platform.openai.com/docs/models/gpt-4o
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Supported

NEI

Refuted
• The popular Twilight Zone Tower of Terror attraction at Disney California 

Adventure Park will be transformed into a 'Guardians of the Galaxy' ...
• The Guardians of the Galaxy ride is a much newer addition... 
• 'Tower of Terror is a classic Disney ride and ... Guardians of the Galaxy? 
• Disney is replacing the vertigo-inducing 'Twilight Zone'-themed elevator 

ride at its California theme park with ... space super heroes. 
• Tower of Terror to be Removed, Replaced With Elsa's Ice Castle Disney 

announced ... replaced by Elsa's Ice Castle, featured in the movie, Frozen.

Ellen DeGeneres has decided 
to end her long-running 

daytime talk show in 2022.      

• Let's start with the decision to end the show in 2022: ... 
• In June 2016, an ... disguised ... reporting that Ellen DeGeneres would be 

leaving her popular daytime television talk show to sell skin care products.
• Ellen Degeneres recently announced she will be leaving The Ellen Show in 

November to promote a new skincare line that was recently voted...
• In fact, NBCUniversal Owned Television Stations announced in January 

2016 that the Ellen DeGeneres Show had been renewed through 2020.

Disney is replacing the 'Tower of 
Terror' attraction with a 

'Guardians of the Galaxy' 
themed ride at their Disney 
California Adventure Park.

The Biden administration had to 
start from scratch with a 

comprehensive COVID-19 vaccine 
distribution plan because the Trump 
administration had no working plan.

• ... the underlying claim was whether the Harris-Biden administration ... 
'start from scratch' with ... because their predecessors had no working plan. 

• ... its so-called 'scoop' that Biden inherited 'no vaccine distribution plan 
from the Trump administration' and had to 'start from scratch.' 

• The Trump administration has released no comprehensive plan to combat 
COVID-19, except ... the development and distribution of vaccines. 

• it is false to claim that it was literally 'starting from scratch,' or that the 
Trump administration had done nothing .... 

• Biden administration officials were reportedly ... President Joe Biden's 
predecessor didn't have a plan ... COVID-19 vaccine.

• And a similar plea came from Sen. Mitt Romney, R-Utah, the only 
Republican senator who voted to to remove Trump from office. 

• Senator Mitt Romney, Republican of Utah, was the only member to break 
with his party, voting to remove Mr. Trump from office. 

• Romney votes to convict Trump of abuse of power, the only Republican to 
support removing the president. 

• Nevertheless, in a statement after Mr. Trump's tweet, Attorney General 
William P. Barr said the F.B.I. ...

Says William Barr tweeted, 
'BREAKING NEWS Senator Mitt 

Romney is the only Republican 
Senator who voted to remove 
President Trump from office...

Claim Textual Evidence Image Evidence

Refuted

Supported

Supported

Not Enough 
Information (NEI)

Multi-view Debiasing

NEI

Refuted

Supported

Before Debiasing

NEI

Refuted

Supported

After Debiasing

NEI

Refuted

Supported

Before Debiasing

Supported

After Debiasing

NEI

Refuted

NEI

Refuted

Supported

Before Debiasing

Supported

After Debiasing

NEI

Refuted

NEI

Refuted

Supported

Before Debiasing After Debiasing

Figure 7: Some representative cases, where green font indicates support for the claim, red indicates refutation, and
blue indicates insufficient information. Note that only some key evidence is shown.

lagging in accuracy. However, our method outper-514

forms both LLMs in the F-score. We analyze the515

reason accounting for the results is that ChatGPT516

tends to answer with "support" or "refuted". The517

statistics in Table 6 show that both LLMs exhibit518

significant classification bias, especially GPT-3.5519

(628/825, 1723/817 and 91/800 under gold setting).520

GPT-4o outperforms GPT-3.5 but still exhibits no-521

ticeable bias (1318/825, 162/800). In contrast, our522

model demonstrates smaller classification bias, in-523

dicating that our approach is more robust than cur-524

rent LLMs in the MFC. Overall, our method is525

more feasible for the end-to-end MFC.526

5.8 Case Study527

Figure 7 shows some representative cases of our528

approach. Some key information is highlighted529

in different colors and the results before and af-530

ter multi-check debiasing are illustrated. For the531

refuted example (first one), before debiasing, the532

model supports the claim based on partial evidence533

(green), yet ignores conflicting information that534

contradicts the claim (red). However, our multi-535

check method can capture such conflicting infor-536

mation and then make correct predictions after de-537

biasing. For the NEI examples (last one), the model538

also ignores conflicting information in the evidence539

and relies on some piece of evidence. For the sup-540

ported examples (second and third ones), we can 541

see that the model is misled by the retrieved un- 542

reliable evidence (e.g., “Replaced With Elsa’s Ice 543

Castle”, “June 2016 ... leaving The Ellen Show”) 544

and makes incorrect predictions. Our multi-check 545

process can rethink the evidence, and find reliable 546

evidence (e.g., “be transformed into a ‘Guardians 547

of the Galaxy’", “the decision to end the show in 548

2022...") to recheck the claims. These cases show 549

the superiority of our proposed framework, which 550

eliminates the confirmation bias by introducing 551

counterfactual checkers to rethink the evidence. 552

6 Conclusion 553

In this work, we observe the confirmation bias in 554

real-world end-to-end MFC. To eliminate this bias, 555

we propose a novel causal intervention and coun- 556

terfactual reasoning based multi-check framework 557

for end-to-end MFC. We formulate the end-to-end 558

MFC as a causal graph and reduce the confirma- 559

tion bias by multi-check learning. Specifically, we 560

imagine a counterfactual world and construct two 561

types of counterfactual instances via causal inter- 562

vention for multi-check training. The outputs of 563

all checkers are fused to verify claims during rea- 564

soning. Eventually, experiments on a public large- 565

scale dataset and some cases are given, showing 566

the excellent performance of our proposed method. 567
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7 Limitations568

We recognize the following limitations in our ap-569

proach: (1) While employing random sampling570

to construct counterfactual training examples for571

checker2 and checker3 is efficient, it may not al-572

ways yield suitable counterfactual examples for573

every case. (2) This paper does not thoroughly in-574

vestigate explanation generation. From Table 8 in575

Appendix A.3, given the same evidence, more ac-576

curate prediction results (ours) do not significantly577

improve the performance of explanation generation.578

This suggests that current explanation generation579

models do not fully leverage the information from580

verification results, relying instead on summarizing581

the provided evidence. Moreover, from Table 3, it582

is evident that counterfactual construction signif-583

icantly impacts real-world MFC (system setting),584

especially image counterfactual instances construc-585

tion. This indicates the low performance of current586

multimodal evidence retrieval (especially image587

evidence retrieval, see Table 8 in the appendix for588

details). In future work, we plan to explore more589

appropriate methods for counterfactual instances590

construction and to delve deeper into the study of591

explanation generation and evidence retrieval.592
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A Appendix 732

A.1 Prompt Template 733

Prompt:
Given the following claim and relevant evi-
dence, please determine the label of the claim.
You can only answer (support, refuted, or not
enough information).
Claim: { }
Evidence: { }
Label: support, refuted, or not enough infor-
mation?

Note that when using GPT-4o, we did not pro- 734

vide image evidence. This is because uploading 735

images via the API is very expensive now. 736

A.2 Results of Multimodal Evidence Retrieval 737

Media N Rec@N Pre@N NDCG@N MAP@N

Image
5 17.84 4.87 14.39 12.49

10 23.20 3.17 16.22 13.30

Text
5 18.35 14.26 22.49 16.27

10 23.00 9.57 23.01 15.51

Table 7: Performance of multimodal evidence retrieval.

Following (Yao et al., 2023), we retrieve the top- 738

5 text and image evidence for every claim, the 739

performance of multimodal evidence retrieval is 740

shown in Table 7. 741

A.3 Results of Explanation Generation 742

Evidence Truthfulness ROUGE-1 ROUGE-2 ROUGE-L

Gold
Mocheg 45.80 26.89 35.33

Ours 45.84 26.90 35.34

System
Mocheg 35.71 16.44 25.22

Ours 35.81 16.39 25.15

Table 8: Performance of explanation generation.

We used the pre-trained BART-large model (Lewis 743

et al., 2020) as a generator for our explanation gen- 744

eration experiments. Specifically, we provided the 745

generator with the same evidence and fact-checking 746

results obtained from different methods. The re- 747

sults are shown in Table 8, 748
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