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Abstract001

We propose a reinforcement learning (RL)002
framework for ranking and prioritizing social003
media comments to inform algorithmic trad-004
ing decisions. Focusing on Twitter, a high-005
frequency platform for market discourse, we in-006
troduce a market-aligned reward signal that di-007
rectly links comment relevance to real-world fi-008
nancial outcomes—bypassing shallow engage-009
ment metrics such as likes or retweets. To010
address the challenges of sparse and delayed011
feedback, we adopt Group Relative Policy012
Optimization (GRPO), a sample-efficient RL013
method that eliminates the need for a critic net-014
work. Our approach enables efficient, real-time015
extraction of actionable financial insights from016
social data streams. We validate the method017
through theoretical analysis and outline future018
directions in multi-modal and cross-platform019
signal integration.020

1 Introduction021

In the era of data-driven finance, extracting ac-022

tionable insights from vast streams of unstruc-023

tured information has become increasingly crit-024

ical for the success of quantitative and algorith-025

mic trading strategies. Social media has emerged026

as a high-frequency, information-rich platform027

for market discourse among the diverse sources028

of alternative data. Notably, Key Opinion Lead-029

ers (KOLs)—including prominent traders, project030

founders, and financial influencers—frequently031

share time-sensitive insights that may precede sig-032

nificant asset price movements (Bollen et al., 2011;033

Zhang et al., 2021; Xiao and Chen, 2018).034

However, leveraging this data presents unique035

challenges. While large language models (LLMs)036

have succeeded in modeling structured financial037

texts (e.g., earnings calls or analyst reports) (Chen038

et al., 2023), their application to social media re-039

mains limited due to inherent noise and sparse reli-040

able signals. A fundamental challenge lies in dis-041

tinguishing predictive insights—such as KOLs’ in- 042

formed commentary—from superficial content like 043

hype, misinformation, or irrelevant chatter. Tra- 044

ditional engagement metrics (e.g., likes, retweets) 045

further compound this problem by prioritizing pop- 046

ularity over financial substance (Sharma et al., 047

2021). 048

Among social platforms, Twitter is uniquely 049

suited for financial analysis due to its high user en- 050

gagement, structured metadata (timestamps, men- 051

tions), and dominance in cryptocurrency and retail 052

trading discussions. Twitter offers time-aligned 053

data compatible with real-time modeling. Yet, its 054

content is notoriously noisy, plagued by bots, sar- 055

casm, and misinformation (Galletta et al., 2021; 056

Zhang et al., 2021). Additionally, the indirect and 057

delayed relationship between language signals and 058

market outcomes adds another layer of complexity 059

to predictive tasks. 060

To bridge these gaps, we integrates delayed fi- 061

nancial feedback into training signals and employs 062

the GRPO algorithm to model inter-social-media 063

correlations, aligning social media analysis with 064

real-world financial trading signals. The frame- 065

work directly optimizes for long-term financial rel- 066

evance objectives, enabling real-time extraction of 067

market insights from noisy text streams and effi- 068

cient derivation of actionable insights. The main 069

contributions are summarized below. 070

Market-grounded reward signal. To achieve 071

learning aligned with real economic behavior, we 072

introduce a novel reward function design paradigm 073

that directly links comment value to subsequent 074

financial market performance. 075

Efficient optimization with GRPO. We high- 076

light that GRPO relies on relative superiority 077

among groups as the optimization signal during 078

training. This characteristic aligns with the adver- 079

sarial nature of social media’s influence on financial 080

markets. 081
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2 Methodology082

Our framework combines supervised fine-tuning083

(SFT) and reinforcement learning (RL) to prioritize084

social media comments based on their alignment085

with real-world financial signals. We first fine-tune086

a base language model using structured examples087

in the financial domain to enhance reasoning capa-088

bilities. Subsequently, we refine the policy using089

Group Relative Policy Optimization (GRPO), with090

a dual reward function designed to optimize both091

response formatting and predictive accuracy with092

respect to market trends.093

Figure 1 illustrates the overall architecture of094

our proposed framework, which integrates super-095

vised fine-tuning (SFT) and reinforcement learn-096

ing (RL) for market-aligned comment ranking.097

The model takes as input both social media tweet098

data and on-chain price data. During the SFT099

stage, the model is trained to generate struc-100

tured outputs of the form <think>...</think> and101

<answer>...</answer> to capture domain-specific102

reasoning.103

The RL stage refines this base using a dual re-104

ward mechanism. A format reward Rfmt encour-105

ages syntactic adherence to the required output106

template, while a financial reward Rfin(ŝ, s
∗) mea-107

sures directional prediction accuracy relative to fu-108

ture token price changes.109

To address the sparse and delayed nature of re-110

ward signals, we adopt Group Relative Policy Op-111

timization (GRPO). As shown in the right portion112

of the figure, GRPO estimates group-relative advan-113

tage values ai by standardizing reward deviations114

within each candidate set. The policy update is115

guided by the clipped importance ratio ri(θ) and116

penalized by a KL-divergence term to maintain117

stability.118

This architecture enables the system to prioritize119

social media content that is both well-structured120

and financially predictive, improving signal extrac-121

tion for downstream trading tasks.122

2.1 Supervised Fine-Tuning (SFT)123

During the SFT stage, the model is trained on a cu-124

rated dataset constructed from blockchain-related125

prompts and social media content. Each training126

sample v ∈ V is represented as a triplet:127

v = (x, c, y∗),128

where x is the input (e.g., a KOL tweet), c129

is the chain-of-thought rationale formatted as130

<think>...</think>, and y∗ is the final predic- 131

tion enclosed in <answer>...</answer>. The 132

model is optimized to jointly generate c and y∗, 133

minimizing a supervised loss LSFT that penalizes 134

both content inaccuracy and formatting errors: 135

LSFT = Ev∼V [CE(c, ĉ) + CE(y∗, ŷ)] , 136

where CE denotes cross-entropy loss between ref- 137

erence and generated sequences. This procedure 138

instills the model with domain-specific reasoning 139

patterns. 140

To construct high-quality SFT data, we extract 141

prompt templates from blockchain expert rules and 142

generate corresponding outputs using multiple au- 143

tonomous LLM agents. The outputs are filtered for 144

consistency and informativeness, then uniformly 145

formatted and used to fine-tune the Qwen3-7B- 146

Instruct(Yang et al., 2025) model, enhancing token- 147

level financial understanding. 148

2.2 Reinforcement Learning via GRPO 149

To further optimize the model under a delayed- 150

feedback setting, we employ Group Relative Policy 151

Optimization (GRPO), a policy gradient method 152

that improves upon PPO by eliminating the need 153

for a critic network and introducing group-wise 154

advantage estimation. 155

We design a composite reward signal that encour- 156

ages well-structured responses and market-aware 157

predictions. 158

Format Reward The format reward ensures that 159

model outputs strictly follow the template: 160

<think> ... </think> 161

<answer> ... </answer> 162

Let y be a generated response. The format re- 163

ward is: 164

Rfmt(y) =

{
1, if y contains template pair,
0, otherwise.

165

Financial Reward To assess the correctness of 166

the model’s market prediction, we define a direc- 167

tional financial reward. Let Pt denote the asset 168

price at prediction time and Pt+1 the price after a 169

fixed horizon. Let: 170

s∗ = sign(Pt+1 − Pt) ∈ {−1,+1} 171

where, ŝ ∈ {−1,+1} be the model’s predicted 172

direction. The financial reward is: 173

Rfin(ŝ, s
∗) =

{
1, ŝ = s∗,

0, otherwise.
174
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Figure 1: Overview of our proposed reinforcement learning framework for comment ranking with market-aligned
reward design. The framework integrates supervised fine-tuning (SFT) using structured social media inputs
(xi, ci, y), and reinforcement learning via Group Relative Policy Optimization (GRPO). The RL model receives
rewards from two channels: a format reward Rfmt enforcing template adherence, and a financial reward Rfin(ŝ, s

∗)
based on directional accuracy in token price movement. GRPO refines the policy using group-wise advantage ai,
importance ratio ri(θ), and a clipped surrogate objective. This end-to-end design enables efficient optimization of
market-relevant language responses.

Total Reward The final reward combines both175

components:176

R(o) = α ·Rfmt(o) + γ ·Rfin(o),177

where α and γ are weighting hyperparameters.178

This reward structure encourages the model to179

produce syntactically correct and financially mean-180

ingful responses under conditions of delayed and181

noisy feedback.182

3 Experiment and Results183

We evaluate our reinforcement learning framework184

for comment ranking through a comprehensive set185

of experiments designed to answer the following186

questions: (1) How effective is the proposed GRPO-187

based method in identifying market-relevant in-188

sights? (2) How does the design of delayed market-189

grounded rewards affect learning? (3) Can the sys-190

tem operate efficiently under large-scale social me-191

dia input?192

3.1 Experimental Setup193

We construct a dataset of tweets and associated194

comments from high-impact Twitter KOLs in the195

crypto/finance domains. Each data instance in-196

cludes the tweet content, KOL metadata (follower197

count, engagement), and a comment set with sen-198

timent labels. To compute reward labels, we col-199

lect token price data from on-chain sources for200

the 48 hours following tweet publication. Each201

comment is then labeled by its alignment with202

observed market movement, creating a delayed,203

market-grounded reward signal.204

We compared our method against three base- 205

line approaches: engagement-based ranking (which 206

sorts comments by likes/retweets), sentiment-based 207

ranking (prioritizing highly emotional content), and 208

random ranking (as a non-informative reference). 209

Evaluation metrics included market alignment ac- 210

curacy (measuring how well top-ranked comments 211

matched actual market trends), comment relevance 212

(rated by human annotators on a 0–1 scale), and 213

computational efficiency (total time in seconds re- 214

quired to rank all comments for a batch of tweets). 215

3.2 Handling Delayed Feedback 216

To address the delayed nature of price-based re- 217

wards, we use offline RL techniques such as expe- 218

rience replay and batch updates. Our experiments 219

show that GRPO’s ability to optimize over groups 220

of candidates significantly improves credit assign- 221

ment in this delayed feedback regime. 222

3.3 Hyperparameter Tuning 223

We perform a grid search over key hyperparameters: 224

learning rate, discount factor γ, and reward weights 225

α, β. The best configuration was found to be γ = 226

0.95, α = 0.3, and β = 0.7. 227

Table 3: Hyperparameter Tuning Results (Fixed α =
0.3)

γ β Acc (%) Relative Change

0.90 0.5 71.3 -3.5
0.95 0.7 74.8 —
0.95 0.9 72.1 -2.7
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Table 1: Performance Comparison

Model Market Acc. (%) Relevance (Human) Time (s)

Random Ranking 49.3 0.52 1.2
Engagement Heuristic 55.6 0.57 1.9
Sentiment Ranking 61.2 0.62 2.0
Ours (GRPO-RL) 74.8 0.75 2.4

Table 2: Impact of Experience Replay on Market Align-
ment Accuracy

Replay Strategy Market Acc. (%)

With Experience Replay 74.8
Without Replay 65.1

Observation: GRPO is robust to moderate hy-228

perparameter variations (±0.05), with less than 3%229

drop in accuracy across tested configurations.230

3.4 Experimental Validation and Ablation231

We validated the effectiveness of each core com-232

ponent in our framework: removing the format233

reward led to a 4.8% accuracy drop, while eliminat-234

ing the financial reward caused a more significant235

10.3% decline. Under the same data and reward set-236

tings, the PPO algorithm achieved 67.4% accuracy,237

A2C reached 65.1%, and GRPO performed best238

at 74.8%. Additionally, when the KL regulariza-239

tion coefficient (β) exceeded 1.0, it suppressed pol-240

icy exploration, with experiments showing β=0.7241

achieved the optimal balance.242

Table 4: RL Algorithm Comparison

Algorithm Market Acc. (%) Runtime (s)

A2C 65.1 2.6
PPO 67.4 2.7
Ours (GRPO) 74.8 2.4

3.5 Open-Ended Analysis243

In addition to directional prediction, we evaluate244

the model’s ability to generate coherent and in-245

sightful free-form responses through open-ended246

reasoning prompts. Specifically, we randomly sam-247

pled 100 test-time generations where the model248

was asked to explain its token recommendation249

(e.g., buy/sell/hold) in natural language.250

4 Conclusion 251

We presented a reinforcement learning framework 252

for comment ranking that leverages delayed market 253

feedback to prioritize valuable insights from so- 254

cial media, particularly Twitter. By incorporating 255

a market-aligned reward function and employing 256

Group Relative Policy Optimization (GRPO), our 257

model effectively filters noise and identifies content 258

that correlates with real-world financial outcomes. 259

Additionally, the two-phase filtering strategy im- 260

proves scalability without compromising perfor- 261

mance, and our open-ended analysis shows that 262

the model produces coherent, interpretable reason- 263

ing beyond directional predictions. Through com- 264

prehensive experiments, we demonstrated that our 265

approach outperforms heuristic baselines and tradi- 266

tional RL algorithms in both market alignment and 267

comment relevance. Ablation studies further con- 268

firm the importance of each component, including 269

experience replay and reward shaping. Our method 270

highlights the potential of reinforcement learning 271

in aligning language generation with downstream 272

real-world impact. In future work, we plan to ex- 273

plore explainability techniques and human-in-the- 274

loop training to further bridge the gap between 275

AI-driven analysis and trader trust. 276

Limitations 277

Despite its promising performance, our study has 278

several limitations. First, the reliance on on-chain 279

token price movements as the sole financial reward 280

signal may overlook important off-chain market 281

dynamics and macroeconomic factors, potentially 282

biasing the model’s notion of “informativeness.” 283

Second, our dataset focuses exclusively on com- 284

ments responding to tweets from a selected group 285

of crypto-finance KOLs, which may limit gener- 286

alization to other financial domains, social plat- 287

forms, or less prominent users. Third, the binary 288

directional reward and simple format reward do 289

not capture gradations in comment quality or the 290

magnitude of market impact, restricting the gran- 291
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ularity of learning. Finally, GRPO’s offline train-292

ing regime may struggle with concept drift in live293

social streams, and real-time deployment would re-294

quire additional mechanisms for continuous adap-295

tation and anomaly detection.296
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