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Abstract

Understanding connections between artificial and biological intelligent systems
can reveal fundamental principles of general intelligence. While many artificial
intelligence models have a neuroscience counterpart, such connections are largely
missing in Transformer models and the self-attention mechanism. Here, we ex-
amine the relationship between interacting attention heads and human episodic
memory. We focus on induction heads, which contribute to in-context learning in
Transformer-based large language models (LLMs). We demonstrate that induction
heads are behaviorally, functionally, and mechanistically similar to the contextual
maintenance and retrieval (CMR) model of human episodic memory. Our analyses
of LLMs pre-trained on extensive text data show that CMR-like heads often emerge
in the intermediate and late layers, qualitatively mirroring human memory biases.
The ablation of CMR-like heads suggests their causal role in in-context learning.
Our findings uncover a parallel between the computational mechanisms of LLMs
and human memory, offering valuable insights into both research fields.

1 Introduction

Neural networks often bear striking similarities to biological intelligence. For instance, convolutional
networks trained on computer vision tasks can predict neuronal activities in the visual cortex [1–4].
Recurrent neural networks trained on spatial navigation develop neural representations similar to
the entorhinal cortex and hippocampus [5, 6], and those trained on reward-based tasks recapitulate
biological decision-making behaviors [7]. Feedforward networks trained on category learning
exhibit human-like attentional bias [8]. Identifying commonalities between artificial and biological
intelligence offers unique insights into both model properties and the brain’s cognitive functions.

In contrast to this long tradition of drawing parallels between AI models and biology, exploration of
the biological relevance of the Transformer architecture — originally proposed for natural language
translation [9] — remains limited, with many researchers in neuroscience, cognitive science, and
deep learning viewing it as being fundamentally different from the brain. So far, Transformers have
been linked to generalized Hopfield networks [10], neural activities in the language cortex [11–13],
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Figure 1: Tasks and model architectures. (a) Next-token prediction task. The ICL of pre-trained
LLMs is evaluated on a sequence of repeated random tokens (“. . . [A][B][C][D] . . . [A][B][C][D] . . . ”;
e.g., [A]=light, [B]=cat, [C]=table, [D]=water) by predicting the next token (e.g., “. . . [A][B][C][D]
. . . [B]”→ ?). (b) Human memory recall task. During the study phase, the subject is sequentially
presented with a list of words to memorize. During the recall phase, the subject is required to recall
the studied words in any order. (c) Transformer architecture, centering on the residual stream. The
blue path is the residual stream of the current token, and the grey path represents the residual stream
of a past token. H1 and H2 are attention heads. MLP is the multilayer perceptron. (d) Contextual
maintenance and retrieval model. The word vector f is retrieved from the context vector t via MTF

and the context vector is updated by the word vector via MFT (see main text for details).

and hippocampo-cortical circuit representations [14]. However, it remains unclear whether and how
the emergent behavior and mechanisms of interacting attention heads relate to biological cognition.

This study bridges this gap by examining the parallels between attention heads in Transformer models
and episodic memory in biological cognition. We focus on “induction heads”, a particular type of
attention head in Transformer models and a crucial component of in-context learning (ICL) observed
in LLMs [15]. ICL enables LLMs to perform new tasks on the fly during test time, relying solely on
the context provided in the input prompt, without the need for additional fine-tuning or task-specific
training [16, 17]. We show that induction heads share several parallel properties with the contextual
maintenance and retrieval (CMR) model, an influential model of human episodic memory during
free recall. Understanding the mechanisms of ICL is important for developing better models capable
of performing unseen tasks, as well as for AI safety research, as the models could be instructed to
perform malicious activities after being deployed in real-world scenarios.

In sections below, we introduce the task in Section 2, Transformer and induction heads in Sections 3.1,
3.2, and the CMR model in Section 4.1. We show that induction heads and CMR are mechanistically
similar in Sections 3.3 and 4.2 and behaviorally similar in Section 5.1. We further characterize the
emergence of CMR-like behavior in Section 5.2 and its possible causal role in Section 5.3. Overall,
our study provides evidence for a novel bridge between Transformer models and episodic memory.

2 Next-token prediction and memory recall

Transformer models in language modeling are often trained to predict the next token [16]. ICL thus
helps next-token prediction using information provided solely in the input prompt context. One way
to evaluate a model’s ICL is to run it on a sequence of repeated random tokens [15] (Fig. 1a). For
example, consider the prompt “[A][B][C][D][A][B][C][D]”. Assuming that no structure between
these tokens has been learned, the first occurrence of each token cannot be predicted — e.g., the first
[C] cannot be predicted to follow the first [B]. At the second [B], however, a model with ICL should
predict [C] to follow by retrieving the temporal association in the first part of the context.

Much like ICL in a Transformer model, human cognition is also known to perform associative
retrieval when recalling episodic memories. Episodic retrieval is commonly studied using the free
recall paradigm [18, 19] (Fig. 1b). In free recall, participants first study a list of words sequentially,
and are then asked to freely recall the studied words in any order [20]. Despite no requirements on
recall order, humans often exhibit patterns of recall that reflect the temporal structure of the preceding
study list. In particular, the retrieval of one word triggers the subsequent recall of other words studied
close in time (temporal contiguity). Additionally, words studied after the previously recalled word are

2



retrieved with higher probability than words studied before the previously recalled word, leading to a
tendency of recalling words in the same temporal ordering of the study phase (forward asymmetry).
These effects are typically quantified through the conditional response probability (CRP): given the
most recently recalled stimulus with a serial position i during study, the CRP is the probability that
the subsequently recalled stimulus comes from the serial position i+lag (see e.g., Fig. 4a).

3 Transformer models and induction heads

3.1 Residual stream and interacting heads

The standard view of Transformers emphasizes the stacking of Transformer blocks. An alternative,
mathematically equivalent view emphasizes the residual stream [21, 22]. Each token at position
i in the input has its own residual stream zi (with a dimension of dmodel) serving as a shared
communication channel between model components at different layers (Fig. 1c; the residual stream
is shown as a blue path), such as self-attention and multi-layered perceptrons (MLP). The initial
residual stream z

(0)
i contains token embeddings TE (vectors that represent tokens in the semantic

space) and position embeddings PE (vectors that encode positions of each input token). Each model
component reads from the residual stream, performs a computation, and additively writes into the
residual stream. Specifically, attention heads at layer l read from all past zj (with j ≤ i) and write
into the current zi as z(l)

′

i ← z
(l−1)
i +

∑
heads h H

(h)(z
(l−1)
i ; {z(l−1)

j }j≤i), while MLP layers read

from only the current zi and write into zi as z(l)i ← z
(l)′

i + MLP(z(l−1)′

i ). Readers unfamiliar with
attention heads (e.g., attention scores and patterns) are referred to Appendix B. Other components
like layer normalization are omitted for simplicity. At the final layer, the residual stream is passed
through the unembedding layer to generate the logits (input to softmax) that predict the next token.

Components in different layers can interact with each other through the residual stream [21]. As an
important example, a first-layer head H1 may write its output into the residual stream, which is later
read by a second-layer head H2 that writes its output to the residual stream for later layers to use.

3.2 Induction heads and their attention patterns

Previous mechanistic interpretability studies identified a type of attention heads critical for ICL,
known as induction heads [21, 15, 23, 24]. Induction heads are defined by their match-then-copy
behavior [15, 24]. They look back (prefix matching) over previous occurrences of the current input
token (e.g., [B]), determine the subsequent token (e.g., [C] if the past context included the pair
[B][C]), and increase the probability of the latter – that is, after finding a “match”, it makes a “copy”
as the predicted next token (. . . [B][C] . . . [B]→ [C]). To formalize this match-then-copy pattern, we
use the induction-head matching score (between 0 and 1) to measure the prefix-matching behavior.
We then use the copying score (between -1 and 1) to measure the copying behavior (see Appendix E).
An induction head should have a large induction-head matching score and a positive copying score.

We first examined the induction behaviors of attention heads in the pre-trained GPT2-small model
[16] using the TransformerLens library [25]. To elicit induction behaviors, we constructed a prompt
consisting of two repeats of a random-token sequence (see Section 2 and Appendix D). We recorded
the attention scores of each head Ã (before softmax) and the attention patterns A (after softmax) for
each pair of previous and current token positions (for definitions see Appendix B). Several heads
in GPT2-small had a high induction-head matching score (Fig. 2a), such as L5H1 (layer number 5,
head number 1). In the first sequence repeat, this attention head attends mostly to the beginning-of-
sequence token. In the second repeat, this head shows a clear “induction stripe” (Fig. 2b) where it
mostly attends to the token that follows the current token in the first repeat.

We calculated attention scores as a function of relative position lags to further characterize the
behavior of induction heads. This analysis is reminiscent of the CRP analysis on human recall data,
as in Section 4.1. We found that induction heads’ attention to earlier tokens follows a similar pattern
as seen in human episodic recall (Fig. 2c, Fig. 5a-c), including temporal contiguity (e.g., the average
attention score for |lag| ≤ 2 is larger than for |lag| ≥ 4) and forward asymmetry (e.g., the average
attention score for lag> 0 is larger than for lag< 0).
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Figure 2: Induction heads in the GPT2-small model. (a) Several heads in GPT2 have a relatively
large induction-head matching score. (b) The attention pattern of the L5H1 head, which has the
largest induction-head matching score. The diagonal line (“induction stripe”) shows the attention
from the destination token in the second repeat to the source token in the first repeat. (c) The attention
scores of the L5H1 head averaged over all tokens in the designed prompt as a function of the relative
position lag (similar to CRP). Error bars show the SEM across tokens.

3.3 K-composition and Q-composition induction heads

The matching score and copying score describe the behavior of individual attention heads. However,
they do not provide a mechanistic understanding of how the induction head works internally. To gain
insights into the internal mechanisms of induction heads, we focus here on smaller transformer models,
acknowledging that individual attention heads of larger LLMs likely exhibit more sophisticated
behavior. Prior work has discovered two kinds of induction mechanisms in two-layer attention-only
Transformer models: K-composition and Q-composition (Fig. 3a-b, Tab. S1) [21, 24], characterizing
how information from the first-layer head is composed to inform attention of the second-layer head.
We provide an overview of both below. Our main focus in this paper is the comparison between
Q-composition and CMR, but K-composition is provided as a point of comparison for readers familiar
with mechanistic interpretability.

In K-composition (Fig. 3a), the first-layer “previous token” head uses the current token’s position
embedding, PEi, as the query, and a past token’s position embedding PEj , as the key. When
the match condition PEj = PEi−1 is satisfied (meaning j is the previous position of i), the head
writes the previous token’s token embedding, TEj , as the value into the residual stream zi. The
second-layer induction head uses the current token’s TEk as the query, and the previous token
head’s output TEj at residual stream zi as the key (“K-composition”). When the match condition
TEj = TEk is satisfied, the head writes TEi (at residual stream zi) as the value into the residual
stream zk, effectively increasing the logit for the token that occurred at position i.

In Q-composition (Fig. 3b), the first-layer “duplicate token” head uses the current token’s TEk as
the query, and a past token’s TEj as the key. When the match condition TEj = TEk is satisfied
(meaning token k is a duplicate of token j), the head writes the token’s PEj as the value into the
residual stream zk. The second-layer induction head uses the duplicate token head’s output PEj

at residual stream zk as the query (“Q-composition”) and a past token’s PEi as the key. When the
match condition PEj = PEi−1 is satisfied, the head writes TEi (at residual stream zi) as the value
into the residual stream zk, increasing the logit for the token that occurred at position i.

In the following sections, we will reveal a novel connection between ICL and human episodic
memory. We first introduce the CMR model of episodic memory, and then formally re-write it as
a Q-composition induction head performing prefix matching, allowing us to link induction heads’
attention biases to those known in human episodic memory.

4 Contextual maintenance and retrieval model (CMR)

4.1 CMR in its original form

CMR, an influential model of human episodic memory, provides a general framework to model
memory recall as associative retrieval. It leverages a distributed representation called temporal
context, which acts as a dynamic cue for recalling subsequent information based on recently seen
words [26]. CMR explains the asymmetric contiguity bias in human free recall (see Fig. 4 and Fig.
S1) and has been extended to more complex memory phenomena such as semantic [27] and emotional
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Figure 3: Comparison of composition mechanisms of induction heads and CMR. All panels
correspond to the optimal Q-K match condition (j = i− 1). See the main text and Tab. S1 for details.
(a) K-composition induction head. The first-layer head’s output serves as the Key of the second-layer
head. (b) Q-composition induction head. The first-layer head’s output serves as the Query of the
second-layer head. (c) CMR is similar to a Q-composition induction head, except that the context
vector tj−1 is first updated by MFT into tj at position j, then directly used at position j + 1 (equal
to i for the optimal match condition; shown by red lines).

[28] effects. We provide a pedagogical introduction to CMR in Appendix C for readers without a
background in cognitive science or episodic memory. Below, we briefly list the essentials of CMR.

In CMR (Fig. 1d), each word token is represented by an embedding vector f (e.g., one-hot; fi for the
i-th word in a sequence). The core dynamic that drives both sequential encoding and retrieval is

ti = ρti−1 + βtINi , (1)

where ti is the temporal context at time step i, and tINi is an input context associated with fi. β
controls the degree of temporal drift between time steps (βenc for encoding/study phase and βrec for
decoding/retrieval phase) and ρ is picked to ensure ti has unit norm. Specifically, during the encoding
phase, tINi represents a pre-experimental context associated with the i-th word as tINi = MFT

prefi,
where MFT

pre is a pre-fixed matrix. At each time step, a word-to-context (mapping f to t) memory
matrix MFT

exp learns the association between fi and ti−1 (i.e., MFT
exp is updated by ti−1f

T
i ). During the

decoding (retrieval) phase, tINi is a mixture of pre-experimental (tINpre = MFT
prefi) and experimental

contexts (tINexp = MFT
expfi). The proportion of these two contexts is controlled by an additional

parameter γFT ∈ [0, 1] as tINi = ((1− γFT)M
FT
pre + γFTM

FT
exp)fi. The asymmetric contiguity bias

arises from this slow evolution of temporal context: when 0 < β < 1, ti passes through multiple time
steps, causing nearby tokens to be associated with temporally adjacent contexts that are similar to each
other (temporal contiguity), i.e., ⟨ti, tj⟩ is large if |i− j| is small. Additionally, tINpre = MFT

expfi only
enters the temporal context after time i. Thus tINi,exp is associated with fj only for j > i (asymmetry).

CMR also learns a second context-to-word (mapping t back to f ) memory matrix MTF (updated by
each fit

T
i−1). When an output is needed, CMR retrieves a mixed word embedding f INi = MTFti. If

fj are one-hot encoded, we can simply treat f INi as a (unnormalized) probability distribution over the
input tokens. Or, CMR can compute the inner product ⟨fj , f INi ⟩ for each cached word fj as input to
softmax (with an inverse temperature τ−1) to recall a word.

Intuitively, the temporal context resembles a moving spotlight with a fuzzy edge: it carries recency-
weighted historical information that may be relevant to the present, where the degree of information
degradation is controlled by ρ. Larger β’s correspond to “sharper” CRPs with stronger forward
asymmetry and stronger temporal clustering that are core features of human episodic memory. As
a concrete example, consider n unique one-hot encoded words {fi}. If MFT

pre =
∑n

i=1 fif
T
i (i.e.,

the pre-experimental context associated with each word embedding is the word embedding itself)
and γFT = 0, Eq. 1 at decoding is reduced to ti = ρti−1 + βfi =

∑i
j=1 βρ

i−jfj , which is a linear
combination of past word embeddings.
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Human CMR

Figure 4: The conditional response probability (CRP) as a function of position lags in a human
experiment and different parametrization of CMR. (a) CRP of participants (N=171) in the PEERS
dataset, reproduced from [29]. “Top 10%” refers to participants whose performance was in the top
10th percentile of the population when recall started from the beginning of the list. They have a
sharper CRP with a larger forward asymmetry than other subjects. (b) Left, CMR with “sequential
chaining” behavior (βenc = βrec = 1, γFT = 0). The recall has exactly the same order as the study
phase without skipping over any word. Right, CMR with moderate updating at both encoding and
retrieval, resulting in human-like free recall behavior (βenc = βrec = 0.7, γFT = 0). Recall is more
likely than not to have the same order as during study and sometimes skips words. (c) Same as (b
Right) except with γFT = 0.5 (Left) and γFT = 1 (Right). For more examples, see Fig. S1.

4.2 CMR as an induction head

We now proceed to map CMR to a Q-composition-like head (see Fig. 3c and Tab. S1 for details).

To begin with, we note that the word fi seen at position i is the same as TEi, and the context vector
ti−1 (before update) at position i is functionally similar to PEi. It follows that the set {fi, ti−1} is
functionally similar to the residual stream zi, updated by the head outputs.

CMR experimental word-context retrieval as first-layer self-attention. The temporal context is
updated by tINi = ((1 − γFT)M

FT
pre + γFTM

FT
exp,i)fi at decoding. The memory matrix MFT

exp,i acts
as a first-layer duplicate token head, where the current word fi is the query, the past embeddings
{fj} make up the keys, and the temporal contexts tj−1 associated with each fj are values. This head
effectively outputs “What’s the position (context vector) at which I encountered the same token fi?”

CMR pre-experimental word-context retrieval as MLP. The pre-experimental context tINi =
MFT

prefi (retrieved contextual information not present in the experiment) is the output of a linear
fully-connected layer (functionally similar to MLP; not drawn).

CMR evolution as residual stream updating. The context vector is updated by tk = ρtk−1 + βtINk .
Equivalently, the head MFT updates the information from {fk, tk−1} to {fk, tk−1, tk}. At the
position k during recall, the updated context tk contains tINk (≈ tj) (Fig. 3c).

CMR context-word retrieval as second-layer self-attention. The retrieved embedding is f INk =
MTFtk, where MTF acts as a second-layer induction head, where the temporal context tk is the
query, the past contexts {ti−1} make up the keys, and the embeddings fi associated with each ti−1

are values. This effectively implements Q-composition [21], because tk, as the Query, is affected by
the output of the first-layer MFT

exp head.

CMR word recall as unembedding. The final retrieved word probability is determined by the inner
product between the retrieved memory f INk and each studied word fj , similar to the unembedding
layer generating the output logits from the residual stream.

CMR learning as a causal linear attention head. Both associative matrices of CMR are learned
in a manner consistent with the formation of causal linear attention heads. Specifically, the word-
to-context matrix is updated by MFT

exp,i = MFT
exp,i−1 + ti−1f

T
i (with MFT

exp,0 = 0), associating
fi (key) and ti−1 (value). It is equivalent to a causal linear attention head, because MFT

exp fk =

(
∑

i<k ti−1f
T
i )fk =

∑
i<k ti−1(f

T
i fk) =

∑
i<k sim(fi, fk)ti−1. Similarly, the context-to-word
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Figure 5: CMR distance provides meaningful descriptions for attention heads in GPT2. (a-c)
Average attention scores and the CMR-fitted attention scores of example induction heads (with a
non-zero induction-head matching score and positive copying score). (d) Average attention scores
and the CMR-fitted attention scores of a duplicate token head [30] that is traditionally not considered
an induction head but can be well-captured by the CMR. (e) (Top) CMR distance (measured by MSE)
and the induction-head matching score for each head. (Bottom) Histogram of the CMR distance.

matrix, updated by MTF
i = MTF

i−1 + fit
T
i−1 (with MTF

0 = 0), is equivalent to a causal linear
attention head that associates ti−1 (key) with fi (value).

To summarize, the CMR architecture resembles a two-layer transformer with a Q-composition linear
induction head. It’s worth noting that although we cast ti as the position embedding, unlike position
embeddings that permit parallel processing in Transformer models, ti is recurrently updated in CMR
(Eq. 1). It is possible that Transformer models might acquire induction heads with a similar circuit
mechanism, where ti corresponds to autoregressively updated context information in the residual
stream that serves as the input for downstream attention heads.

5 Experiments

5.1 Quantifying the similarity between an induction head and CMR

We have shown that induction heads in pre-trained LLMs exhibit CMR-like attention biases (Fig. 2c,
Fig. 5a-c; also see Fig. S2 for heads unlike CMR) and established the mechanistic similarity between
induction heads and CMR (Fig. 3). To further quantify their behavioral similarity, we propose the
metric CMR distance, defined as the mean squared error (MSE) between the head’s average attention
scores and its CMR-fitted scores (see Appendix E, Fig. 5a-d). In essence, we optimized the parameters
(βenc, βrec, γFT, τ

−1) for each head to obtain a set of CMR-fitted scores that minimizes MSE.

At the population level, heads with a large induction-head matching score and a positive copying score
also have a smaller CMR distance (Fig. 5e), suggesting that the CMR distance captures meaningful
behavior of these heads. Notably, certain heads that are not typically considered induction heads (e.g.,
peaking at lag=0) can be well captured by CMR (Fig. 5d).

Consistent with prior findings that induction heads were primarily observed in the intermediate layers
of LLMs [31], we found that the majority of heads in the intermediate-to-late layers of GPT2-small
have lower CMR distances (Fig. 6a, Fig. S3a; for the choice of threshold see Appendix E.5). We also
observed similar phenomena in a different set of LLMs called Pythia (Fig. 6b), a family of models
with shared architecture but different sizes, as well as three well-known models (Qwen-7B [32],
Mistral-7B [33], Llama3-8B [34], Fig. 6c). We summarized these results in Fig. S3b.

Additionally, to contextualize these CMR distances, we included the Gaussian distance using Gaussian
functions as a baseline (with the same number of parameters as CMR), since its bell shape captures
the basic aspects of temporal contiguity and forward/backward asymmetry. We found that, across
12 different models (GPT2, Pythia models, Qwen-7B, Mistral-7B, Llama3-8B), CMR provides
significantly better descriptions (lower distances) than the Gaussian function for the top induction
heads (average CMR distance: 0.11 (top 20), 0.05 (top 50), 0.12 (top 100), 0.12 (top 200); average
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Figure 6: CMR distances vary with relative layer positions in LLMs. (a-b) Percentage of heads
with a CMR distance less than 0.5 in different layers. Also see Fig. S3c-d for the threshold of 0.1. (a)
GPT2-small. (b) Pythia models across different model sizes (label indicates the number of model
parameters). CMR distances are computed based on the last model checkpoint. (c) Qwen-7B, Mistral-
7B, and Llama-8B models. Heads with lower CMR distances often emerge in the intermediate-to-late
layers.
a b

d

c

e

f g

Figure 7: Strong asymmetric contiguity bias arises as model performance improves. (a) Model
loss on the designed prompt as a function of training time. Loss is recorded every 10 training
checkpoints. (b) Average fitted inverse temperature increases in the intermediate layers of Pythia-70m
as training progresses. Values are averaged across heads with CMR distance lower than 0.5 in each
layer. (c) Comparison of fitted βenc and βrec in Pythia’s top CMR-like heads and in existing human
studies. (d) CMR distance of top induction heads in Pythia models as a function of training time.
Heads are selected based on the highest induction-head matching scores across all Pythia models
(e.g., “top 20” corresponds to twenty heads with the highest induction-head matching scores). (e)
Fitted CMR temporal drift parameters βenc(left), βrec (middle), γFT (right) as a function of training
time in attention heads with the highest induction-head matching scores. (f-g) Same as c-d but for top
CMR-like heads (e.g., “top 20” corresponds to those with the lowest CMR distances), demonstrating
differences between top induction heads and top CMR-like heads. Shaded regions indicate standard
error, except (b) which indicates the range (the scale factor τ−1 is non-negative).

Gaussian distance: 1.0 (top 20), 0.98 (top 50), 0.98 (top 100), 0.97 (top 200); all p < 0.0001), again
suggesting that CMR is well-poised to explain the properties of observed CRPs.

5.2 CMR-like heads develop human-like temporal clustering over training

The Pythia models’ different pretraining checkpoints allowed us to measure the emergence of CMR-
like behavior. As the model’s loss on the designed prompt decreases through training (Fig. 7a), the
degree of temporal clustering increases, especially in layers where induction heads usually emerge.
For instance, intermediate layers of Pythia-70m (e.g., L3, L4) show the strongest temporal clustering
that persists over training (Fig. S4a-b). This, combined with an increasing inverse temperature
(Fig. 7b), suggests that attention patterns become more deterministic over training, while shaped
to mirror human-like asymmetric contiguity biases. In fact, human subjects with better free recall
performance tend to exhibit stronger temporal clustering and a higher inverse temperature [29].
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* ** *n.s.

***
n.s. n.s.***

*** n.s.

Figure 8: CMR-like heads are causally relevant for ICL. ICL scores are evaluated for intact models
(Original), models with the top 10% CMR-like heads ablated (Top 10% ablated), and models with
randomly selected heads ablated (Random ablated). Lower scores indicate better ICL abilities, with
error bars showing SEM across sequences. ∗∗∗: p < 0.001, ∗∗: p < 0.01, ∗: p < 0.05, n.s.: p ≥ 0.1.

For individual heads, those with higher induction-head matching scores (Fig. 7d) (or similarly with
smaller CMR distances, see Fig. 7f) consistently exhibit greater temporal clustering (Fig. 7e, f
respectively), as the fitted β’s (both βenc and βrec) were large. We also observed similar values of
fitted βs in Qwen-7B, Mistral-7B, and Llama3-8B (Fig. S6b). These fitted β’s of these attention
heads fall into a similar range as human recall data (Fig. 7c). We interpret this in light of a normative
view of the human memory system: in humans, the asymmetric contiguity bias with a β < 1 is not
merely phenomenological; under the CMR framework, it gives rise to an optimal policy to maximize
memory recall when encoding and retrieval are noisy [29]. In effect, a large β (but less than 1) in
Eq. 1 provides meaningful associations beyond adjacent words to facilitate recall, such that even if
the immediately following token is poorly encoded or the agent fails to decode it, information from
close-by tokens encapsulated in the temporal context still allows the agent to continue decoding.

In addition, we observed an increase in βenc and βrec (Fig. 7e, g) during the first 10 training
checkpoints, when the model loss significantly drops. The training process leads to higher values of
βrec. Specifically, βrec values are higher than βenc, highlighting the importance of temporal clustering
during decoding for model performance. These results suggest that attention to temporally adjacent
tokens with an asymmetric contiguity bias may support ICL in LLMs.

5.3 CMR-like heads are causally relevant for ICL capability

While these CMR-like heads were identified using repeated random tokens, we ask whether they
were also causally necessary for ICL in more naturalistic tasks. We thus performed an ablation study
using natural language texts. Specifically, we ablated either the top 10% CMR-like heads (i.e., top
10% heads with the smallest CMR distances) or the same number of randomly selected heads in each
model. We then computed the resultant ICL score on the sampled texts (2000 sequences, each with at
least 512 tokens) from the processed version of Google’s C4 dataset [35]. The ICL score is defined
as the loss of the 500th token in the context minus the loss of the 50th token in the context, averaged
over dataset examples [15]. Intuitively, a model with better in-context learning ability has a lower ICL
score, as the 500th token is further into the context established from the beginning. We tested models
with various model architectures and complexity, including GPT2, Pythia models, and Qwen-7B
(Fig. 8). Most models showed a higher ICL score (worse ICL ability) if the top 10% CMR-like heads
were ablated, compared to if the same number of randomly selected heads were ablated. This effect
was particularly significant if the original model had a low ICL score (e.g., GPT2, Qwen-7B).

Our finding therefore suggests that CMR-like heads are not merely an epiphenomenon, but essential
underlying LLM’s ICL ability, and that the CMR distance is a meaningful metric to characterize
individual heads in LLMs. Nonetheless, our result needs to be interpreted cautiously: First, a Hydra
effect has been noted where ablation of heads causes other heads to compensate [36]. Second, our
analysis cannot confirm a direct causal role of the CMR-like behavior of these CMR-like heads in ICL,
since it is possible that characteristics other than the episodic-memory features in these CMR-like
heads might causally contribute to ICL. Finally, the ICL scores for the original Pythia models are
closer to 0 (worse ICL performance) than other models’, suggesting either weaker ICL ability of the
Pythia series, or larger distributional differences between their training data and our evaluation texts.

6 Discussion

This study bridges LLMs and human episodic memory by comparing Transformer models’ induction
heads and CMR. We revealed mechanistic similarities between CMR and Q-composition induction
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heads and identified CMR-like attention biases (i.e., asymmetric contiguity) in pre-trained LLMs.
Notably, CMR-like heads emerge in LLMs’ intermediate-to-late layers, evolve towards a state akin to
human memory biases, and may play a causal role in ICL. These findings offer significant connections
between the current generation of AI algorithms and a century of human memory research.

From a neuroscience and cognitive science perspective, CMR’s link to induction heads might reveal
normative principles of memory and hippocampal processing, echoing the role of the hippocampus
in pattern prediction and completion [37–39]. While CMR is a behavioral model, it also explains
neural activity patterns: associative matrices that represent episodic memories may be instantiated in
hippocampal synapses. The temporal context aligns with the hippocampus’ recurrent nature, likely
involving subregions including CA1, dentate gyrus [40], CA3 [41]), and cortical areas projecting to
the hippocampus such as the entorhinal cortex [42].

Our results show strong connections to neural network models of episodic memory. For example,
neural networks with attention [43] or recurrence [44] trained for free recall exhibit the same
recall pattern as the optimal CMR. [45] showed that a neural network implementation of CMR can
explain humans’ flexible cognitive control. Our results also align with research connecting attention
mechanisms in Transformers to the hippocampal formation [14]. While prior work focused on
emergent place and grid cells in Transformers, the hippocampal subfields involved are also postulated
to represent CMR components [40]. These results support our proposal that query-key-value attention
mechanisms link to biological episodic retrieval, suggesting that CMR-like behavior emerges naturally
in neural networks with proper objectives.

The link to induction heads could enable researchers to develop alternative mechanisms for episodic
memory. For instance, K-composition and Q-composition induction circuits might serve as alternative
models to CMR. K-composition and Q-composition require positional encoding, which we speculate
could be implemented by grid-like cells with periodic activations tracking space and time [46].
Further, the interactions between episodic memory and other advanced cognitive functions [47–51]
might be understood based on more complex attention-head composition mechanisms (e.g., N-th
order virtual attention head [21]).

From the perspective of LLM mechanistic interpretability, we offer a more detailed behavioral
description and reinterpret induction heads through the lens of CMR and the asymmetric contiguity
bias. First, CMR-like heads are not limited to induction heads – some attention heads are well
captured by CMR despite not meeting the traditional induction head criterion (e.g., Fig. 5d). Second,
we speculate that heads with low CMR distances and low induction-head matching scores may
encode multiple future tokens observed in LLMs [52], capturing distant token information better
than ideal induction heads. Third, we observed a scale difference between raw attention scores and
those from human recall, as discussed in Appendix G.1. Lastly, though CMR relies on recurrently
updated context vectors that are different from the K-composition and Q-composition mechanisms,
we posit that deeper Transformer models may develop similar mechanisms via autoregressively
updated information in the residual stream, a possibility yet to be explored. Overall, our results
suggest a fuller view of ICL mechanisms in LLMs, where heads learn attention biases akin to human
episodic memory, empowering next-token and future-token predictions.

These connections with CMR may shed light on intriguing features and functions in LLMs. For
instance, the “lost in the middle” phenomenon may be related to these heads [53], as humans exhibit
similar recall patterns [19, 26]. Understanding the connection could suggest strategies to mitigate the
problem, e.g., adjusting study schedules based on the serial position [54]. Second, CMR not only
applies to individual words but also to clusters of items [55, 56], suggesting these heads may process
hierarchically organized text chunks [57]. Third, episodic mechanisms captured by CMR are posited
to support adaptive control [47–49] and flexible reinforcement learning [50, 51], suggesting similar
roles for these heads in more complex cognitive functions of LLMs. Finally, it was proposed that
Transformers can be implemented in a biologically plausible way [58], and we outline an alternative
proposal mapping Transformer models to the brain (Appendix G.2).

Our study has several limitations. First, while we use CMR to characterize these heads’ behavior, it is
unclear if CMR can serve as a mechanistic model in larger Transformer models. Second, it is unclear
if our conclusions hold for untested Transformer models. Third, our causal analysis lacks the power
to narrow down the causal role of specific CMR-like characteristics. In addition, while ICL score is a
primary metric for measuring ICL ability [15, 59], a systematic evaluation using specific datasets and
tasks would allow for a stronger causal claim. Addressing these limitations is a key future direction.
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A Code

All code is available at https://github.com/corxyz/icl-cmr.

B Attention mechanisms in Transformer models

For each attention head h, the standard self-attention mechanism calculates its output as
H(h)(z

(l−1)
i ; {z(l−1)

j }) = W
(h)
O

∑
j W

(h)
V z

(l−1)
j A

(h)
ij , where W

(h)
O is the dmodel × dhead output

projection matrix, W (h)
V is the dhead × dmodel value projection matrix, and A

(h)
ij is the attention

pattern attending from the query position i to the key position j. The attention pattern matrix is
A(h) = Softmax(Ã(h)) = Softmax(z(l−1) T

j WT
QWKz

(l−1)
j /

√
dhead), where Ã(h) represents the

attention score matrix; W (h)
K and W

(h)
Q are the dhead × dmodel key and query projection matrices

respectively.

C Detailed introduction of CMR

In this section, we offer a more detailed description of the Context Maintenance and Retrieval (CMR)
model of human episodic memory, focusing on its core components and underlying dynamics. CMR
operates in two distinct experimental phases: an encoding/learning phase, where the model memorizes
a list of words, and a retrieval/recall phase, where it freely recalls the learned words. The CMR model
consists of four primary components: the evolving temporal context (t), the word representation or
embedding (f ), the word-to-context association matrix (MFT), and the context-to-word association
matrix (MTF).

The temporal context vector (t) continuously evolves over time, incorporating recency-weighted
historical information during both encoding and retrieval. The core dynamics of the temporal context
t are governed by the update rule Eq. 1.

For illustrative purposes, in the rest of this section, we consider an example sequence consisting of five
distinct one-hot word embeddings f1, f2, ..., f5. Each embedding is represented by a 6-dimensional
vector, such that fi contains a 1 at the i-th position, and 0 everywhere else. The 6-th dimension
represents a dummy stimulus that only serves to maintain the unit norm of the context vector but
otherwise irrelevant to the experiment. Additionally, we index encoding/learning time with j and
retrieval/recall time with k to explicitly mark the two phases.

For simplicity, we set the pre-experimental word-to-context memory matrix MFT
pre (6 × 6) to the

identity matrix. As the result of the distinctiveness assumption, each word embedding at encoding
directly induces the same one-hot vector as the input context tINj = MFT

expfj = fj . Let t0 =

(0, 0, 0, 0, 0, 1)T . Thus given a sequential presentation of f1, f2, ..., f5, the corresponding context
vectors tj are

t1 = (β, 0, 0, 0, 0, ρ)T

t2 = (ρβ, β, 0, 0, 0, ρ2)T

. . .

t5 = (ρ4β, ρ3β, ρ2β, ρβ, β, ρ5)T ,

where β is the temporal drift parameter, and ρ =
√
1− β2 ensures that tj has unit norm. Distinct

parameters βenc and βrec are used by the encoding and retrieval phases respectively to capture the
phase-specific temporal dynamics. Conceptually, the temporal context reflects a recency-weighted
history of past information, with the parameter ρ determining the rate of degradation over time.

More generally, the input context is determined by both pre-experimental and experimental contexts:

tINj = MFTfj = ((1− γFT)M
FT
pre + γFTM

FT
exp)fj .

The memory matrix MFT is therefore a weighted combination of pre-existing associations learned
prior to encoding (the pre-experimental memory matrix MFT

pre) and associations learned during the
encoding phase (the experimental memory matrix MFT

exp). MFT
pre is commonly initialized as the
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identity matrix at the beginning of each experiment and held constant throughout the experiment.
On the other hand, MFT

exp is usually initialized as the zero matrix. It is updated during the encoding
phase at the presentation of each new word by associating the context vector tj−1 (value) with the
embedding of the just encountered word fj (key):

MFT
j,exp ←MFT

j−1,exp + tj−1f
T
j

(Fig. 3c, first layer).

Suppose at the beginning of the experiment, the experimental word-to-context matrix MFT
0,exp is

initialized as the zero matrix. At encoding time j = 1, the experimental matrix MFT
j,exp is updated by

the pairwise association of the previous context and the current word:

MFT
1,exp = MFT

0,exp + t0f
T
1

= MFT
0,exp +


0
0
0
0
0
1

 [1 0 0 0 0 0]

=


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0

 .

Similarly, at time j = 2, the experimental matrix incorporates the new context-word pair as

MFT
2,exp = MFT

1,exp + t1f
T
2

= MFT
1,exp +


β
0
0
0
0
ρ

 [0 1 0 0 0 0]

=


0 β 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 ρ 0 0 0 0

 .

The same update procedure continues until the end of the word sequence. Critically, note that the
product of MFT

j,exp and any fj+l with l > 0 is the zero vector.

During retrieval, the most recently recalled word fk (query) retrieves its corresponding input context

tINk = MFTfk

= (1− γFT)M
FT
prefk + γFTM

FT
expfk

= (1− γFT)M
FT
prefk + γFT

∑
l

(tl−1f
T
l )fk

= (1− γFT)M
FT
prefk + γFT

∑
l

tl−1(f
T
l fk).

Let fj denote the word encountered at encoding time j with j < k. Assuming fk = fj (i.e., the most
recent recall fk matches a previously encoded word fj), we have

tINk = (1− γFT)M
FT
prefj + γFTtj−1.
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Furthermore, because we assumed MFT
pre to be the identity matrix,

tINk = (1− γFT)fj + γFTtj−1. (S1)

This input context is subsequently reinstated along with the current context tk−1 at (retrieval) time
k, resulting in an updated context tk via Eq. 1. Thus tk also incorporates information from fj (the
previous instance of the most recent recall) and tj−1 (the context immediately before presentation of
the previous instance).

Importantly, the context tj at encoding is also a linear combination of fj and tj−1 (by Eq. 1),

tj = βtINj + ρtj−1,

where tINj = ((1− γFT)M
FT
pre + γFTM

FT
exp)fj . However, because all word embeddings are one-hot

and distinct, MFT
exp has not learned any associations involving the word fj prior to time j. Therefore,

the second term is zero, and

tj = βfj + ρtj−1. (S2)

Comparing Eq. S2 and Eq. S1 thus reveals that tINk , thus tk, become most similar to tj .

Finally, the context-to-word association matrix MTF is responsible for retrieving the context associ-
ated with a given word. MTF is usually initialized as the zero matrix prior to experiments. During
encoding, it is updated to associate each word embedding fj (value) with the corresponding context
vector tj−1 (key):

MTF
j ←MTF

j−1 + fjt
T
j−1

(Fig. 3, second layer). In practice, we chose to maintain MTF as the transpose of MFT
exp. Because the

updated context tk is most similar to tj (measured by their inner product), the retrieved vector

f INk+1 = MTFtk

=
∑
l

(flt
T
l−1)tk

=
∑
l

fl(t
T
l−1tk)

will be the most similar to the word embedding fj+1. Thus, CMR will most likely recall fj+1

following a recall of fk = fj . In the main text, we specified i = j + 1.

Consequently, the CMR model explains two key phenomena observed in human free recall experi-
ments: the temporal contiguity effect and the forward asymmetry effect. The temporal contiguity
effect arises because (i) tk integrates the information of tj−1, and (ii) the context vector t drifts over
time, making tj−1 more similar to context vectors associated with nearby words in the sequence,
favoring the retrieval of words close to fj . In addition, the forward asymmetry effect occurs because
(i) tk integrates the information of tINj , and (ii) tINj contributes to tj = ti−1 and its following context
vectors, but does not affect earlier context vectors. As a result, tk preferentially retrieves words that
follow fj , rather than those that precede it.

D Prompt design

We used the prompt of repeated random tokens due to several reasons (1) it aligns with human
free recall experiments, where random words are presented sequentially [18]; (2) it is a widely
acknowledged definition of induction heads in mechanistic interpretability literature [21, 15, 31, 60];
(3) it uses off-distribution prompts to focus on abstract properties, avoiding potential confounds from
normal token statistics [21].

The prompt is constructed by taking the top N=100 most common English tokens with a leading
space (to avoid unwanted tokenization behavior), which are tokens with the largest biases in the
unembedding layer of GPT2-small (or the Pythia models). The prompt concatenated two copies of
the permuted word sequence and had a total length of 2N + 1 (one end-of-sequence token at the
beginning). The two copies correspond to the study (encoding) and recall phases, respectively.
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E Metrics & definitions

E.1 Metrics for induction heads

Formally, we define the induction-head target pattern (i.e., attention probability distribution of an
ideal induction head) Ā = (ād,s) over a sequence of tokens {xi} as

ād,s =

{
1, if xs−1 = xd and s < d

0, otherwise
.

Here, d is the destination position and s is the source position. We then assess the extent to which
each attention head performs this kind of prefix matching [15, 25]. Specifically, the induction-head
matching score for a head with attention pattern A = (ad,s) is defined as

(
∑
d

∑
s

ad,sād,s)/(
∑
d

∑
s

ad,s) ∈ [0, 1]

(Fig. 2a-b). A head that always performs ideal prefix matching will have an induction-head matching
score of 1.

Additionally, an induction head should write to the current residual stream to increase the correspond-
ing logit of the attended token (token copying). We adopt the copying score [21] to measure each
head’s tendency of token copying. In particular, consider the circuit W = WUWOWV WE for one
head, where WE defines token embeddings, WV computes the value of each token from the residual
stream (i.e., aggregated outputs from all earlier layers), WO computes the head’s output using a linear
combination of the value vectors and the head’s attention pattern, and WU unembeds the output to
predict the next token. The copying score of the head is equal to

(
∑
k

λk)/(
∑
k

|λk|) ∈ [−1, 1],

where λk’s are the eigenvalues of the matrix W . Since copying requires positive eigenvalues
(corresponding to increased logits), an induction head should have a positive copying score. An ideal
induction head will have a copying score of 1.

E.2 CRP analysis of attention heads

For a head with attention scores Ã, the average attention score α̃lag is defined as

α̃lag =
1

N − |lag| ∗ 2
∑

|lag|<s≤N−|lag|

ãs+N,s+lag,

where N is the length of the first repeat in the prompt. Thus if lag = 0, α̃lag quantifies how much the
first instance of a token is attended to on average; for lag = 1, α̃lag quantifies the average amount of
attention distributed to the immediately following token in the first repeat. We used lag ∈ [−5, 5]
throughout the paper.

E.3 CMR distance

The metric CMR distance is defined as

dCMR = min
q

∑
lag

(qlag − α̃lag)
2/Var (α̃lag)

Nlag

 .

Here, Nlag is the number of distinct lags, and qlag is obtained by calculating the CRP using CMR
with specific parameter values. Note we did not consider the full set of possible q but only the
subset given by the combinations of parameters βenc = 0.05, 0.1, . . . , 1, βrec = 0, 0.05, . . . , 1, and
γFT = 0, 0.1, . . . , 1 for model fitting.
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E.4 Gaussian distance

The metric Gaussian distance, serving as a baseline, is defined as

dGaussian = min
g

∑
lag

(glag − α̃lag)
2/Var (α̃lag)

Nlag

 ,

where glag is the Gaussian function, defined as

glag = c1 exp

{
− (lag− c2)

2

2c23

}
+ c4,

and c1, c2, c3, c4 are coefficients.

E.5 Choosing thresholds for CMR distance

To identify heads with CMR-like attention scores and exclude non-CMR-like heads, we operationally
chose a threshold of 0.5 in the main text. This threshold is informed by both the quantitative
distribution of individual head CMR distances and exploratory qualitative analysis of the attention
patterns. First, as the bottom panel in Fig. 5e shows, the distribution of individual head CMR distances
in GPT2 can be divided roughly into two clusters: a cluster peaking around 0.1 (and extending to
around 1), and a spread-out cluster around 2.4. Second, we examined heads with 1 CMR distance
and found non-human-like CRP (e.g., Fig. S2a,b). Further, many heads with CMR distance around
0.6-0.8 again show CRP different from humans (e.g., Fig. S2c, d). Finally, we also tested a threshold
of 0.1 and found no qualitative difference (Fig. Fig. S3c, d).
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F Comparison of composition mechanisms of induction heads and CMR

K-composition Q-composition CMR
Representation
(residual stream)
before H1

PEi & TEi [At i]
PEj & TEj [At j]
PEk & TEk [At k]

PEi & TEi [At i]
PEj & TEj [At j]
PEk & TEk [At k]

ti−1 & fi [At i]
tj−1 & fj [At j]
tk−1 & fk [At k]

First-layer
head H1

Type previous token head duplicate token head
word-to-context
matrix MFT

Query PEi [At i] TEk [At k] fk [At k]
Key PEj [At j] TEj [At j] fj [At j]

Optimal
Q-K match
condition

PEj+1 = PEi TEj = TEk fj = fk

Activation Softmax Softmax Linear
Value TEj [At j] PEj [At j] tj−1 [At j]

Output TEj [At i]∗ PEj [At k]∗ tj−1 [At k]
Representation
(residual stream)
after H1

PEi & TEi & TEj [At i]
PEj & TEj [At j]
PEk & TEk [At k]

PEi & TEi [At i]
PEj & TEj [At j]
PEk & TEk & PEj [At k]

ti−1 & ti & fi [At i]
tj−1 & tj & fj [At j]
tk−1 & tk & fk [At k] †

second-layer
head H2

Type induction head induction head
context-to-word
matrix MTF

Query TEk [At k] PEj [At k] tj [At k]†
Key TEj [At i] PEi [At i] ti−1 [At i]

Optimal
Q-K match
condition

TEj = TEk PEj+1 = PEi
†† tj = ti−1

††

Activation Softmax Softmax Linear
Value TEi [At i] TEi [At i] fi [At i]

Output TEi [At k]∗ TEi [At k]∗ f IN
k+1 [At k]

Representation
(residual stream)
after H2

PEi & TEi & TEj [At i]
PEj & TEj [At j]
PEk & TEk & TEi [At k]

PEi & TEi [At i]
PEj & TEj [At j]
PEk & TEk

& PEj & TEi [At k]

ti−1 & ti & fi [At i]
tj−1 & tj & fj [At j]
tk−1 & tk
& fk & f IN

k+1 [At k]

Table S1: Comparison of mechanisms of induction heads and CMR.
PEi: position embedding for the token at index/position i.
TEi: token embedding for the token at index/position i.
ti−1: context vector associated with the word at index/position i.
fi: word embedding for the word at index/position i.
[At i]: information available at index/position i.
∗: The output is approximate (due to the weighted-average over all previous tokens).
†: tk is updated from tk−1 by tj−1 (due to MFT

exp) and tINj (due to MFT
pre ), thus containing the

information of tj (updated from tj−1 by tINj ).
††: The optimal Q-K match condition in Q-composition requires transformation from PEj to PEj+1,
implemented by the WQWK matrix of H2. The optimal Q-K match condition in CMR requires
transformation from tj−1 to tj , implemented by tINj .

G Supplementary discussion

G.1 Scale difference

We have observed the scale difference between raw attention scores and those from human recall. We
can speculate a few reasons. (i) It’s common to tune the temperature only at the last readout layer,
and it’s unclear if Transformers benefit from variable temperatures in other attention layers. (ii) The
range of attention scores might depend on the distributions of the model’s training and evaluation data
(e.g., evaluation prompts). (iii) Unlike LLMs, humans may not fully optimize next-word predictions,
as biological objectives are more complex and varied. Recall might constitute only one use case, with
the cognitive infrastructure also engaged in tasks like spatial navigation and adaptive decision-making.
The more moderate scale in humans may thus reflect tradeoffs between multiple objectives.

20



G.2 Mapping components in Transformer models to the brain

Here, we propose that the MLP layers might be mapped to the cortex and the self-attention layers
might be mapped to the hippocampus. The model parameters could be encoded by slowly updated
synapses in the cortex and hippocampus, with the key-value associations stored in fast Hebbian-like
hippocampal synapses. The residual stream updated by MLP and attention layers may be akin to the
activation-based working memory quickly updated by the cortico-hippocampal circuits.

H Experiment compute resources

The induction-head matching scores and copying scores of each head in GPT2-small and all Pythia
models are computed using Google Colab Notebook. All models were pretrained and accessible
through the TransformerLens library [25] with MIT License and used as is. See Table S2 for details.

Transformer Model Type of compute worker RAM (GB) Storage (GB) Computing time (minutes)
GPT2-small CPU 12.7 225.8 < 1

Pythia-70m-deduped-v0 CPU 12.7 225.8 2
Pythia-160m-deduped-v0 CPU 12.7 225.8 5
Pythia-410m-deduped-v0 CPU 12.7 225.8 15

Pythia-1b-deduped-v0 CPU 12.7 225.8 45
Pythia-1.4b-deduped-v0 High-RAM CPU 51.0 225.8 56
Pythia-2.8b-deduped-v0 High-RAM CPU 51.0 225.8 161
Pythia-6.9b-deduped-v0 TPU v2 334.6 225.3 111
Pythia-12b-deduped-v0 TPU v2 334.6 225.3 205

Qwen-7b TPU v2 334.6 225.3 7
Mistral-7b TPU v2 334.6 225.3 5
Llama3-8b TPU v2 334.6 225.3 10

Table S2: Details of compute resources used to compute induction head metrics. All models were
pretrained and accessible through the TransformerLens library [25] with MIT License. The numbers
in the “Computing time” column indicate the total number of minutes it took to compute all scores
for all heads across all checkpoints where available.

We used an internal cluster to compute the subset of q (CRP) for model fitting. The internal cluster has
6 nodes with Dual Xeon E5-2699v3, which has 72 threads and 256GB RAM per thread, plus 4 nodes
with Dual Xeon E5-2699v3, which has 72 threads and 512GB RAM per thread. This computation
took a total of 90 hours.

Finally, model fitting was done on a 2023 MacBook Pro with 16GB RAM. All experiments were
completed within 1 hour regardless of model size. This section contains all experiments we conducted
that required non-trivial computational resources.
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I Additional figures
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Figure S1: Example conditional response probability distributions produced by different param-
eterizations of CMR. Black lines correspond to γFT = 0 (i.e., only the pre-experimental contexts
are used during retrieval). Grey lines correspond to γFT = 1 (i.e., only the experimental contexts are
used during retrieval).
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a b

c d

Figure S2: Example GPT2 attention heads with a CMR distance roughly between 0.5 and 1.0.

a b c

d

Figure S3: CMR distances vary with relative layer positions in LLMs. (a) Average CMR distance
across heads in each layer of GPT2-small. Error bars indicate standard errors. (b) Histogram of the
relative positions of the two layers with the lowest average CMR distances in each of the following
models: GPT2-small, all Pythia models, Qwen-7B, Mistral-7B, and Llama3-8B. (c) Percentage of
heads with a CMR distance less than 0.1 in GPT2-small. (d) Same as in (c) except for Pythia models.
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a cb

Figure S4: Fitted CMR parameters of Pythia-70m model over training. Solid lines indicate
values averaged across heads with a CMR distance lower than 0.5 in the corresponding layer. Shaded
areas indicate the range of fitted values (the lower edge indicates the minimum value; the upper edge
indicates the maximum value). (a-b) Fitted CMR temporal drift parameters βenc (a), and βrec (b) in
different layers as a function of training time. (c) Fitted experimental context mix parameter γFT in
different layers as a function of training time.
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Figure S5: Behavior of top attention heads in different Pythia models. (a) CMR distance of the
top CMR-like heads in Pythia-70m as a function of training time. Heads are selected by ranking
all attention heads by their CMR distances (e.g., “top 3” heads correspond to the three lowest CMR
distances). (b) Fitted CMR temporal drift parameters βenc(left), βrec (middle), γFT (right) of the top
CMR-like heads in Pythia-70m as a function of training time. (c) Average fitted inverse temperature
of the top CMR-like heads in Pythia-70m as a function of training time. (d-x) Same as a-c except for
Pythia-160m (d-f), Pythia-410m (g-i), Pythia-1b (j-l), Pythia-1.4b (m-o), Pythia-2.8b (p-r), Pythia-
6.9b (s-u), and Pythia-12b (v-x).
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Figure S6: Generalizing results to additional models. (a) Percentage of heads with a CMR distance
less than 0.5 in different layers. (b) Fitted CMR temporal drift parameters βenc(left), βrec (middle),
γFT (right) in attention heads with the highest induction-head matching scores (i.e., top induction
heads). (c) CMR distance of top induction heads in different models. (d) Same as (b) except for top
CMR-like heads (i.e., attention heads with the lowest CMR distances).
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Our current paper shows a novel connection between LLMs and human
episodic memory, both mechanistically (Section 3.3 and 4.2) and behaviorally (Section 5.1
and 5.2). We also suggest a potential causal link between attention heads in LLMs that
exhibit human-like memory patterns and the model’s in-context learning ability. Both the
abstract and introduction highlight these contributions and discuss the potential implications
for research on mechanistic interpretability and human cognition.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have mentioned a few limitations of the current work in Discussion.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: This paper does not introduce any new theorems, formulas, or lemmas to be
proved.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We fully disclose the models (available through the TransformerLens library
[25]; CMR implementation is included in the code submission), metrics (see Appendix E),
model fitting (see Section 5.1), and head ablation (see Section 5.3). All figures included in
the paper can be reproduced using the included code (see Appendix A).

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: All scripts are included in the supplementary materials (see Appendix A),
where documentation is provided to reproduce all results and figures in the current paper.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We provide written descriptions of the metrics, model parameters, model
fitting, and model ablation procedure in the main text and the Appendix. Since all LLM
models are pre-trained and accessible through TransformerLens [25], we omitted their
training details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We included error bars and statistical significance whenever appropriate.
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Guidelines:
• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provided full details about the compute resources required to reproduce all
experiments discussed in the paper (see Appendix H).
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have reviewed the Neurips Code of Ethics and, to the best of our knowledge,
we note no violation to the Code of Ethics by our current work.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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Answer: [NA]

Justification: We briefly discussed in the Introduction that the current work may help to
improve interpretability of ICL and prevent malicious use of LLM. Since the paper is
mainly foundational research and does not propose new technologies that can be applied or
deployed, we did not perceive any direct societal impact.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We did not release any new datasets or new models. The paper only analyzes
existing pretrained language models using a novel approach. We did not perceive any risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The only existing assets we used (without modification) were the pretrained
language models accessible through the open-source library TransformerLens. The library
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is credited wherever appropriate throughout the paper and we mention the license details in
the Appendix.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The only new assets introduced in the paper consist of the code for model
fitting and analysis. We provided detailed documentation alongside the released code (see
Appendix A).

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing or studies on human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing or studies on human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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