Belief-Calibrated Multi-Agent Consensus Seeking for
Complex NLP Tasks

Wentao Deng Jiahuan Pei Zhiwei Xu
Shandong University Vrije Universiteit Shandong University
wentao.deng@mail.sdu.edu.cn Amsterdam zhiwei_xu@sdu.edu.cn

j.pei2@vu.nl

Zhaochun Ren Zhumin Chen* Pengjie Ren*
Leiden University Shandong University Shandong University
z.ren@liacs.leidenuniv.nl chenzhumin@sdu.edu.cn renpengjie@sdu.edu.cn

Abstract

A multi-agent system (MAS) enhances its capacity to solve complex natural
language processing (NLP) tasks through collaboration among multiple agents,
where consensus-seeking serves as a fundamental mechanism. However, exist-
ing consensus-seeking approaches typically rely on voting mechanisms to judge
consensus, overlooking contradictions in system-internal beliefs that destabilize
the consensus. Moreover, these methods often involve agents updating their re-
sults through indiscriminate collaboration with every other agent. Such uniform
interaction fails to identify the optimal collaborators for each agent, hindering
the emergence of a stable consensus. To address these challenges, we provide a
theoretical framework for selecting optimal collaborators that maximize consensus
stability. Based on the theorems, we propose the Belief-Calibrated Consensus
Seeking (BCCS) framework to facilitate stable consensus via selecting optimal
collaborators and calibrating the consensus judgment by system-internal beliefs.
Experimental results on the MATH and MMLU benchmark datasets demonstrate
that the proposed BCCS framework outperforms the best existing results by 2.23%
and 3.95% of accuracy on challenging tasks, respectively. Our code and data are
available at https://github.com/dengwentac99/BCCS.

1 Introduction

With the rapid advancement of large language models (LLMs), reasoning capabilities have become
critical for tackling complex natural language processing (NLP) tasks. In multi-agent system (MAS),
consensus-seeking has emerged as an essential protocol for enhancing collective reasoning through
consensus evaluation and cooperative decision-making among agents [1]]. Each agent may express
its opinion by forming distinct or overlapping stances and judgments on a given task. Existing
consensus-seeking approaches typically assess consensus by measuring the degree of agreement
among agents [2| [3]], and agents update their views by aggregating the opinions received from others,
as illustrated in Figure[Tfa). However, achieving robust collaboration in MAS consensus remains
challenging: (1) current methods often overlook the underlying beliefs of individual agents when
determining consensus, which may result in latent internal inconsistencies and compromise the overall
stability of the consensus [4]; (2) agents generally lack mechanisms to selectively identify optimal
collaborators, instead indiscriminately incorporating all received opinions. For instance, excessive
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reliance on supportive agents may expedite convergence but risk producing suboptimal outcomes [J5],
while being overwhelmed by conflicting perspectives can impede consensus formation [6].

In response to the above two challenges and
to facilitate stable consensus in MAS, we pro- r |

pose the Belief-Calibrated Consensus Seeking [ ¢onsensus H All Agents as ]_{ Opinion |
(BCCS) framework to optimize the consensus- Judgment Collaborators % ~ Delivery
seeking process, as illustrated in Figure[T[b). To ~ g
improve the accuracy of consensus determina-
tion, we introduce an enhanced consensus judge- Beliof
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sensus judgement module not only considers the

agents’ outputs but also calibrates them based Figure 1: Comparison between previous consen-
on the associated belief levels. It categorizes the ~sus seeking methods and our proposed framework.
system into one of three consensus states: full (a) Existing consensus seeking methods. (b) Belief-
consensus, partial consensus, or no consensus. Calibrated Consensus Seeking (BCCS).

In the case of full consensus, collaboration ter-

minates and the consensus is output. When partial consensus occurs, which indicates the coexistence
of both supporting and opposing views, we invoke a collaborator assignment (CA) module that
automatically assigns optimal collaborators to agents, thereby fostering convergence and avoiding
suboptimal solutions. If the system enters a no consensus state with severe opinion divergence, the
BCCS framework engages a leader selection (LS) module to identify and appoint leaders for each
opinion group, guiding the direction of discourse and alleviating conflicts. Through repeated agent
interactions and iterative updates of their viewpoints, a stable consensus can ultimately be reached and
adopted as the final inference outcome. To ensure the theoretical soundness of BCCS, we formally
establish the conditions under which stable consensus is guaranteed, specifically when (1) agents
collaborate with both supportive and conflicting agents, and (2) agents follow leaders with diverse
belief systems. This provides a theoretical foundation for the proposed BCCS framework.

In the experimental implementation, we evaluate the effectiveness of belief-calibrated consensus
seeking (BCCS) on two widely-used benchmarks: MATH [8] and MMLU [9]. Results demonstrate
that BCCS improves accuracy by 2.23% on MATH and 3.95% on MMLU compared to existing best
results on challenge tasks. The main contributions of this study are summarized as follows:

* We propose the Belief-Calibrated Consensus Seeking (BCCS) method to enhance the consensus-
seeking process in multi-agent system (MAS). Specifically, BCCS incorporates a belief calibration
mechanism where consensus judgement is calibrated based on agents’ beliefs, and further integrates
collaborator assignment and leader selection modules to promote consensus formation while
mitigating suboptimal solutions.

» Theoretical guarantees are established for achieving stable consensus in two key scenarios: (i)
cooperation involving both supportive and conflicting agents, and (ii) coordination among leaders
with divergent beliefs. These theorems form the theoretical backbone of BCCS.

» Extensive experiments conducted on widely adopted benchmarks confirm the effectiveness of
BCCS. Additionally, ablation studies are performed to quantify the impact of each core component.

2 Preliminaries

2.1 Multi-Agent Collaboration

Task Formulation Consider a MAS comprising n agents A = {ay,--- ,a,} and a user input
question g. At the k-th round, each agent a; generates the opinion of = (e¥, z%), where x¥ is the
answer to ¢, and e represents the associated reasoning process. Following prior work [10], we adopt
the output probability of LLMs as a proxy for belief. Specifically, the belief b¥ = P(2F | ¢, e¥) of
agent a; can be regarded as the generation probability, which estimates the determinacy of the model’s
output [[7], where P(-) indicates the probability function. While LLM’s output probabilities may not
always perfectly reflect uncertainty, this approximation is a widely used and practical method for belief
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Figure 2: An illustration of the multi-agent system in NLP tasks, where each agent generates an
answer ¥ along with its reasoning process e¥, the belief b¥ of a; is the generation probability.

estimation in large language models. When a; collaborates with other agents, it receives the opinions
from the previous round to update its own opinion 0¥ ™ = a;(q, {0? }7_1). Subsequently, the agents
are clustered into m opinion groups G = {G/, };;, where each group (7, contains a subset of agents
grouped by topical similarity inferred from keyword distributions [[11]. The uncertainty within G,
is estimated by the information entropy [12] as U, = — >, G, b¥ - log b¥. Two groups are defined
as supportive when their opinions converge and conflicting when they diverge. Each opinion group
G, can have n' agents as leaders, guiding the opinion trends. After collaboration, the MAS selects
the most frequently proposed answer as the final output. The illustration of multi-agent collaboration
is shown in Figure[2] A summary of all notations used in this paper is provided in Table[T4]

Consensus Analysis We investigate the conditions for stable consensus in MAS through the lens
of opinion dynamics [13|]. For each agent a; € G, the answer and belief are updated according
to zf“ = a¥ + u} and bf"’l = bf + vf, where uf and v} are the respective update increments.
Since the agents often employ averaging strategies to update their answers [14]], we define u* =
O‘Zaje Ar (xé‘ — z¥), where A} refers to either the supportive agents A¢ or conflicting agents
A$ which indicate the collaborated agents from corresponding opinion groups of G;,. Due to the
supportive agents tend to align the beliefs [15]], the belief update is given by v} = j3 Zuj cas (bé€ —bh).

In contrast, conflicting agents drive belief divergence [[16], resulting in v¥ = —3 Zaj cAe (b;c —bF).
In this paper, we set the step sizes « and 3 as % as in [13].

2.2 Consensus Judgment

The current consensus is primarily judged by Byzantine Consensus [3l], which ensures that the
multi-agent system reaches consensus when more than % of the agents reach the same conclusion.
For the dominant consensus group A° which indicates the group of agents with the largest number
of identical conclusion and other agents form the conflict group A€, Byzantine Consensus can be
represented as follows:
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where p¥* indicates the proportion of the dominant consensus group. Therefore, existing methods only
take the agents’ answers as the basis for consensus judgment, neglecting the underlying beliefs that
carry important implicit information.

3 Theoretical Foundations of Stable Consensus

To analyze the consensus of MAS, we follow the definition of global stability in learning dynam-
ics [17] to formally define the stable consensus state. Then sufficient conditions for achieving such
consensus are derived accordingly, with detailed proofs provided in Appendix B}

Definition 3.1. (Stable Consensus) Given a MAS comprising n agents {a;}?_, and any initial
answers {z}}7"_,, the system is said to reach a stable consensus answer if the following two conditions
are satisfied: (1) agents’ answers converge to consensus, and (2) each agent’s belief of the answer is

coherent with the beliefs of other agents.

Theorem 3.2. Let {z¥}7_, denote the opinions and {b¥}"'_, denote the beliefs of a MAS with n agents
at the k-th step of collaboration. The collaboration between agents satisfies the following properties:



1. When each agent in MAS collaborates with supportive agents, the MAS tends to reach the stable
consensus, converging to the state of the average opinion and belief of all collaborating agents.

2. When any agent in MAS collaborates with conflicting agents, the MAS tends to form the unstable
consensus, potentially leading to divergence or oscillation in group states.

Theorem 3.3. Let {x¥}"_, and {b¥}7_, represent the opinions and beliefs of a MAS with n agents
at the k-th step. Within each opinion group, the i-th agent follows n' leaders, and the collaboration
between followers and their respective leaders satisfies the following properties:

1. When each agent in an opinion group collaborates with its leaders, the MAS tends to reach the
stable consensus, converging to the average state of the leaders.

2. When the leaders’ average belief is higher than other agents’ beliefs, the leaders with higher
beliefs can expedite the convergence to the stable consensus.

4 Methodology

Iteration until reaching full consensus or maximum iteration number
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Figure 3: An illustration of the Belief-Calibrated Consensus Seeking (BCCS) framework. The
arrows represent the workflows. After obtaining opinion groups, the belief-calibrated consensus
judgment (BCCJ) module judges the consensus state of MAS. If MAS reaches partial consensus,
the collaborator assignment (CA) module estimates the conflict levels between each two opinion
groups through conflict scores, then assigns the collaborators for agents in each opinion group. If
MAS reaches no consensus, the leader selection (LS) module selects leaders for each opinion group.
The processes above iterate until reaching full consensus or maximum iteration number.

We propose the BCCS framework, grounded in the emerging paradigm of LLM-driven MAS [18]].
The overall architecture is illustrated in Figure [3} which process is shown in Algorithm [I] Motivated
by theoretical insights into the conditions required for achieving stable consensus, BCCS is designed
to enhance consensus-seeking by iteratively executing three core modules: (1) The belief-calibrated
consensus judgment (BCCJ) module judges the consensus status of the MAS based on agents’
individual answers and beliefs, classifying it as one of three states: full consensus, partial consensus,
or no consensus. (2) In the case of partial consensus, the collaborator assignment (CA) module
assigns the most suitable collaborator to each agent to encourage convergence. (3) When no consensus
is detected, the leader selection (LS) module designates the leaders for each opinion group to facilitate
consensus building. The iteration terminates when the MAS reaches full consensus or the maximum
number of iterations is exceeded. The final answer is determined as the most frequently agreed-upon
conclusion among all agents. Detailed implementations of each module are described below.

4.1 Belief Calibrated Consensus Judgment

In the k-th round of collaboration, agents generate the collaborative outputs {z¥}"_; along with their
corresponding beliefs {b¥}™_, in response to the input question q. Unlike prior studies that solely rely
on agents’ explicit answers to judge consensus, the BCCJ module also incorporates agents’ beliefs
for calibration. It categorizes the consensus state of the MAS into three levels as follows.



Full Consensus A full consensus state is declared when a substantial majority of agents reach
consensus with high belief levels. Specifically, the proportion p* of agents in the dominant consensus
group must exceed 2, as described in Section Additionally, to avoid convergence to a suboptimal
consensus, the average beliefs within the dominant group must be at least twice that of the conflicting
group, according to the condition analogous to Equation (TJ):
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Thus, the MAS state is recognized as full consensus only if p¥ > % and plg > 0.8.

Partial Consensus When a subset of agents reaches consensus with moderate beliefs, the system is
considered to be in a partial consensus state. In this case, at least two agents must form a dominant
group whose aggregate belief in the consensus surpasses that of the conflicting group. The condition
is formally defined as:
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Therefore, when the preceding condition is satisfied but Equation @) is not, the BCCJ module
categorizes the state as partial consensus.
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No Consensus A no consensus state is identified when neither the full nor partial consensus
conditions (Equation (2)) and (3))) are satisfied, indicating that no agents have reached agreement at a
sufficiently high belief level.

The BCCS framework adopts distinct strategies for each of these states. Upon achieving full
consensus, the collaboration terminates, and the resulting consensus is returned as the final output.
Otherwise, the collaboration continues until full consensus is achieved or the predefined maximum
number of interaction rounds is reached. For cases of partial or no consensus, two auxiliary modules
are subsequently activated to facilitate consensus among agents.

4.2 Collaborator Assignment

In a partial consensus state, agents in the MAS may exhibit both supportive and conflicting relation-
ships. Theorem [3.2] demonstrates that collaboration with supportive agents enables the MAS to reach
a stable consensus, whereas collaboration with conflicting agents leads to an unstable one. However,
relying solely on supportive agents may result in suboptimal solutions [S]]. Therefore, agents with
uncertain opinions must interact with both supportive and conflicting agents to ensure balanced
decision-making. Within the BCCS framework, the most uncertain opinion group is identified as
G, = arg maxg, {U,,};”zl. To prevent least reliable agent with lowest belief in G, from continu-
ously driving the collaboration toward suboptimal solutions, the CA module selects the agent with the
highest belief from the corresponding conflicting group to guide the opinion change. Conversely, to
ensure all other agents that are more reliable continue to guide the process toward optimal consensus,
the module selects the agents with the highest belief from the corresponding supportive groups to
collaborate. By tailoring collaboration strategies based on the belief levels of agents, the CA module
promotes convergence under partial consensus while effectively avoiding suboptimal outcomes.

To quantify the degree of conflict between opinion groups G, and G, and to identify which groups
are supportive and which are conflicting with respect to a given group, we propose a conflict score 1
that captures both macro- and micro-level perspectives. It comprises the following two components.

Macro-Conflict The macro-conflict estimates the overall conflict level between G, and G by
measuring the proportion of belief inconsistencies among all opinions in both groups. The calculation
of macro-conflict ¢§q is shown in Equation (3), where G, & G|, represents the complementary set of
agents with the same answers. Notably, ¢gq denotes the belief-weighted complement of the Jaccard
similarity [19]]. Following the Jaccard similarity threshold [19]], G,, and G, are considered to be in

macro-conflict when 1§, > 0.5.

Micro-Conflict The micro-conflict estimates the difference of local consistency between G, and G ;.
According to Equation (2), we define the local consistency score as ©. = Y, . b —4 Yaseae by



and ©, > 0 is the condition of full consensus. G and G¢ indicate the opinion groups of agents
with the agreed answers and disagreed answers, where * indicates p or ¢. The difference of local
consistency is estimated by the distance between the local consistency scores of G, and G, and
the lower bound is given in Equation (). When the lower bound is strictly positive, it indicates a
significant consensus difference between G, and G;, which implies a micro-conflict when ¥%, > 4

prq
in Equation (3).
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The conflicting score 1),,4 incorporates both macro- and micro-conflicts. Accordingly, G, and G are
considered to be in conflict when 1),,, > 2. Besides, one opinion group is always self-supporting.

4.3 Leader Selection

When the multi-agent system reaches the no consensus state, there are no mutually supportive opinion
groups in the system. According to the Theorem [3.3] it follows that selecting the agent with the
highest belief value from each opinion group as a leader enables the opinions to converge most
rapidly to the average of the leaders’ beliefs. Accordingly, the LS module selects the n! agents with
the highest belief in each group, denoted as A’, to serve as leaders, while the remaining agents update
their opinions by interacting exclusively with these leaders.

It can be found that selecting leaders with lower beliefs compromises the system’s robustness by
reducing consensus reliability, while higher-belief leaders facilitate faster convergence. Our proposed
method selects the agent with the highest beliefs as the leaders in each iteration to avoid non-robust
outcomes, thereby preventing suboptimal agents from serving as long-term leaders. Situations where
all agents have relatively low belief are rare. If such a case does occur, it indicates that none of
the agents are capable of solving the problem, making it impossible to accomplish the task through
collaboration mechanism, instead it will complete the task through the voting mechanism.

5 Experiments

In the experiments, we seek to answer the following research questions:

* RQ1: How does the performance of BCCS compare to existing single-agent and multi-agent
methods in NLP tasks?

* RQ2: How does each functional component of BCCS contributes to the performance?

* RQ3: How do the supportive/conflicting agents and leaders impact the consensus in BCCS?

5.1 Baselines and Benchmarks

To validate the effectiveness of BCCS, we evaluate the single-agent and multi-agent methods for
comparsion. The single-agent methods include CoT [20]], Reflection [21], CoT-SC [22]. The
mult-agent methods include EoT [23]], GroupDebate [24], MAD [18]], PARSE [25], DyLAN [3] and
CMD [26]. All experiments are conducted on two NLP benchmark datasets, including MATH [8] with
7 types of mathematical reasoning problems, and MMLU [9] with 4 primary types of natural language
understanding tasks. Further details on the baselines and datasets can be found in Appendix and
[C2] The performance of all methods is evaluated in terms of accuracy.

5.2 Implementation Details

For each datasets, we randomly sample three groups of 500 examples with random seeds 100, 200, and
300 to conduct three independent experiments. The final results present the mean performance across



runs, along with the corresponding standard errors of mean (SEM) [27] shown as error bars. More
implementation details can be found in Appendix[C.4] In the main experiments, the determination
for optimal number of agents and iteration rounds is consistent with common practices in the
existing multi-agent collaboration systems [18]], where such hyperparameters are often set empirically.
Specifically, the number of agents is n = 7 and the maximum iteration rounds is 3 across all methods.
The number of leaders is set as n! = 2. A detailed ablation study of these hyperparameters is available
in Appendix [D.2] Unless stated otherwise, each agent employs Qwen2.5-7B-Instruct as the backbone
model.

Table 1: Main results on the MATH dataset. Bold numbers indicate the best-performing results
among all methods.

Method Algebra Counting & Geometry Intermediate Number Prealgebra Precalculus #Avg
Probability Algebra Theory
CoT 91.64+0.56  74.30+4.55  58.98+5.46  52.61+2.91  71.33+4.34  85.53+1.71  57.59+3.94  73.33x1.07

Reflection ~ 91.83%1.88  76.98£1.98  61.55£#3.85  52.5842.33  72.5740.29  87.65+1.26  59.80+5.73  74.67+0.81
CoT-SC 92.15%1.12  73.91+x0.60  61.76x7.00  62.87+0.73  74.93+4.30  85.52+1.70  63.93+£5.58  76.67+0.18

EoT 94.85+1.27  77.87+4.31 63.03£6.43  60.75+1.21 80.74£1.78  89.42+0.91 61.38+6.81 78.40+0.31
GroupDebate 94.07+1.35  78.37£2.73  67.70£6.51 59.98+1.62  75.33x3.81 89.08+0.94  61.89+5.35  77.93+0.84
MAD 94.05£0.39  78.37£1.76  66.14+7.16  62.09+£1.99  79.57+1.36  90.15+0.81  62.01£3.68  78.87+0.18
PARSE 94.84+0.83  76.88+1.04  68.31+5.51 61.13£3.00  80.85+x0.29  88.76+£0.93  59.14+3.76  78.53%0.55
CMD 95.11£0.92  75.59+2.94  67.81x7.22  61.17+x1.75  81.65+2.37  90.16+0.39  61.21+4.25  78.93+0.53

DyLAN 95.15+0.81 76294295  67.08+£7.90  59.94+2.03  80.74+1.78  90.09+1.71 62.70£5.19  78.80£0.31

BCCS 95.41+0.76  79.07+1.12  68.64+7.39  64.28+1.60  82.81+1.74  90.88+0.14  64.93+5.17  80.60+0.23

Table 2: Main results on the MMLU dataset.

Method STEM Social Sciences Humanities Other #Avg

CoT 68.70+1.24 78.19+0.82 71.84+1.25 70.50+2.95 71.87+0.96
Reflection 70.93+1.94 78.81£1.56 72.99+1.52 70.79+1.84 73.07+1.67
CoT-SC 72.76+0.73 78.82+1.12 71.84+2.24 69.61+3.00 73.13%1.33
EoT 75.81+0.54 76.01+1.89 73.56+2.07 71.39+2.95 74.33+1.48
GroupDebate 77.03+0.81 78.50+1.08 71.26+2.74 71.98+2.81 74.87+1.54
MAD 78.46+1.66 78.50+1.62 73.85+2.01 72.86+1.80 76.13+1.46
PARSE 78.05+1.27 79.44+1.43 74.14+1.99 73.74+1.56 76.47+0.48
CMD 76.63+1.02 78.82+1.12 72.41+2.28 71.98+2.36 75.07+1.44
DyLAN 78.25+0.89 77.26+2.43 74.21+2.23 69.03+1.84 75.00£1.51
BCCS 79.47+0.81 80.69+1.65 78.16+3.20 75.22+2.66 78.47+1.22

6 Results and Discussions

6.1 Overall Performance

To address RQ1, we compare BCCS with several baselines on MATH and MMLU. The results
are reported in Table[I]and Table[2] BCCS outperforms the baselines consistently in both datasets.
Specifically, BCCS outperforms the strongest multi-agent methods by 1.67%/2.00% in terms of
average accuracy on MATH/MMLU. The improvements are more significant on more challenging
tasks, with a maximum increase of 2.23% and 3.95% on MATH and MMLU respectively. This is
because BCCJ can ensure a sufficiently high belief level in the consensus results, and CA and LS
can select the optimal agents as collaborators and leaders, which facilitate the MAS reaching stable
consensus and avoid the suboptimal results. Besides, the results in more scenarios of NLP tasks are
shown in Section[D.T] For simple tasks, since the original model itself can already achieve relatively
stable consensus, the marginal benefit of further introducing collaborative mechanisms is relatively
limited.

Besides, the multi-agent methods are more effective than single-agent methods. This is because in
multi-agent collaboration, agents can refine their own answers by incorporating opinions from others,
making the system resilient to errors from individual agents.



Table 3: Ablation study on the MATH dataset. Bold numbers indicate the best-performing results
among all conditions.
using supportive opinions only. “R.Leader” indicates selecting n! leaders randomly.

@ 9

indicates removing the corresponding module, and “~Conflict” indicates

Method Algebra Counting & Geometry Intermediate Number Prealgebra Precalculus #Avg
Probability Algebra Theory

BCCS 95.41+0.76  79.07+1.12  68.64+7.39  64.28+1.60  82.81+1.74  90.88+0.14  64.93+5.17  80.60+0.23

-CA 95.10£1.34  76.89+1.99  66.25+7.79  60.02+1.39  79.18+2.42  90.13+0.92  62.27+4.55  78.60+0.12

-Conflict 95.13+0.53  76.39£3.47  63.80+7.12  61.63x1.61  82.68+2.08  89.03+x1.74  60.68+5.25  79.00+0.23

-LS 94.05£0.39  76.39+4.22  66.14+7.16  60.47+3.67  79.45+1.58  88.74+0.62  62.49+547  78.13+0.48

R.Leader 95.14+0.11  76.98+2.32  63.53+7.78  59.99+0.43  81.64+1.45  89.44+0.85  60.80+7.13  78.33+0.66

-BCCJ 94.86+0.38  76.09+0.60  64.42+6.24  58.49+2.20  79.18+2.42  89.84+0.51  62.21+3.54  78.00+0.53

Table 4: Ablation study on the MMLU dataset.

Method STEM Social Sciences Humanities Other #Avg

BCCS 79.47+0.81 80.69+1.65 78.16+3.20 75.22+2.66 78.47+1.22

-CA 78.25+1.24 79.13+0.82 75.28+2.87 73.45+1.84 76.67+0.29

-Conflict 78.66+1.61 80.37+0.54 76.43+3.24 72.86+2.57 77.20£0.81

-LS 77.03£1.33 79.44+0.93 77.87+£2.35 72.57£3.11 76.73+£1.20

R.Leader 79.27+1.06 79.13+0.82 73.85£3.16 73.16£3.40 76.60+1.06

-BCCJ 77.44+1.54 79.75+1.36 77.30+£2.74 74.04+3.87 77.13+1.01

6.2 Ablation Study

To address RQ2, we ablate the functional modules to evaluate their impact on the performance,
including belief-calibrated consensus judgment (BCCJ) (w.r.t “-BCCJ”), collaborator assignment
(CA) (w.r.t “-CA”) and leader selection (LS) (w.r.t “-LS”). Specifically, “-BCCJ” replaces BCCJ
with Byzantine Consensus [3]]. Besides, to evaluate the impact of conflicting agents and leaders with
highest beliefs, we also conduct experiments excluding conflicting agents (w.r.t “-Conflict”) and
randomly selected leaders (w.r.t “R.Leader”). The results are reported in Table [3]and Table [d]

All modules of BCCS have positive influence on performance on the two datasets. After removing the
modules of BCCJ, CA, and LS, the values of average accuracy decrease 2.60%/1.34%, 2.00%/1.80%
and 2.47%/1.74% on the MATH and MMLU benchmarks, respectively. These results indicate that
the modules of BCCJ, CA, and LS can facilitate the MAS reaches a consensus with the correct
answer. Moreover, both “-Conflict” and “R.Leader” exhibit performance decrease. This is because
collaborating solely with supportive agents can lead to suboptimal solutions and lead to incorrect
answers, while leaders with lower beliefs may cause other agents to converge on unreliable opinions,
ultimately reducing the system’s decision quality.

6.3 Analysis Experiments
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Figure 4: (a) and (b): the results of the C'L, SC'L and accuracy for each supportive-to-conflicting
collaboration ratio (including “0:7”, “6:1” and “7:0”). (c) and (d): the results of the SC'R and
accuracy for the lowest, random and highest leaders’ beliefs (denoted as “L”, “R”, “H”). (e): the
analysis of the parameter size, the x-axis denotes the LLMs for comparison.



To address RQ3, we analyze the impact of supportive-to-conflicting collaboration ratio and the leader
belief on consensus and performance, with case studies in Appendix Inspired by agreement
level [2]], we calculate the (success) consensus level (S)CL as the average ratio of (success) consensus
agents per case, and the success consensus rate SCR as the average number of success consensus
agents per round per case, which calculation are represented in Equation (6). ncqse, 1, 15, 0l
indicate the numbers of cases, agents, consensus agents in u-th case and rounds in u-th case, x,, and
x;, indicate the consensus answer and ground-truth of u-th case. 1[-] is indicator function.

MNcase Ncase s Ncase s

ny, n, -1z, =] ny 1z, =]
n n n,
= =1 =1 - Q)
CL="“——, SCL="“————, SCR="*————,
Ncase Ncase Ncase

Effect of supportive/conflicting collaboration for consensus We demonstrate the impact of the
supportive-to-conflicting collaboration ratios (we set “0:7”, “6:1”, “7:0”) on CL, SC'L and accuracy
in FigureE] (a) and (b). As the supportive collaboration ratio rises, the consensus level (C'L) increases.
Collaborating with the supportive agents can facilitate the MAS reaching stable consensus as shown
in Theorem [3.2] The more agents collaborate with these supportive agents, the greater the consensus
achieved. Besides, as C'L increases, the success consensus level (SCL) and accuracy demonstrate a
trend of increasing first and then decreasing. This is because collaborating solely with supportive
agents lead to suboptimal solutions, consequently causing a decline in SC'L and accuracy.

Effect of leaders with different beliefs for consensus We demonstrate the impact of the leaders’
beliefs in Figure [] (c) and (d). We analyze and compare the performance of BCCS of lowest,
random and highest leaders’ beliefs (denoted as “L”, “R”, “H”) on SC' R and accuracy. As leaders’
beliefs increase, both the success consensus rate (SC'R) and accuracy improve. Higher-belief leaders
expedite stable consensus convergence when their average belief exceeds other agents’, as shown in
Theorem [3.3] whereas those with lower average belief may reduce consensus reliability.

Analysis of Model Sizes To compare BCCS with different sized models on full datasets, we
use Qwen2.5-32B-Instruct as backbone model on MATH, and DeepSeek-R1-Distill-Qwen-32B on
MMLU. The results are shown in Figure[d] (e). BCCS outperforms same-scale models and matches
or surpasses larger-scale models, which demonstrate consistent scalability across varying model sizes,
with performance benefits persisting even at larger parameter sizes. Besides, we report the comparison
results between BCCS and state-of-the-art baselines with different model sizes in Appendix [D.3]

7 Related Works

7.1 Multi-Agent Collaboration

The multi-agent collaboration [[18} [28]] refers to a system where multiple agents collaborate to achieve
a common goal, the dominant work focuses on updating the opinion of each agent based on those
opinions from other agents to reach the consensus result [29533]]. CMD [26] and EoT [23]] share
opinions between agents and update results. SPP [34] and DyLAN [3]] assume agents as distinct roles
to address different aspects, and integrate solutions for the final answer. The debate based methods [35-
37 adopt multiple agents engage in debates to solve problems. MADKE [38]], MAD [18], Heter-
MAD [39], and GroupDebate [24]] output results by reaching consensus or summarizing opinions
by another agent. PARSE [25]] permanently assigns collaborators based on predefined collaboration
structure. BENCHFORM [40]] explores the conformity in the multi-agent systems. However, these
methods can not identify the optimal collaborators for each agent, hindering the emergence of a stable
consensus. Different from existing methods, we establish the theoretical foundation for selecting
collaborators and leaders which can facilitate stable consensus in MAS, and propose the CA and LS
modules for selecting collaborators and leaders to facilitate stable consensus.

7.2 Multi-Agent Consensus Seeking

The multi-agent consensus seeking [14} 41] aims to facilitate the MAS’s consensus. Traditional
consensus seeking methods adopt the consensus protocol to facilitate and determine consensus [/13,
42 143]] and adjust game strategies through belief [44} 45]]. Existing LLM-based consensus seeking
methods rely on voting mechanisms for consensus judgment. AAD [2] outputs the consensus results



via the majority voting [46,47]. Byzantine consensus theorem [48H50] are widely used to determine
whether the MAS reaches consensus exceeds % [3, 51]]. However, these methods overlook the
contradictions in system-internal beliefs that destabilize the consensus. Different from existing works,
we propose the BCCJ module to calibrate the consensus judgment by system-internal beliefs.

8 Conclusion and Future Work

In this paper, we provide a theoretical framework for selecting optimal collaborators that maximum
consensus stability. Based on the theorems, we propose the belief-calibrated consensus seeking
(BCCS) framework to facilitate stable consensus via selecting optimal collaborators and calibrating
the consensus judgment by system-internal beliefs. The experimental results confirm the effectiveness
of BCCS and demonstrate that BCCS can facilitate the MAS reaching consensus and avoid falling into
suboptimal solutions. In future work, we will explore the dynamic leader selection for enhancement.

Broader Impacts Our method requires no extra training or data, ensuring ease of use. While
current multi-agent systems face scalability limits and risks like harmful LLM behavior, BCCS
addresses this by selecting optimal agents as collaborators to ensure stable consensus.

9 Limitations

Although BCCS performs well in natural language processing tasks, we have not evaluated it in an
embodied intelligence environment.
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* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run
to reproduce the results. See the NeurIPS code and data submission guidelines (https!
/Inips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the experimental details in Section[5]and Appendix [C] and we also
provide the discussion of parameter settings in Appendix [D.2]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: As described in Section[5.2] our experimental results are derived from average
of multiple runs and report the error bars through standard errors of mean.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the information on the computer resources needed to reproduce
the experiments in Appendix [C.4]

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research conducted in this paper conform with the NeurIPS Code of Ethics,
and we provide the discussion of anonymity preservation in Appendix [C.2}

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the potential positive and negative societal impacts in Section|[8]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We propose a consensus seeking framework, and our experiments concern
only standard models with publicly available benchmark datasets, thus our work poses no
such risks.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We provide the license and websites of datasets in Appendix [C.2]and models
in Appendix [C.3]
Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets| has curated
licenses for some datasets. Their licensing guide can help determine the license of a
dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We release our code with document in an open accessed link, which we provide
in the Abstract.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our work does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our work does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: As decribed in Appendix [C.3] LLMs are used as backbone models of agents in
this paper.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for what
should or should not be described.

A Algorithm

Algorithm 1 Algorithm of belief-calibrated consensus seeking (BCCS)

repeat
Clustering opinions via KMeans and obtain opinion groups
Belief-calibrated consensus judgment (BCCJ) judges the consensus states:
Full consensus: p¥ > % and pf > 0.8 > Equation (2))
Partial consensus: p’j, > % and pl’f > 0.5 > Equation
No consensus: Other conditions
if Reaching “partial consensus” then
Collaborator assignment (CA) selects the collaborators:
Calculate the conflict score for p-th and g-th opinion groups ), = 1/1]% . qu > Equation ()
for Each a; € A do
if a; is the agent with lowest belief in most uncertain group G, then
Select the agents with highest beliefs in conflicting opinion groups (1,4 > 2)
else
Select the agents with highest beliefs in supportive opinion groups (¢, < 2)
end if
end for
else if Reaching “no consensus” then
Leader selection (LS) selects the leaders:
for Each opinion group do
Select n' agents with highest beliefs in the opinion group
end for
end if
until Reaching “full consensus” or maximum iteration number

B Proofs of Theorems

Theorem 3.2. Let {z¥}" | denote the opinions and {b¥}?_, denote the beliefs of a MAS with n agents
at the k-th step of collaboration. The collaboration between agents satisfies the following properties:

1. When each agent in MAS collaborates with supportive agents, the MAS tends to reach the stable
consensus, converging to the state of the average opinion and belief of all collaborating agents.
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2. When any agent in MAS collaborates with conflicting agents, the MAS tends to form the unstable
consensus, potentially leading to divergence or oscillation in group states.

Proof. Firstly, when i-th agent collaborates with the supportive agents, its transmission of opinion

xf 1 and the average opinion of the collaborative agents Z* at k-th step are represented as Equation

according to the definitions in Section

X . _ 1
oF = (1 —nia)ak + Z owc;?, ¢ = — Z x;“ 7)

aj€A i ajes
The transmission of belief b and the average belief of the collaborative agents b* at k-th step are
represented as Equation (8) according to the definitions in Section[2.2]

: = 1
b= —niB)by + D B, W= Y by )

a; €A3 g a; A3

For each i € [1, n], the increment in the distance between i-th agent’s opinion and the average opinion
of the collaborative agents before and after the k-th collaboration step is represented as Equation (9).

(e = 82 — (af - 3*)?

=((1—nja)af + > azk —7¥)? — (aF — zh)?
a; €EA?
=(zk — 7% 4 Z ax? —nfazk)? — (zF — z%)?
ajEAf

=((«f = 2")(1 — anf))? = (af — 2%)* = [(1 - an§)? = 1)(27 — 2")* < 0.

©))

For each ¢ € [1,n], the increment in the distance between i-th agent’s belief and the average belief of
the collaborative agents before and after the k-th collaboration step is represented as Equation (10)).

(bk+1 _ Bk)2 _ (bk o Blc)2
=((L=niB)bf + Y B — %) — (bF — 0)?

a; €A;

=(F —b* + Y —nspbr)? — (b —bF)?
1 ] 7 ) )

a; EAS
=((0f =0")(1 = Bn))? — (b7 — ") = [(1 = Bnf)* = 1](b = b")* < 0.

Dueto0 < nf <nmanda = = %, thus the conditions “< 0” in Equation () and (I0) hold.
Therefore, when collaborates with the supportive agents, the opinion and belief of i-th agent converge
to the average opinion and belief of collaborators gradually, thus when each agent collaborates with
supportive agents, the opinions and beliefs of MAS converge, which can reach the stable consensus.
When the incremental values in the Equation (9) and become to 0 for each ¢ € [0, n], the opinions
and beliefs of multi-agent system converge to the average opinion and belief of the collaborative
agents.

(10)

k+1
%

are represented in Equation (TT)) according to

Secondly, when ¢-th agent collaborates with the conflicting agents, its transmission of opinion x

and the average opinion of the collaborative agents z*
the definitions in Section

1
k+1 c k k =k __ k
o = (L —nfaef + Y aaf,  aF = 37 ak (10

aj€AS v ajeAS

The transmission of belief bf“ and the average belief of the collaborative agents b* are represented
in Equation (I2)) according to the definitions in Section[2.2]

. 1
B = (LB — > prk, b= — STk, (12)

a;€A; b ajeA;
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For each i € [1,n], the increment in the distance between i-th agent’s opinion and the average belief
of the collaborative agents before and after the collaboration is represented as Equation (T3)).

(e — k)7 — (b — ahy?
=((1 = nfa)zk + ze;“ ax? — M2 — (aF — z%)? (13)
a; &4y

=((a7 = 2")(1 = nfa))? = (2] = 2%)? = [(1 — anf)* — 1](a] —7*)* <0

K3

For each i € [1,n], the increment in the distance between i-th agent’s belief and the average belief of
the collaborative agents before and after the collaboration is represented as Equation (T4).

(b/_H-l _ Bk)Q _ (bk _ Bk)Q

a; EAS
=((b7 =B )1+ n§B))? — (bF — 0")* = [(1 + Bnf)* — 1)(bf — 0")”
Due to 0 < nf < n, thus the “< 0”in Equation and the “> 0”in Equation hold. Therefore,
when any agent collaborates with the conflicting agents, the opinion of i-th agent converge to the
average opinion gradually, thus the multi-agent system (MAS) can reach the consensus. However,

the belief of ¢-th agent can not converge to the average belief, thus MAS can not reach a stable
consensus. O

Theorem 3.3. Let {x¥}"_, and {b¥}"_, represent the opinions and beliefs of a MAS with n agents

at the k-th step. Within each opinion group, the i-th agent follows n! leaders, and the collaboration
between followers and their respective leaders satisfies the following properties:

1. When each agent in an opinion group collaborates with its leaders, the MAS tends to reach the
stable consensus, converging to the average state of the leaders.

2. When the leaders’ average belief is higher than other agents’ beliefs, the leaders with higher
beliefs can expedite the convergence to the stable consensus.

Proof. Firstly, when the -th agent collaborates with the leaders in one opinion group, since different
opinions within the same opinion group share similar topics, they support each other, its transmission
of opinion/belief and the average opinion/belief of the collaborative agents at k-th step are represented
as Equation (T3)/(16) which are similar to Equation (7)/(8).

1
P = (1 - nja)zl + Z azh, 7 = o Z 7. (15)
ajeAl ! a,jEAI’
L1
b = (L-niBE+ Y BbE, B = 3ok (16)
ajeAl ‘ ajEA!

For each i € [1,n] If the i-th agent is a follower, the increment in the distance between i-th agent’s
opinion and the average opinion of the leaders at (k + 1)-th and k-th steps are shown as Equation (17).

1 L 1
N =D O BEtas B S St

ajEAl ajEAl
1 k l k k 1 k k
T D I (SRS F R s I K S
ajGAl a]’GAl a]‘GAl
1 k k l k k 1 k k
:”ﬁ Z xi —xp +nor; — Z aacj||—\|ﬁ Z zi — a7l (17)
ajeAl (leAl ajeAl
f||——oz Z:cfn:r |—||— fonx
a; €Al a; €Al
1 1 &
(12 —ol = =) Y ¥~ nlaf] <0,
ajEAl
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The increment in the distance between ¢-th agent’s belief and the average belief of the leaders at
(k + 1)-th and k-th steps are shown as Equation (T8).

1 X 1
N - B B S B

ajEAL ajeAl
1
—||* Db (=Bl + Y B =l Do byl
ajeAl ajeAl ajeAl
1 k_ 3k o lpik k L k_ 3k
=||ﬁ PORGE ALY LA el PR (18)
ajeAl aj €A ajeAl
—|| B bl - nbk|—\|— > ok =l
a; €Al a; €Al
1 1 k_ Uk
(7~ 81— )l 3 o~ nloh] <.
a;€A!
Similarly, if the i-th agent is a leader, AM™ = (|2~ — o — 25)[| > x;“ — (nt = 1)aF|,
aJGAl
A = (| = Bl = )| X b= (0= 1B Dueto 0 < a < £ < 2 < 2. the value

a; €Al
of AF+1 and Af“ are not larger than 0 consistently, in which A¥*! = 0 and A’;H = 0 indicate the
opinion and belief of leader or follower converge to the average opinion and belief of all leaders.

Secondly, given the condition that the belief b¥ is globally continuous on all tokens of generated
opinions z¥ [52], we can conclude that if b¥ does not converge, then ¥ can not converge either.
Therefore the convergence rate of b¥ determines the consensus rate of multi-agent system (MAS).

The convergence rate is represented by |A’lf+1 |, which indicates the absolute value of increment in
the distance between the i-th agent’s belief and leaders’ average belief from step k to k + 1. The

comparison of the convergence rate between | A} | with higher belief b¥ and |A}*™!|" with lower
belief (b?)’ is shown in Equation (19).

O D S R L B I S R | NS

a; €Al a;€(AL)

where w# = (|-, — 8| — 1) when i-th agent is a follower, and w? = (|-~ — 8| — —*<) when
i-th agent is a leader. Due to the average belief of leaders is higher than other agents’ beliefs, it can
derive that the condition of “> 0” holds, thus the convergence rate is higher when collaborating with
leaders who consistently maintain higher beliefs. O

C Experimental Details

C.1 Baseline Details

* CoT [20] is a single-agent reasoning method, which conducts reasoning step-by-step.

* Reflection [21]] is a single-agent reasoning method, which reflects on their errors and apply
self-directed strategies to strengthen the solutions.

* CoT-SC [22] is a single-agent reasoning method, which samples multiple reasoning paths and
select the majority result.

* EoT [23] is a collaboration method, in which each agent can receive opinion from its predecessor
and send its own opinion to the next agent.

* GroupDebate [24] is a collaboration method, which conducts internal discussions first and then
summarizes the results as the input for all agents in the next step.

* MAD [18] is a collaboration method, which enhances solutions through multi-agent debate to
refine the answer.

* PARSE [235] is a collaboration method, which conducts multi-agent collaboration with sparse
collaboration structure.
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* CMD [26] is a collaboration method, in which agents within the same group receive solutions with
explanations, while those in different groups receive solutions without explanations.

* DyLAN [3] is a collaboration method, which selects agents based on their contributions to problem-
solving.

C.2 Benchmark Datasets Details

* MATH [8] is a mathematical reasoning benchmark that contains 5,000 cases covered 7 types of
problems, including algebra, counting and probability, geometry, intermediate algebra, number
theory, prealgebra and precalcus. MATH dataset is released under MIT License, which can be
found in https://huggingface.co/datasets/HuggingFaceTB/MATH.

* MMLU [9] is an integrated reasoning benchmark that contains 57 subjects covered by the 4 main
types of problems, including STEM, social sciences, humanities and other. MMLU dataset is
released under MIT License, which can be found in https://people.cecs.berkeley.edu/~hendrycks/
data.tar.

The results of full data in Figure Eke) are sourced from [53] and https://crfm.stanford.edu/helm/mmlu/
latest/, respectively. All datasets are from public sources, ethically reviewed by publishers, and the
cases have undergone anonymization to safeguard sensitive information.

C.3 Model Details

In the experiments, we use the large language models (LLMs) with different parameter sizes as
backbone models of agents, the details of the models are listed as follows:

* Qwen2.5-7B-Instruct [53] is released under Apache license 2.0, which can be found in https:
//huggingface.co/Qwen/Qwen2.5-7B-Instruct.

* Qwen2.5-14B-Instruct 53] is released under Apache license 2.0, which can be found in https:
//huggingface.co/Qwen/Qwen2.5- 14B-Instruct.

* Qwen2.5-32B-Instruct [53] is released under Apache license 2.0, which can be found in https:
/lhuggingface.co/Qwen/Qwen2.5-32B-Instruct.

* DeepSeek-R1-Distill-Qwen-32B [54] is released under MIT License, which can be found in
https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Qwen-32B.

C.4 Implementation Details

Experimental Setting To ensure the opinion diversity within MAS, we set the femperature as 0.7.
The number of leaders n! is set as 2 and to ensure that at least one opinion group contains more
than n! agents, and to allow for the potential coexistence of supportive and conflicting relationships
among opinion groups, thus we set the number of opinion group clustering for KMeans [55]] in BCCS
as 3. The TF-IDF vectors capture the keyword distributions to represent the topics [56l], enabling
KMeans clustering based to topical similarity. When an opinion group’s size is at most n!, each agent
updates their opinion based on all group members’ opinions. The answer probability is calculated by
multiplying the token probabilities of the final answer sentence. The prompts are listed in Table [T3]

Computer Resources All experiments are conducted with Nvidia A800 GPUs with 80GB memory.
Specifically, for experiments based on 7B and 14B models, the experiments need one A800 GPU, and
the experiments based on 32B models, the experiments need two A800 GPUs. The average execution
time is about 1 minute per MMLU case and 3 minutes per MATH case.

D Supplementary Experiments

D.1 Additional Scenarios of NLP Tasks

We evaluate on two additional NLP benchmark datasets with two reasoning scenarios, including
FOLIO [57] of logical reasoning and CommonsenseQA [58]] of commonsense reasoning. We compare
our proposed BCCS with three best performed baselines in Table [I]and Table 2]and we randomly
select 62 cases from FOLIO and 92 cases from CommonsenseQA for comparison, the results are
listed in Table[5] which demonstrate that our proposed BCCS performs better than the baselines on
the two scenarios.
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Table 5: Main results on the FOLIO and CommonsenseQA datasets.

Dataset CMD MAD PARSE BCCS
FOLIO 79.03 80.65 77.42 82.26
CommonsenseQA 79.35 78.26 80.43 82.61

D.2 Analysis of Hyperparameters

In this section, we analyze the performance of the BCCS under different hyperparameters settings.
Specifically, we analyze the impact of three hyperparameters, including agent number n, maximum
rounds, leader number n!, and randomly select 500 cases from MATH and MMLU for analysis.

MATH MMLU
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Agent Number n Agent Number n
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Figure 5: The performance of BCCS with different agent numbers n.

Effect of Agent Number We evaluate the performance of BCCS with agent numbers ranging in
{3,5,7,9}. The results are shown in Figure [5| as the agent number n increases, the accuracy of
BCCS improves. The performance gap between n = 7 and n = 9 is not significant. The results show
that using seven agents (n = 7) achieves an optimal balance between performance and efficiency in
BCCS’s execution as the execution efficiency declines with the number of agents increases.
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Figure 6: The performance of BCCS with different maximum rounds.

Effect of Maximum Rounds We evaluate the performance of BCCS with maximum rounds ranging
in {2, 3,4}. The results are shown in Figure [6] as the number of maximum rounds increases, the
accuracy of BCCS improves. The performance of BCCS between 3 and 4 rounds is not significant.
The results indicate that a maximum of 3 rounds achieves the optimal balance between performance
and efficiency in BCCS’s execution, as the execution efficiency declines with the rounds increase.

Effect of Leader Number We evaluate the performance of BCCS with the number of leaders
n' ranging in {1, 2,3}. The results are shown in Figure 7} as the number of leaders increases, the
accuracy of BCCS increases first and then descends, which increments are not significant. The reason
may be that two leaders can balance individual errors and excessive divergence, ensuring the system
converges correctly.
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Figure 7: The performance of BCCS with different leader numbers n'.

Besides, we also analyze the impact of three hyperparameters which optimal values are derived
mathematically in Section 4] including the thresholds for full consensus, partial consensus and
conflicting score, and randomly select 140 cases from MATH and 114 cases from MMLU for
analysis.
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Figure 8: The performance of BCCS with different thresholds for full consensus.

Effect of Threshold for Full Consensus To demonstrate the sensitivity of the threshold for full
consensus, we compare the performance of different values for the thresholds of full consensus
ranging in {0.7,0.8,0.9}, as shown in Figure The results show that the mathematically derived
values of the threshold for full consensus as shown in Section are optimal consistently.
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Figure 9: The performance of BCCS with different thresholds for partial consensus.

Effect of Threshold for Partial Consensus To demonstrate the sensitivity of the threshold for
partial consensus, we compare the performance of different values for the thresholds of partial
consensus ranging in {0.4, 0.5,0.6}, as shown in Figure @ The results show that the mathematically
derived values of the threshold for partial consensus as shown in Section |4.1|are optimal consistently.
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Figure 10: The performance of BCCS with different thresholds for conflicting score.

Effect of Threshold for Conflicting Score v,, To demonstrate the sensitivity of the threshold
for conflicting score 4, we compare the performance of different values for the thresholds of
conflicting score 1, ranging in {1, 2, 3}, as shown in Figure The results show that the mathemat-
ically derived values of the threshold for conflicting score 1,4 as shown in Section [4.2|are optimal
consistently.

D.3 Analysis of Different Model Sizes
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Figure 11: The comparison between BCCS and the strongest baselines on MATH and MMLU
datasets with model sizes of 7B, 14B and 32B.

In this section, we compare the performance of the BCCS with the state-of-the-art baselines based
on different model sizes, including 7B, 14B and 32B on MATH and MMLU, using 100 randomly
sampled cases for each dataset. Specifically, we use Qwen2.5-7B-Instruct, Qwen2.5-14B-Instruct
and Qwen2.5-32B-Instruct as backbone models of BCCS and CMD on MATH, Qwen2.5-7B-Instruct,
Qwen2.5-14B-Instruct and DeepSeek-R1-Distill-Qwen-32B as backbone models of BCCS and
PARSE on MMLU.

For all sizes of models, BCCS outperforms the state-of-the-are baselines consistently, which demon-
strate the generalization capability of BCCS across models of varying sizes. For the smaller backbone
model with 7B parameters, BCCS delivers significant improvements, demonstrating its ability to
maintain strong performance with fewer computational requirements.

D.4 Analysis of Computational Scalability

To better understand the computational scalability, we randomly select 500 cases from MATH
and MMLU for analysis and separately count the average number of tokens per case (denoted by
“#Token”) as an estimate of computational cost for both our proposed BCCS and the SOTA baseline
on each dataset of MATH and MMLU, as shown in Table[6] The results demonstrate that BCCS
achieves better performance with lower computational cost. Besides, although the conflict score
calculation requires additional time, it is a lightweight operation that does not require GPU resources,
thus the computation time is practically negligible.
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Table 6: Anslysis results of computational scalability on the MATH and MMLU datasets.

MATH BCCS CMD
#Token 6554 9224
MMLU BCCS PARSE
#Token 2981 6349

D.5 Analysis of Performance in Adversarial Scenarios

Table 7: The performance in the adversarial scenarios on the MATH and MMLU datasets.

MATH BCCS AdvNoise CMD
Accuracy 80.00 79.29 78.57
MMLU BCCS AdvNoise PARSE
Accuracy 78.07 76.32 70.18

To simulate adversarial and noisy scenarios, we conduct an analysis experiment by misreporting
beliefs. Specifically, we introduce adversarial conditions of misreporting beliefs by perturbing the
belief of one randomly selected agent in each round (denoted as “AdvNoise”), either by increasing
lower beliefs or decreasing higher beliefs. In experiments, we randomly select 140 cases from MATH
and 114 cases from MMLU for analysis. The results are shown in Table[/] which demonstrate that
misreporting beliefs can lead to some performance degradation, yet the overall performance remains
higher than the SOTA baseline on each dataset. This is because the remaining correct beliefs are still
capable of calibrating the inaccurate or misreported answers, demonstrating the robustness of our
proposed BCCS in adversarial scenarios involving noisy agents.

D.6 Analysis of Performance with Heterogeneous Backbones

Table 8: The performance with heterogeneous backbones on the MATH and MMLU datasets.

MATH BCCS CMD
Accuracy 77.86 73.57
MMLU BCCS PARSE
Accuracy 72.81 68.42

To demonstrate the effectiveness of our approach with heterogeneous backbones, we utilize Qwen2.5-
7B-Instruct, Phi-3-mini-4k-Instruct (3.8B), and Llama-3.2-1B-Instruct as backbones. In experiments,
we randomly select 140 cases from MATH and 114 cases from MMLU for analysis. The results are
presented in Table [8] which showcase that our proposed BCCS outperforms the SOTA baseline on
each dataset when applied to heterogeneous backbones.

D.7 Case Study

Effect of Collaborator Assignment (CA) Table[9]shows a case study demonstrating the effec-
tiveness of collaborator assignment (CA) module in the BCCS. In this case, BCCS convergences
to consensus with correct answer, while the strongest baseline PARSE converges to the suboptimal
consensus with incorrect answer. For both BCCS and PARSE in Round 1, Agent 1 and Agent 2
generate a correct and an incorrect answer respectively.
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For BCCS in the Round 2, Agent 1 collaborates with its conflicting collaborator, Agent 2, and updates
its answer to the correct one. Agent 2 receives its own correct opinion, which is self-supporting, and
maintains the correct answer.

For PARSE in Round 2, both Agent 1 and Agent 2 receive all opinions from Round 1. Agent 1 adopts
the stubborn strategy [[14] to remain its own incorrect answer and Agent 2 adopts the suggestible
strategy [14] to follow the Agent 1 to update its answer to the incorrect one, thus PARSE converges
to suboptimal consensus with incorrect answer.

Effect of Leader Selection (LLS) Table |10 shows a case study demonstrating the effectiveness
of leader selection (LS) module in the BCCS. In this case, BCCS convergences to consensus with
correct answer, while the baseline MAS converges to the suboptimal consensus with incorrect answer.
For both BCCS and MAD in Round 1, Agent 1 and Agent 2 generate a correct and an incorrect
answer respectively.

For BCCS in the Round 2, Agent 1 follow the leader Agent 2 to update its answer to the correct one.
Agent 2 is selected as the leader, and it remains its own correct answer.

For MAD in the Round 2, both Agent 1 and Agent 2 receive all opinions from round 1. Agent 1 adopts
the stubborn strategy [[14] to remain its own incorrect answer and Agent 2 adopts the suggestible
strategy [L14] to follow the Agent 1 to update its answer to the incorrect one, thus MAD converges to
suboptimal consensus with incorrect answer.

Effect of Belief-Calibrated Consensus Judgment (BCCJ) Table[TT|shows a case study demon-
strating the effectiveness of belief-calibrated consensus judgment (BCCJ) module in the BCCS. In
this case, “-BCCJ” indicates replacing the BCCJ with Byzantine consensus judgment method. BCCS
convergences to consensus with correct answer, while the baseline “~-BCCJ” outputs the incorrect
answer. For both BCCS and “~-BCCJ” in Round 1, the major results (the most frequent voting results
in Table are incorrect. “-BCCJ” judges that p} = 0.86 > %, thus terminating the collaboration
and outputs the incorrect answer.

BCCS in Round 1 judges that p} = 0.57 < % and p; = 0.13 < 0.5, thus it reaches the state of
no consensus. In the Round 2, BCCS selects the leaders for collaboration and updates the major
2

result to the correct one. Both p? and p% improve from Round 1, reaching p? = 0.86 > % and

pi = 0.97 > 0.8 from Round 1, which indicates the system reaches full consensus, yielding correct
answer.

Error Analysis We demonstrate the error cases of BCCS in Table [I2]and Table[I3] In Table[I2]
Leader 1 and Follower generate a correct answer and Leader 2 generates an incorrect answer in
Round 1. In Round 2, Follower receives the opinions from Leader 1 and Leader 2 in Round 1, the
disagreement between the two leaders leads the follower to modify its own original opinion to align
with the two leaders’ opinions, thus ultimately shifting from the correct answer in Round 1 to the
incorrect answer in Round 2. The case in Table [13| demonstrates that BCCS is able to correctly
identify the incorrect result produced by the agent as unreliable and appropriately selects a conflicting
agent as the collaborator. However, due to limitations in model performance, all agents fail to generate
the correct answer, thus the agent can not update a correct answer in the next round.
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Table 9: Case study of collaborator assignment (CA), (v) indicates correct answer and (X) indicates
incorrect answer.

Question: The encomienda system was used during the colonization of the Americas to regulate
the indigenous people, was not ended by which of the following?: A) The protests of the Catholic
missionaries against abuses of forced labor, B) The lack of new land to assign to well-connected
Spaniards and conquistadores, C) The Spanish royal crown’s desire to control the estates more
directly, D) An increase in the number of mestizos, who by law were forbidden from working on the
encomiendas.

Method Round Opinions Results

Agent 1: No evidence of an increase in the number of mestizos or

any specific laws forbidding them from working on encomiendas. The D (X)
answer is D.

Agent 2: There was still land available for assignment, as the en-
comienda system required land grants to manage indigenous popula- B (V)
tions. The answer is B.

BCCS

Agent 1: (Receive conflicting opinion from Agent 2 in round 1) There
was still land available for assignment, as the encomienda system
2 required land grants to manage indigenous populations. The answer is
B.
Agent 2: (Receive own supporting opinion from Agent 2 in round
1) There was still land available for assignment, as the encomienda
system required land grants to manage indigenous populations. The
answer is B.

B (/)

B (/)

Agent 1: It is more about the demographic changes and social dynamics

rather than a direct cause for the termination of the encomienda system. D (X)
The answer is D.

Agent 2: There was still land available to assign, at least in the short

term. Therefore, the lack of new land would not have been areasonto B (V)
end the system. The answer is B.

PARSE

Agent 1: (Receive opinions from Agent 1 and Agent 2 in round 1) The
most accurate answer is that the increase in the number of mestizos,

2 who by law were forbidden from working on the encomiendas. The D)
answer is D.
Agent 2: (Receive opinions from Agent 1 and Agent 2 in round 1)
The least likely reason is the increase in the number of mestizos, who D (X)

by law were forbidden from working on the encomiendas. The answer
is D.
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Table 10: Case study of leader selection (LS), (v') indicates correct answer and (X) indicates incorrect
answer.

Question: A scientist, using electrodes, is stimulating a group of neurons in the hypothalamus and
recording their membrane potential changes. She observes a sharp rise in membrane potential when
she first stimulates them, the the difference of 100mV. When she tries another stimulation immediately
after the first, there is no response. However, when she increase the amount of voltage she supplies
to the second shock, she observes a similar response to the first. What time period of stimulation
would the second shock be characterized in regards to membrane potential?: A) Depolarization, B)
Repolarization, C) Hyperpolarization, D) Resting potential.

Method Round Opinions Results

Agent 1: Given that the neuron responded to a stronger stimulus but

not to a normal one, it suggests that the membrane potential was still
1 moving towards the resting state but had not fully reached it. The

BCCS answer is B.

Agent 2: Given that the neuron showed a response only with increased

voltage, indicating it was not at the resting potential, but rather in a

state where it required more stimulus to reach the threshold for an  C (V)

action potential, the most appropriate term is hyperpolarization. The

answer is C.

B (X)

Agent 1: (Receive the opinion from the leader Agent 2 in the round 1)
Given the context and the need for the neuron to require more stimulus
2 to respond izati i C)
pond, the most accurate characterization of the second shock is
hyperpolarization. The answer is C.
Agent 2: (Agent 2 is selected as the leader) Given the observations
and the need for increased voltage to achieve a response, the correct
characterization of the membrane potential during the second shock is
hyperpolarization. The answer is C.

C)

Agent 1: The most likely explanation is that the neurons underwent
repolarization and then hyperpolarization after the initial depolarization. ~ B (X)
The answer is B.

Agent 2: The second shock would be characterized by the neuron being

in a state of hyperpolarization, which is a state where the membrane  C (V)
potential is more negative than the resting potential. The answer is C.

MAD

Agent 1: (Receive opinions from Agent 1 and Agent 2 in round 1) It
correctly identifies that the second shock occurs during the refractory

2 period, specifically during the phase of repolarization but still within B X
the refractory period where the cell is less responsive. The answer is B.
Agent 2: (Receive opinions from Agent 1 and Agent 2 in round
1) Increasing the voltage for the second stimulation allows a similar B (X)

response, suggesting the neuron has repolarized and is closer to its
resting potential but still in a refractory state. The answer is B.
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Table 11: Case study of belief-calibrated consensus judgment (BCCJ), (v') indicates correct answer
and (X) indicates incorrect answer, and 1 indicates the corresponding value increases compared to the

previous round.

Question: Question: What is the magnetic moment of 2°5T1? A) v(2°°TI) = 1.569 x 108 T~ !s~1,

I=1B)0.717 x 10726JT1,C) 0.827 x 1026J T~', D) 1.433 x 10726 J T~

Method Round Opinions Major Results
Agent 1: ... Our calculated value is 0.7845 x 108 J T, which
1 is closest to option B when considering the magnitude. The B (X)
BCCS answer is B. pl =0.57
Agent 2: ...The calculated magnetic moment is 0.827 x pi =0.13
1026 JT~1, which matches option C. The answer is C.
Agent 1: (Receive the opinion from the leader Agent 2 in
) the round 1) ... The calculated magnetic moment (0.827 x C ()
107267 T~1) matches Option C. The answer is C. p? =0.86 1
Agent 2: (Agent 2 is selected as the leader) ...Option C: pi =0971
(0.827 x 10726 J T~1) matches our calculated value. The an-
swer is C.
Agent 1: ... The correct value for the magnetic moment should
_BCCJ 1 be around (0.7845 x 10%J T~'), which is closest to option B. B (X)
The answer is B. pl =0.86

Agent 2: ... The closest option to (5.197 x 107263 T~1) is
(0.717 x 107263 T~1). The answer is B.

Table 12: Error case analysis of belief-calibrated consensus seeking (BCCS).

Question: Which of the following is a true statement about optical isomerism of complexes containing
achiral ligands?: A) Square planar complexes can display optical isomerism only if all four ligands
are identical, B) Tetrahedral complexes never display optical isomerism, C) Linear complexes can
display optical isomerism when both ligands are different, D) Octahedral complexes of monodentate
ligands can display optical isomerism only when they have at least three different ligands.

Round

Opinions

Results

Leader 1: Octahedral complexes can have optical isomerism through “enan-
tiomers” when they contain chiral centers. For an octahedral complex with
monodentate ligands, having at least three different ligands can create chiral

centers leading to optical isomerism. However, it is not a strict requirement

that there must be at least three different ligands for optical isomerism to oc-
cur. The answer is D.

Leader 2: Tetrahedral complexes can display optical isomerism if they contain
chiral centers . Answer is B.

Follower: (D) correctly states that three different ligands can lead to optical
isomerism. The answer is D.

D (/)

B (%)

D (/)

Follower: (Receive opinions from Leader 1 and Leader 2 in round
1) Let’s re-examine each option ...The (B) provided solution correctly
notes that tetrahedral complexes can display optical isomerism if they con-

tain chiral centers ...However, geometric isomerism (cis-trans isomerism)
can occur with just two different ligands . Therefore, (D) is not entirely accu-
rate. The answer is B.

B (%)
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Table 13: Error case caused by model performance limitations.

Question: A cannon is mounted on a truck that moves forward at a speed of 5 m/s. The operator
wants to launch a ball from a cannon so the ball goes as far as possible before hitting the level surface.
The muzzle velocity of the cannon is 50 m/s. At what angle from the horizontal should the operator
point the cannon? A) 5°, B) 41°, C) 45°, D) 49°.

Opinions Results
[Initial Opinion] Agent: ...the angle that maximizes the range is 45°. CX)
[Initial Opinion] Conflicting Agent: The optimal angle from the horizontal for the
cannon to achieve the maximum range, considering the truck’s speed, is approximately B (X)
41 degrees.
[Update Opinion] Agent: The provided solution acknowledges that the truck’s speed
adds more to the horizontal component at lower angles, leading to an optimal angle of B (X)
41 degrees.

E Notations

Table 14: Summary of the main notations.

Notation Description
Nease The number of cases.
n The total number of agents.
i, ] The subscripts for agent, opinion and belief.
A A indicates the agent set, which contains n agents.
aj; € A a; indicates j-th agent in A.
azf, bf The opinion and belief of agent a; in k-th step.
m The total number of opinion groups.
P, q The subscripts for opinion group.
G The opinion group set, which contains m opinions groups.
G,eG The k-th opinion group in G.
Gy The most uncertain opinion group in G = {G} ;L ;.
n? The number of agents in G,.
a; € Gy Agent a; belongs to the opinion group G,
uk, vF The outcome increment of opinion and belief for i-th agent in k-th step.
a, B Step sizes for analyzing opinion and belief updating.
A? indicates the dominant consensus group, in which contain the largest number
A, A of same opinions in A. A€ indicates the conflict group, in which the opinions are

different from A*.

A¢ is a set of agents which contains the supportive opinions for agent a¥. A¢ is a

set of agents which contains the conflicting opinions for agent a¥.

» The conflict score between opinion group G, and G, which considers two

pq aspects of macro- and micro-conflict scores.

(Ul ¢y, indicates the macro-conflict score and %, indicates the micro-conflict score.

Eok py indicates the proportion of the dominant consensus group in A. pf indicates
Ps> Py the proportion of the beliefs of dominant consensus group in all beliefs of A.
U The subscripts of case index.
n; indicates the number of consensus agents in u-th case. n;, indicates the

A3, A¢

Ny, Ny, . . .

u iteration rounds in u-th case.
Ty T}, x,, and z, indicate the consensus results and the ground-truth of u-th case.
Oy, O4 Local consistency scores of opinion groups G, and G|,.
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F Prompts

Table 15: The prompts of BCCS

MATH

Prompts

System

CA

LS

Please reason step by step, and put your final answer within \boxed{ }.

These are the solutions to the problem from other agents: One supporting agent
solution:{ }, One conflicting agent solution:{ } Selecting and using the trustable
solutions from current collaboration as additional information, can you provide
your answer to the problem? {Question}

These are the solutions to the problem from other agents: One leader solution:{ }
Selecting and using the leading solutions from current collaboration as additional
information, can you provide your answer to the problem? {Question}

MMLU

Prompts

System

CA

LS

Please reason step by step, and answer the question.

Here is the question: {Question} These are the solutions to the problem from
other agents: One supporting agent solution { }, One conflicting agent solution { }
Judging which solutions are trustable and using the solutions from other agents
as additional advice, can you give an updated answer? Examine your solution
and that other agents step by step. Put your answer in the form (answer) at the
end of your response. (answer) represents choice (A), (B), (C), or (D).

Here is the question: {Question} These are the solutions to the problem from
other agents: One leader solution {} Judging which solutions can lead the trend
of thought and using the solutions from other agents as additional advice, can
you give an updated answer? Examine your solution and that other agents step by
step. Put your answer in the form (answer) at the end of your response. (answer)
represents choice (A), (B), (C), or (D).
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