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Abstract—Can we learn robot manipulation for everyday tasks,
only by watching videos of humans doing arbitrary tasks in
different unstructured settings? Unlike widely adopted strategies
of learning task-specific behaviors or direct imitation of a human
video, we develop a a framework for extracting agent-agnostic
action representations from human videos, and then map it to
the agent’s embodiment during deployment. Our framework is
based on predicting plausible human hand trajectories given an
initial image of a scene. After training this prediction model on
a diverse set of human videos from the internet, we deploy the
trained model zero-shot for physical robot manipulation tasks,
after appropriate transformations to the robot’s embodiment.
This simple strategy lets us solve coarse manipulation tasks like
opening and closing drawers, pushing, and tool use, without access
to any in-domain robot manipulation trajectories. Our real-world
deployment results establish a strong baseline for action prediction
information that can be acquired from diverse arbitrary videos of
human activities, and be useful for zero-shot robotic manipulation
in unseen scenes. 1

I. INTRODUCTION

We humans effortlessly perform a plethora of manipulation
tasks in our everyday lives, for example opening cabinets,
cutting vegetables, pouring coffee, turning knobs, etc. A
common goal in the rapidly growing area of (data-driven)
robot learning is to develop agents that can similarly perform
diverse tasks in unstructured settings. Deep reinforcement
learning based methods [1] provide a framework that allows
robots to continually improve at performing generic tasks
by optimizing a corresponding reward. However, the sample
(in)efficiency, the need for online interactions, and the difficulty
in designing rewards and environment resets typically narrows
their application to specific tasks in structured environments. An
alternate approach is to directly learn action policies from robot
demonstrations with experts [2], [3]. While demonstrations
across varied settings and tasks can in principle allow learning
the desired diverse behaviors, these are typically collected
either through tele-operation or kinesthetic teaching and are thus
difficult to scale. Moreover, both the online interactions and the
robot demonstrations used in these approaches apriori require
task definitions, and are restricted to lab settings with little
variation, thus being a far cry from the diverse data required
to train generalist robots effective in unknown unstructured
environments.

Is there an alternate source of data that can enable learning
for robot manipulation? In this work, we show that videos of
humans interacting with objects as they accomplish everyday
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Fig. 1. Overview of the proposed framework for zero-shot manipulation from
passive human videos. Our approach is based on hand trajectory prediction
given an image of a scene, from human videos on the web, and transforming
the predictions for zero-shot robot manipulation given an unseen scene.

tasks serve as a readily available source of such large-scale
data. Specifically, we show that modeling the observed motion
of the human hands across human-object interaction videos
allows zero-shot prediction of the actions a robot should take
to achieve goals in its environment. We develop a framework
where given an initial image, the model learns to predict the
sequence of motions of a human hand acting in the scene
in subsequent frames. In particular, the predictions involve
predicting a 6D pose of a point on the center of the palm
of the human hand, over a 2 second future horizon from the
initial image. Since there are several different plausible actions
possible in scene, we make the model stochastic, and train
it with diverse egocentric videos from existing datasets like
Epic-Kitchens [4]. Due to the scale and diversity of the human
videos, the prediction model allows us to perform zero-shot
action prediction in different physical environments with novel
objects. We call such human videos passive as they haven’t been
actively collected for the purpose of robot learning with any
task-level segregation, and our framework zero-shot because
there are no in-lab demonstrations or fine-tuning. Fig. 1 shows
an overview of our framework for zero-Shot robot manipulation
from passive Human videos

We develop two versions of the framework: un-conditioned,
and goal-conditioned. The un-conditioned model predicts
plausible trajectories given a scene, and corresponds to realizing
the different affordances of objects in a scene that can be helpful
for downstream exploration. The goal-conditioned model is
further prompted with a goal image to predict trajectories that
reach the specified goal, and is helpful in achieving targeted



behavior. To manipulate a robot with the predictions, we
transform them to the end-effector space of the robot, and use
a simple IK controller to execute the motion of the trajectory.
We show that this simple approach works reliably well with
around 40-60% success rate for unconditionally manipulating
objects like toasters, drawers, bowls etc. (see Fig. 7) and with
around 30-40% success rate for goal-conditioned manipulation.
Finally, we note that incorporating some kind of fine-tuning
with environment-specific data would definitely lead to better
performance, for fine-grained manipulation tasks, but our
current framework is a surprisingly strong baseline of what
can be done zero-shot from robot-agnostic human data.

II. APPROACH

Motivated by the intuitive understanding humans have about
how a scene can be manipulated in interesting ways, we
develop a computational framework that can endow robots
with similar manipulation skills, by only observing videos
of humans interacting with objects in diverse unstructured
settings. Specifically, given an initial image of a scene o1 from
a single viewpoint, we learn a model p(a1:T |o1) that predicts
future actions a1:T taken by humans while interacting in the
scene. We focus on table-top manipulation setting where a1:T
corresponds to plausible 6D poses of a right human hand. In
order to make the framework generally applicable for a robot
arm with a simple end-effector like a two-finger gripper, we do
not model the hand articulation (i.e. how each joint is oriented
with respect to the wrist), and focus on predicting only the
position and orientation of the palm of the hand. After training
this prediction model across diverse internet videos, we apply
it to an in-lab setting with no additional fine-tuning on lab data,
for manipulating objects like drawers, cabinets, and doors on
a table top setting with a fixed camera.

A. Learning to Predict Future Hand Trajectories

Given an image of a scene, there could be several plausible
trajectories that modify objects in the scene. To capture this
multi-modality, we develop a stochastic model for p(a1:T |o1)
such that different samples from the model yield different
trajectories. Instead of predicting absolute hand poses at each
time-step ht, we predict delta actions at = ht ⊖ ht−1, where
⊖ is an appropriate “difference operator.” This minimizes error
in predictions by reducing the absolute magnitude of model
predictions. In addition, to enforce temporal correlation, the
model is auto-regressive such that it takes in previous actions
within a trajectory as input while predicting the next action.
In the next sub-sections, we describe the prediction model
architecture, and the pre-processing of data for training the
model.

1) Model Architecture: The hand prediction model is an Im-
age Transformer [5], [6], with an Encoder-Decoder architecture,
and a final C-VAE hand trajectory prediction head conditioned
on the decoder feature outputs. We show an overview of the
architecture in Fig. 4. Similar to prior works [7], [8], we first
extract features offline from the initial image o1, and denote it
as f1. The feature f1 is encoded by the transformer encoder E

into a latent code ze1. The transformer decoder D conditions
on the latent code ze1 and the previous actions a1:t−1 to output
the feature for action prediction at time-step t, zdt .

During training, a CVAE takes as input the action at and
conditional context zdt , and outputs reconstruction ât. During
inference, we simply sample from the prior of this CVAE,
concatenated with the predicted context zdt , and obtain the
sampled delta action ât. After obtaining the delta actions we
can recover the predicted actions as ât = ˆat−1 ⊕ ât ∀t > 1,
where ⊕ is an appropriate “addition operator.” For the goal-
conditioned model, the Transformer encoder also takes in a goal
image embedding fg with appropriate positional embedding,
and outputs zeg . We mention specific details of the models in
the Appendix.
Transformer. The transformer encoder and decoder consist
of several stacked blocks of operations that involve attention
and MLP with LayerNorm. The decoder blocks have cross-
attention with the query and value tokens being the encoded
code ze1. Whereas, in the encoder the attention blocks are all
self-attention.
CVAE. The CVAE prediction head at each time-step consists
of an encoder ecvae(·) and a decoder dcvae(·) neural networks.
Conditioned on the predicted feature from the transformer
decoder zdt , and the current delta action at as input, the
CVAE encoder outputs the mean µt and S.D. σt of a
Gaussian distribution. The CVAE decoder samples from this
Gaussian and outputs a predicted delta action ât. Formally,
µt, σt = ecvae(at; z

d
t ) z ∼ N (µt, σt) ât = dcvae(z)

Training loss. The overall training loss is defined in terms
of the output of the CVAE per-timestep aggregated over all
time-steps T in the prediction horizon.

L =

T∑
t=2

[
||at − ât||2 −DKL (N (µt, σt)||N (0, 1))

]
This overall loss is backpropagated through the entire prediction
model that involves both the Transformer and the CVAE
(through re-parameterization), and there is no intermediate
supervision for any of the stages. This makes the approach
generally applicable to in-the-wild human videos and reduces
pre-processing overhead for training data, as described in the
next section. In addition, the learned model is task-agnostic
since there is no task-specific distinction in the human video
clips, and given unseen scenes, it allows performing plausible
tasks zero-shot.

2) Training Data Generation: We consider 2 second clips
of egocentric videos from Epic-Kitchens that involve people
doing everyday household activities, especially in the kitchen,
like cooking food, opening cabinets, moving objects from one
location to another etc. For the goal-conditioned model, the
last image of the clip corresponds to the goal that is input to
the model. To obtain ground-truth poses of the hand in the
frames within prediction window, we run hand-tracking with
an off-the-shelf FrankMocap model [9]. FrankMocap outputs
a weak-perspective camera (tx, ty, s) and (x, y, z) locations
of all the hand joints, and orientation of the hand (α, β, γ)



relative to a canonical hand. We only consider the center of the
palm, and record its 6D pose relative to the predicted camera
in the beginning of the 2 second window. In summary, the
training data consists of pairs {(o1, h1:T )} where o1 is the first
image of a video clip and ht = (xt, yt, st, tx, ty, α, β, γ) is the
hand pose and camera parameters at future time t.

B. Mapping Trajectories to the Robot’s Frame

After training the overall hand pose prediction model,
pψ(a1:T |o1) with diverse internet videos, we deploy it directly
for robot manipulation tasks in the lab. The robot sees an
image of the scene through a fixed camera, and optionally
receives a goal-image which is input to the prediction model.
In order to use the actions predicted by the model a1:T for
moving the robot, we need to transform them to the world
coordinate frame of the robot, and considering each action at
as an end-effector target pose, use a low-level controller for
executing the respective motions.

The camera in the scene is calibrated, so the intrinsic
matrix I and the extrinsic matrix [R, T ] are known. The world
coordinates are located at the base of the robot (robot base is
at same height as the table top) and the height of the table
top from the camera is known and approximately constant.
Given scene from the camera o1, the model predicts delta
actions a1:T which we convert to absolute actions (described
in section II-A1), and transform the actions from the camera
frame to the world frame of the robot through inverse projection
transformation. The prediction horizon is T = 7 for our
experiments. After obtaining the world coordinates of the
action sequence {(Xt, Yt, Zt, αt, βt, γt)}Tt=1, we use an IK
controller to execute the corresponding motion for bringing the
end-effector to the desired position and orientation and each
time-step. We describe additional details in the Appendix.

III. EXPERIMENT DESIGN

Through experiments, we aim to understand the following
research questions:

• In unknown tasks, how good is our unconditional model
in generating diverse but plausible task outcomes?

• In known tasks, how good is our goal-conditional model
and action mapping to solve tasks?

Qualitatively, we visualize the diversity and plausibility of
trajectories executed for different scenes with the unconditioned
model. For quantitative evaluations, we compare success rates
of the both the unconditioned model predictions when the robot
is placed in different scenes, and the goal-conditioned model
when prompted in addition with a desired goal configuration of
objects. We compare against a 3D scene flow [10], [11] baseline
that uses RAFT3D [11] for predicting scene flow field between
the initial and goal images, and uses the dominant flow direction
to guide the motion of the robot. To test the importance of
training across diverse data, we compare against a version of
our method that is trained on only 30% of the total training data.
We mention additional details of the setup, objects, tools, and
comparisons for the experiments in the Appendix. Robot videos

corresponding to the different experiments are in the project
website https://sites.google.com/view/human-0shot-robot

Experimental setup: The workspace shown in Fig. 5 is a
white table with a camera in one of the corners, and the robot
base on it’s opposite edge. In Fig. 7, we show the different
objects we place in the scene for our experiments. Note that all
of the objects are unseen by definition because the egocentric
videos used for training our models are from existing datasets
on the web and do not involve any in-lab data.

Fig. 2. Figure showing final configurations corresponding to different executed
trajectories (trial ids 1,2,3) by the unconditional model in the scenes, showing
the diversity of plausible behaviors predicted by our model.

IV. RESULTS

In this section, we discuss results for the un-conditional, and
goal-conditional models followed by an analysis of failures. We
show both qualitative results for visualization, and quantitative
evaluations over several trials.

A. Un-conditional generation results

For the un-conditional generations, given a scene, the model
predicts a sequence of actions, which are executed by the robot.
We evaluate the model in terms of whether the trajectories
executed by the robot correspond to plausible interactions in
the scene that a human is likely to do. For example, a closed
door can be opened, and a bowl of fruits can be moved around
on the table i.e. given a scene, there is a distribution of plausible
object state changes. Fig. 2 shows visualizations of of predicted
trajectories executed by the robot in different initial scenes.

In Table I we analyze the unconditioned model generations
quantitatively, for different objects in the scene with definitions
of success criteria different for different objects. For a door,
drawer, and toaster, success is when the robot changes objects’
state - from open to close or vice versa. For the bowl, success
is when the bowl is moved from an initial position to a different
position without toppling. From the table we see that success
rates vary between 45% and 55% indicating that the model is
able to predict trajectories that perform plausible interactions
in a scene. Fig. 6, we perform a finer analysis of the model
predictions when a closed door is placed in the scene, and
observe that over 70% of the trials open the door to non-zero
angle, indicating plausible state change of the object.



TABLE I
QUANTITATIVE EVALUATION RESULTS FOR THE UNCONDITIONED MODEL,

WITH 20 TRIALS FOR EACH OBJECT. FOR EACH OBJECT, WE MEASURE
SUCCESS DIFFERENTLY. FOR A DOOR, DRAWER, AND TOASTER, SUCCESS IS

WHEN THE ROBOT OPENS THE RESPECTIVE OBJECT FROM A CLOSED
INITIAL POSITION, OR CLOSES THE RESPECTIVE OBJECT FROM AN OPEN

INITIAL POSITION. FOR THE BOWL, SUCCESS IS WHEN THE BOWL IS MOVED
FROM AN INITIAL POSITION TO A DIFFERENT POSITION WITHOUT TOPPLING.
FOR THE MOVING OF VEGGIES TASK, SUCCESS IS WHEN AT LEAST HALF

THE PIECES ON THE TABLE ARE MOVED.

Drawer Door Toaster Bowl Veggies Avg

H2R 50% 45% 50% 55% 50% 50%
H2R (less data) 10% 10% 15% 20% 15% 14%

B. Goal-conditioned generation results

In addition to executing plausible trajectories in a given scene,
we want to understand how effective is the goal-conditioned
model in generating trajectories that reach a specified goal
from an initial scene. Fig. 3 shows results for trajectories
corresponding to different goal images. In Table II we show
quantitative results for different types of goal images. For each
setting, we randomize the initial pose of the object, for example
for a ‘open door’ goal image, the initial position of the door is
either closed, or is half-open. We see that the goal-conditioned
model succeeds in predicting trajectories that succeed on an
average around 37% of the times, which is lower than that
of the unconditioned model because the task of reaching a
particular goal is more difficult than bringing unconditional
changes to a scene. We observe better performance compared
to the baselines trained on less data, and the scene flow
baseline. In Table III we do a finer analysis of our model
for a certain scene with stacked drawers and observe that when
conditioned on a goal, the goal-conditioned model reaches
the final configuration specified by the goal more number of
times than the unconditional model reaches the same. This
demonstrates that goal-conditioning actually leads to predicted
trajectories consistent with the specified goal.

TABLE II
QUANTITATIVE EVALUATION RESULTS FOR THE GOAL-CONDITIONED

MODEL, WITH 20 TRIALS FOR EACH GOAL CATEGORY. EACH COLUMN
DENOTES THE TYPE OF GOAL IMAGE SPECIFIED. IN THE DRAWER OBJECT,

WE AGGREGATE RESULTS FOR THE TOP AND BOTTOM DRAWERS IN THE
OPENING AND CLOSING TASKS, RESPECTIVELY.

Open
Drawer

Open
Door

Close
Drawer

Close
Door

Move
Bowl

Move
Veggies Avg

H2R 35% 30% 35% 40% 45% 35% 37%
H2R (less data) 10% 5% 10% 15% 15% 10% 11%
3D Scene Flow 15% 15% 5% 10% 15% 10% 12%

C. Analysis of failures

For the unconditioned model, we observe two primary failure
modes: when the robot fails to make contact with the object
in the initial time-step (about 40% of all failures) and when
it does make contact, but the resulting motion is not feasible
and the robot gets stuck (about 60% of all failures). The
second failure mode corresponds to a predicted trajectory that

Fig. 3. Figure showing different goal-conditioned robot evaluations for goals
corresponding to the one shown on the left. Each row corresponds to a sub-
sampled trajectory, respectively showing top and bottom drawers being opened,
door being opened and closed, and veggies being moved on a table.

doesn’t align with the affordances of the respective object, for
example trying to pull a door outwards, or pressing against the
side of a bowl resulting in the bowl toppling on the table. In
addition to the above failures, for the goal conditioned model
we observe a third failure mode, where the executed trajectory
is plausible (for example a closer drawer is opened) but doesn’t
correspond to the specified goal (for example the goal shows
the top drawer opened, whereas the executed trajectory opens
the bottom drawer). This corresponds to about 40% failures of
the model.

V. DISCUSSION AND CONCLUSION

In this paper we developed an approach for predicting
plausible action trajectories from passive human videos, for
zero-shot robot interaction given a scene with objects. After
learning a model to predict agent-agnostic action trajectories
from human videos on the web, we transformed the predictions
to the robot’s embodiment, and executed the motions zero-shot
in a robot workspace without fine-tuning on any in-lab data. For
everyday objects like drawers, toaster ovens, doors, and fruit
bowls we observed that the predicted trajectories performed
plausible interactions with a success rate of around 50%, for
example opening a drawer that is closed, and moving a bowl
on the table. We further developed a goal-conditioned version
of the model that conditions on an initial image of a scene, and
a goal image, trained again from egocentric human videos on
the internet where the goal image is a final image of a video
clip. When the goal-conditioned model is deployed in the robot
workspace, we observed around 40% success rate in reaching
a specified goal, for example a door fully open, from an initial
scene, for example a door half open. We believe our approach
for scene-conditioned action trajectory generation would help
understand the limits of extracting action representations from
passive human videos alone, such that they are useful for robot
manipulation zero-shot without any fine-tuning.
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APPENDIX

A. Related Works

We discuss prior works that attempt understanding of human
activities in videos through detection of hand-poses, semantic
tasks, visual feature extraction, and activity forecasting. We
follow this with a discussion of papers that learn robot
manipulation skills from videos of humans and robots
performing different activities.

Scaling Human-Object Interaction Understanding. Under-
standing human activities has recently received a lot of interest
with development of large-scale datasets [12]–[15] that involve
recording videos of humans doing cooking related activities
in their kitchen [4], [16], short clips involving manipulating
objects [12], and more diverse and long clips of activities both
inside and outside homes [15], [17].

Based on these large datasets of human videos, several
prior works have focused on understanding human-object
interactions [17], [18]. Specifically, prior work has investigated
object pose estimation [19]–[23], hand pose estimation [24]–
[32], full body pose estimation [9], and hand-object joint
pose estimation [18], [32]–[35]. These efforts have been aptly
complemented by datasets of 3D scans of real objects – like
YCB [36], and Google Obbject Scans [37] that humans typically
interact with. Another line of work has investigated learning
interaction hotspots [38]–[40] from videos, and predicting
plausible grasps [41], [42].

Building upon these developments, which focused primarily
on visual understanding, our work focuses on closing the
vision-robotics loop by using large passive datasets of human
videos. We learn plausible hand trajectories for interaction
with objects, and deploy them for real robot manipulation. In
the next sub-section we outline how our framework differs
from robot learning approaches that learn manipulation skills
from videos.

Robot Manipulation from Videos Recent developments
in robotics has extensively focused on using increasingly
unstructured data. Visual imitation learning approaches aim to
learn control policies from datasets of visual observations and
robot actions [3], [43], [44]. Behavior cloning [2], [45]–[48]
and inverse reinforcement learning [49]–[56] are two popular
approaches in this regime, but are difficult to scale to unseen
scenes as they require high quality in-domain expert robot
trajectories (typically) with a human controlling the robot. To
alleviate the need for collecting high quality robot data, some
approaches have used videos of humans doing things [57]–
[63] for learning control policies either through imitation of
reinforcement learning. However, for imitation, data needs to
be collected through special hardware interfaces by humans in
different scenes for visual imitation [62], [63] which is hard to
scale. For the RL based approaches, the frameworks require
simulation environments for online interactions with resets
and rewards to provide feedback during learning [59], [61].
Compared to these approaches, we do not require any specially

collected data, or simulators for learning, thereby generalizing
zero-shot to unknown tasks.

Other works have investigated learning robot motions
through a direct imitation of a corresponding human video
in the scene [64]–[76]. Some of these approaches [70], [73]
although do not require large-scale datasets, requre near-perfect
alignment in the poses of the robot and human arms. Recent
works [75] have alleviated the need for this perfect alignment,
through in-painting of humans from the scene to construct a
reward function, but they still require per-task online fine-
tuning through RL, which is expensive in the real-world.
DexMV [76] combines a vision and simulation pipeline to
effectively translate human videos to dextrous hand motions,
but requires several in-lab human videos for training and cannot
utilize existing human videos on the web.

Compared to these prior works, we extract agent-agnostic
representations in the form of hand-trajectories from human
videos on the internet. Instead of having a video stream
to mimic directly, we learn a scene-conditioned trajectory
prediction model that relies on a single image observation
as input and can be directly used for robot manipulation zero-
shot. This enables generalization of manipulation capabilities
to unseen scenes, without apriori notions of task specification.



Fig. 4. Architecture of the hand trajectory prediction model showing the
unconditioned trajectory prediction model given features of the initial scene.
On the right we show the process of inference from the model. Details are
mentioned in section II-A1

B. Additional Experiment Details

For the experiments, we consider five different everyday
objects shown in Fig. 7, with a total of ten different semantic
tasks possible with these objects. The possible tasks are moving
veggies on the chopping board, opening the door, closing the
door, opening the top drawer, closing the top drawer, opening
the bottom drawer, closing the bottom drawer, opening the
toaster oven, closing the toaster oven, and moving bowl of
fruits across table. The objects and tasks cover different types
of motions like sliding with a tool (chopping board), rotation
about vertical hinge (door), rotation about horizontal hinge
(toaster), and pushing (bowl of fruits). For the chopping board
task, we constrain the motion to be within the plane of the
table with vertical motion restricted to within 1 cm from the
table (so that the spatula doesn’t hit the table and fall off the
gripper). Results with these different possible behaviors aim
to show the generality of the proposed approach in generating
both unconditional (when task is not known apriori) and goal-
conditioned (when task is specified with goal image) behaviors.

We consider a single IntelRealsene camera in the scene, with
RGB image observation that is used as input to our prediction
model. For the goal-conditioned setting, the goal image is
obtained with the same camera. The camera is fixed and is
calibrated. The robot is a 7DOF Franka Emika Panda arm,
operated with an IK controller. The base of the Franka is fixed,
and its location is known. The End-Effector is a two-finger
adaptive Robotiq gripper.

For the baselines, we consider a scene flow [10], [11] baseline
that uses RAFT3D [11] for predicting scene flow field between
the initial and goal images, and uses the dominant flow direction
to guide the motion of the robot. This baseline uses depth image
(RGBD from the same camera) to compute scene flow and
so requires more information that our method. To test the
importance of training across diverse data, we compare against
a version of our method that is trained on only 30% of the total
training data, with everything else kept the same for training
and evaluation.

Fig. 5. Robot workspace showing the camera, an object in the scene, the
Franka arm, and it’s end-effector.

Fig. 6. Fine-grained analysis of the door opening task. Histogram shows
number of trials (out of 15) that open the door to a certain angle.

TABLE III
GIVEN A SCENE WITH BOTTOM DRAWER HALF OPEN, AND TOP DRAWER

CLOSED, WE EVALUATE 10 TRIALS OF THE UNCONDITIONED MODEL, AND
COUNT TRIALS (OUT OF 10) THAT REACH A CERTAIN FINAL

CONFIGURATIONS . WE COMPARE THIS TO THE GOAL-CONDITIONED
MODEL THAT GETS CONDITIONED ON A GOAL CORRESPONDING TO A FINAL

CONFIGURATION (10 TRIALS PER GOAL).

Final Config Reached./ Goal Top Open Bottom Open Bottom Close

UC (10 trials overall) 1/10 3/10 2/10

GC (10 trials each) 3/10 4/10 4/10



Fig. 7. Figure showing a few configurations of the objects we place in the scene for our experiments, with green arrows denoting plausible motions; from left
to right in the top row: a door with a vertical hinge, a bowl of fruits, a chopping board with veggies; in the bottom row: a toaster oven with horizontal hinge, a
stack of two drawers, and a vegetable strainer.


