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Abstract

Social commonsense reasoning naturally in-
volves both the verbal and non-verbal cues of
a social interaction. It is important for Large
Vision-Language Models (VLMs) to leverage
both textual and visual information in perform-
ing tasks like social understanding and reason-
ing. However, while current LLMs have shown
good social reasoning capabilities in textual
context, whether they can effectively incorpo-
rate visual information in social comprehension
remains under-explored. To narrow the gap, we
first construct and propose a benchmark: V-
SOCIAL, featuring well-aligned text and visual
content, tailored to assess visual social com-
monsense for multimodal foundation models.
Through experimenting with V-SOCIAL, we
find that even the most advanced VLM, GPT-
40, often falls short in social commonsense
reasoning. This highlights the critical need to
enhance the social grounding of VLMs. One
major obstacle for improving this is the lack
of high-quality data with good reasoning pro-
cess. To overcome this obstacle, we introduce
V-ALPHASOCIAL, a novel method that gen-
erates high-quality chain-of-thought reasoning
paths from unlabeled data. We design a visual
reasoning reward model to improve VLM, and
then iteratively refine both the VLM and the re-
ward model. Our extensive analysis showcases
how our method enhances social commonsense
reasoning, proposing an effective approach that
facilitates deeper exploration into field. !

1 Introduction

Recent advances in Large Language Models
(LLMs) have significantly enhanced their abil-
ity to understand social commonsense and mimic
humans in generating socially acceptable re-
sponse (Ku and Li, 2021; Sap et al., 2019). How-
ever, social interactions are inherently multi-
modal (Chaturvedi et al., 2019; Ekman and Oster,

'The dataset is released in https://github.com/
Rafa-zy/VALPHASOCIAL.
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1979), incorporating not only textual but also visual
cues such as gestures, facial expressions, and ac-
tions. Integrating these features from visual modal-
ities into social commonsense reasoning tasks is
crucial for understanding and improving models’
social commonsense reasoning holistically.

By incorporating visual encoder with LLM,
Vision-Language Models has demonstrated decent
performance on a wide range of tasks such as im-
age & video captioning and understanding (Wang
and Zhao, 2023; Lin et al., 2023). These models
show potential in processing nuanced and context-
rich social interactions. However, there is a lack of
comprehensive benchmarks specifically designed
to evaluate their abilities in visual social common-
sense reasoning. Current benchmarks are often con-
strained by high-quality and aligned multi-modal
data (Sap et al., 2019; Sabour et al., 2024). More-
over, they do not fully capture the nuanced context
and reasoning depth necessary for a comprehen-
sive understanding of social commonsense. (Wilf
et al., 2023; Zadeh et al., 2019). To narrow the
gap, we propose a comprehensive benchmark: V-
SOCIAL, covering six curated dimensions of social
commonsense reasoning. Our dataset consists of
data with well-aligned text and visual modality. To
simulate complex social situations, we collect long
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videos engaging multiple characters and propose
questions that require deep reasoning from inter-
actions between characters, which makes the task
more challenging. After evaluations of the state-
of-the-art VLMs on V-SOCIAL, we find that there
are many failure cases such as reasoning errors
and social understanding errors. These findings
highlight the critical need to extend the general
reasoning abilities of current VLMs to nuanced so-
cial commonsense reasoning tasks, which has been
illustrated in Figure 1.

Moreover, addressing this need presents two key
challenges: the lack of high-quality training data
with social reasoning processes, and reasoning
errors in complex social situations. As such, we
propose a novel framework: V-ALPHASOCIAL,
which leverages data with no reasoning path to
generate high-quality reasoning processes and aug-
ments existing data with “thought process” like
human beings. Our approach starts by using a
single in-context data sample, grounded in social
commonsense with a complete reasoning path, to
generate reasoning processes on unlabeled data. A
multi-modal discriminator is then trained to pro-
vide rewards for selecting optimal reasoning pro-
cesses. To enhance the diversity of the reasoning
process generated by VLMs, we explicitly augment
the context with visual information using surrogate
models such as BLIP and facial expression recogni-
tion (FER) models. This method not only enriches
the training process by ensuring high fidelity in the
generated reasoning across modalities.

We conduct comprehensive experiments on V-
SocCIAL and SociallQ2 (Wilf et al., 2023) to
demonstrate the effectiveness of the proposed V-
ALPHASOCIAL, achieving a performance gain of
14% compared to the baselines on V-SOCIAL. Ad-
ditionally, we find that incorporating visual infor-
mation significantly improves the performance of
social commonsense reasoning, underscoring the
importance of this task.

In summary, our contributions are threefold: (1)
We curate V-SOCIAL, a novel and high-quality
benchmark comprising aligned text, image, and
video data to comprehensively evaluate multi-
modal foundation models’ ability to conduct visual
social commonsense reasoning. (2) We introduce
V-ALPHASOCIAL, an innovative self-evolving ap-
proach to iteratively synthesize high-quality rea-
soning processes from unlabeled multimodal data,
boosting the performance of visual social common-

Table 2: Key statistics of V-SOCIAL dataset.

Statistic Number
Q&A Pairs 956
Average Number of Characters 2.46
Average Dialogue Length (Turns) 10.43
Total Videos 128
Average Video Duration (seconds) 90.73
Taxonomy 6
Emotion Understanding 334
Social Relationship Reasoning 190
Social Norm Understanding 201
Conflict Resolution 79
Persuasion and Influence 78
Sense of Humor 74
Task Complexity 2
Easy 703
Hard 253

sense reasoning for video language models. (3)
We conduct comprehensive experiments to demon-
strate the effectiveness of our method and provide
detailed analysis to cast insights into how visual
cues are vital to social commonsense reasoning
and how our method mitigates different types of
errors by generating high-quality reasoning pro-
cesses. Our work addresses previous research gaps
through these contributions and sets the stage for
future advancements in multi-modal understanding
in social contexts.

2 V-SOocCIAL

2.1 Taxonomy of Social Commonsense
Reasoning

Inspired by previous work on social science and
social intelligence for Al (Liu et al., 2023; Li et al.,
2024; Yang et al., 2024; Ziems et al., 2024), our
annotation taxonomy for V-SOCIAL is represented
by the following six dimensions: emotion under-
standing, social relationship reasoning, social norm
understanding, conflict resolution, persuasion and
influence, and sense of humor.

To describe the logical relationships and hier-
archy among the six dimensions of social com-
monsense in VLMs (also suitable for LLMs), we
categorize them into two broad functionalities: so-
cial commonsense understanding and social com-
monsense expression. These categories reflect the
capabilities of VLMs to understand and interpret
social cues and contexts firstly, and secondly, to



Table 1: Comparison Between Different Benchmarks

Task Coverage

Modality for Contexts

Characteristics of Data

Benchmark
Emotion Social Text Image Video Rich Context Complex Reasoning

EQBench (Paech, 2024) v X v X X X X
EmoBench (Sabour et al., 2024) X v v X X X X
VCR (Zellers et al., 2019) X v ve X v X v
SociallQA (Sap et al., 2019) X v X X X X X
SociallQ (Zadeh et al., 2019) X v v v v X X
SociallQ2 (Wilf et al., 2023) X v v v v X X
V-SOCIAL v 4 v v v v v

actively participate in social interactions by generat-
ing responses or actions. The following subsections
present a breakdown of these categories.

2.1.1 Social Commonsense Understanding

Understanding is the foundation of social common-
sense (Kihlstrom and Cantor, 2000). Without a
robust understanding of emotions, social relation-
ships, and norms, a VLM cannot effectively engage
in social interactions.

Emotion Understanding refers to the ability of
VLMs to recognize, interpret, and respond to hu-
man emotions expressed through text and visual in-
formation (Moore, 2006; Xenos et al., 2024). This
involves identifying explicit statements of emo-
tion and inferring underlying feelings from context,
tone, facial expressions, and choice of words.

Social Relationship Reasoning is the capacity
of VLMs to understand the dynamics and nuances
of different social relationships (e.g., familial, pro-
fessional, casual, communal, etc.) through the pro-
cess of communications between different parties
and how these relationships influence communica-
tion and expectations (Evans and Aceves, 2016).

Social Norm Understanding is the ability to
grasp and apply unwritten rules and behaviors that
are considered acceptable within a society or group
(Bicchieri, 2005). This includes understanding po-
liteness, formality levels, and cultural norms. More-
over, social norms are not rigid truths or simple
behavior mappings as they are fluid with the times
and environments (Ziems et al., 2023).

2.1.2 Social Commonsense Expression

Expression builds on the foundational understand-
ing. These skills allow VLMs to participate actively
and appropriately in social exchanges, applying
their understanding to enhance interactions.

Conflict Resolution is the skill of navigating dis-
agreements or conflicts in a way that seeks to find a
resolution that is acceptable to all parties involved
(Behfar et al., 2008). It involves understanding the
perspectives of each side, mediating the discussion,
and suggesting compromises.

Persuasion and Influence refers to the ability to
construct arguments or narratives that can change
someone’s beliefs, attitudes, or behaviors (Singer,
1989). This involves understanding the audience’s
values and leveraging rhetorical techniques effec-
tively. For example, understanding utterance-level
persuasion behaviors and predicting deduction out-
comes with multimodal input is still challenging
for current models (Lai et al., 2022).

Sense of Humour is the capability to understand,
generate, and appropriately use humor (Graham,
1995). This includes recognizing different types
of humor (e.g., sarcasm, wit, puns) and knowing
when humor is appropriate in social interactions.

2.2 Problem Formulation

With our taxonomy, we formalize the problem of
visual social commonsense reasoning as follows.
The input data tuple (v, ¢, q) consists of: v, repre-
senting video content that includes visual scenes
depicting multi-party interactions, diverse social
settings, and dynamic social exchanges; c, the tex-
tual context, which includes detailed speaker infor-
mation and transcripts extracted from audio data,
synchronized with the visual content to provide
a cohesive context; and ¢, a question designed to
probe the model’s capacity for reasoning about
social interactions and commonsense knowledge.
The objective for the models, parameterized by py,
is to first generate a reasoning process r, and then
derive an answer a based on the reasoning.



2.3 Dataset Construction

Traditional benchmarks on social commonsense
reasoning focus on the textual part (Sap et al.,
2019; Ziems et al., 2023). However, the real chal-
lenges faced by these models in practical social
applications are far more intricate, often involv-
ing multi-modal and complex questions, and nu-
anced social reasoning. To address these deficien-
cies, our dataset has been meticulously constructed
with the following advanced features: well-aligned
multi-modal input, richer contexts, deeper reason-
ing paths, and multi-party multi-turn interactions.
Each of these features is designed to enhance the
social intelligence of VLMs by better simulating
the complexities of human social interactions. We
compare V-SOCIAL and existing social common-
sense reasoning benchmarks in Table 1 and sum-
marize key statistics of V-SOCIAL in Table 2. For
task coverage, the “Emotion” refers to questions
directly asking about emotional expressions, which
SociallQ2 often mixes implicitly with questions.

Specifically, our consistent annotation process,
across videos, images, and texts, achieves the well-
aligned multi-modal input in formulating compli-
cated social contexts, by which models use to re-
spond appropriately. The features of V-SOCIAL
could be summarized as multi-model input, richer
context, deeper reasoning paths, and multi-
party, multi-turn interactions, which is further
explained in Appendix A. For annotation quality,
seven undergraduate annotators are recruited, and
each is assigned with about 30 videos. The raw
annotations are 1139 question-answer pairs. How-
ever, after careful filtering by the authors, which
are researchers at undergraduate or graduate level,
data points that lack enough speaker information or
clear transcripts, have ambiguous questions, or pair
with trivial candidate choices without the need for
visual information are filtered out. The final ver-
sion of V-SOCIAL consists of 956 question-answer
pairs, resulting in an 83.9% retention rate. More de-
tails of our dataset statistics and annotation process
are shown in Appendix B and C.

3 V-ALPHASOCIAL

3.1 Overview

Due to the scarcity of video-to-text data with high-
quality reasoning process, directly fine-tuning a
visual language model to address broad social com-
monsense reasoning is challenging. Consider hu-
man beings: we don’t explicitly train people on nu-

merous cases in diverse social scenarios to handle
issues. Instead, we enhance our social common-
sense through a self-evolutionary process. There-
fore, our V-ALPHASOCIAL employs a self-training
approach, composed of three major components:
self-training, tool-augmented context augmenta-
tion, and the multi-modal discriminator. The frame-
work is illustrated in Figure 2. In detail, we prompt
our video language model with tool-augmented
context augmentation to generate reasoning paths
on the ground truth data with question and final
answer, and then pick out the one that matches
the final answer and filtered by the multi-modal
discriminator.

3.2 Social Commonsense Enhanced
Self-Training

We propose a self-training pipeline on the video
language model for social commonsense reasoning.
We first utilize the in-context learning capabilities
of visual language models to generate data with the
reasoning format aligned with few-shot exemplars.

Given two types of common errors in existing
models: inconsistent reasoning, and unawareness
of common social norms (see Section 4.2) —we use
two methods to enhance and ground the reasoning
processes of V-ALPHASOCIAL in complex social
contexts: (1) First, we leverage chain-of-thought
prompting (CoT) (Wei et al., 2022), which is most
commonly used to boost the reasoning ability of
models. (2) Then, we borrow the idea from Consti-
tutional Al (Bai et al., 2022) and proposed a variant
of CoT: Social-of-Thought (SoT) by grounding the
reasoning process with our handcrafted principles
in social commonsense, as shown in Table 16.

Then, we train the basic policy model: VSocial-
Policy with the backbone of VideoLLaVA (Lin
etal., 2023) on the generated reasoning paths which
match the correct final answer, which can be done
in an iterative manner. In the generation process,
we also use tools to augment the context and train
a reward model to filter out high quality reasoning
paths, which will be introduced as follows.

3.3 Tool-based Context Augmentation

Just as LLMs struggle with low-level computa-
tional tasks (Schick et al., 2024), VLMSs often fail
to capture fine-grained visual cues, such as body
movements or facial expressions, which compro-
mises the quality of reasoning. Therefore, it is logi-
cal to employ surrogate models as tools (Shen et al.,
2024) to enhance contextual information, thereby
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Figure 2: The overall framework of our V-ALPHASOCIAL. Given a visual social commonsense problem, a video
and text are input into our VSocial-Policy model to generate reasoning process and then feed into the multimodal
discriminator to derive the reward. If the answer matches with the ground truth, we pick out the data samples that
have higher reward; otherwise we just drop the data sample.

improving the overall reasoning process. Addition-
ally, we find that policy models tend to produce
homogeneous data in practice, which can stifle the
diversity of generated content and limit the model’s
creative potential. To boost both the quality and
diversity of the reasoning process, we propose the
following surrogate models to augment video-text
pairs. (1) BLIP (Li et al., 2023): We utilize BLIP
to caption for each frame and then combine them
together as a whole context. (2) Facial Expression
Recognition Model: We leverage the off-the-shelf
facial expression recognition model (Zhang et al.,
2023) to extract the emotions from key characters
in the videos. We then concatenate the information
as prompts in the context for generating more high
quality reasoning process.

3.4 Multi-modal Discriminator

The correctness of the final answer serves as a
critical indicator of proper reasoning, as the paths
leading to incorrect answers often explicitly high-
light errors in the reasoning process. Addition-
ally, assessing the consistency and correctness of
a question-answer pair is generally more straight-
forward than generating an entire solution process
(Xu et al., 2022; Cobbe et al., 2021). Therefore, to
more effectively measure the quality of generated
reasoning paths, we train a multi-modal discrimi-
nator model, M p, to optimize a value function that
accurately judges the final answer. This approach
uses the final answer as a robust signal, essentially
representing it as the reward for the entire reason-

ing process. With the selected reasoning paths,
we retrain the VSocial Policy iteratively. Finally,
the complete algorithm is outlined in Algorithm 1.
The experimental details can be found in the Sec-
tion 4.1.

4 Experiments

For this part, we conduct extensive experiments
to answer the following questions: Q1: Does vi-
sual modality brings more information that can
help VLMs to perform better in social common-
sense reasoning (see Section 4.2) Q2: How does
different model perform on our benchmark (see
Section 4.2)? Q3: How about the effectiveness
of V-ALPHASOCIAL? Does our model generalize
well to our collected V-SOCIAL? (see Section 4.2)
Q4: What are the failure modes of the baseline
VLMs and how our method mitigates them? (see
Section 4.2)

4.1 Experimental Setup

We leverage the training data of SociallQ2 (Wilf
et al., 2023) with 6,159 Question-Answer pairs,
and then utilize VideoLLaVA (Lin et al., 2023)
as the original policy model to generate reason-
ing paths, and collect positive and negative sam-
ples according to the ground truth of final la-
bel. Then, we train our policy model on posi-
tive pseudo-labeled data, and train our discrimi-
nator model on both positive and negative sam-
ples. This can be done in an iterative way. We
report both the single-turn V-ALPHASOCIAL and



multi-turn results V-ALPHASOCIAL* in our main
table. Moreover, we evaluate other state-of-the-art
vision language models, including GPT-4 (Vision,
Omni) (OpenAl, 2023), GEMINI-1.5-Pro (Team,
2024), Qwen-VL-Max (Bai et al., 2023), Phi-3-
Vision (Abdin et al., 2024), GLM-4V (Wang et al.,
2023b), LLaVA-NEXT (Liu et al., 2024), on our
V-SoCIAL and SociallQ2. We also provide human
score by our annotator.

4.2 Evaluation on Visual language Models

In this section, we want to answer both Q1 and Q2,
including the performance of different models and
the effectiveness of our method. We test on both
SociallQ2 as well as our V-SOCIAL, which is more
out-of-distribution compared with the training data.
We have several observations: (1) Comparing two
benchmarks, we can see that zero-shot model per-
forms better on our benchmark, mainly because
our benchmark provided well-aligned transcript
information as important textual context, while So-
ciallQ?2 only relies on visual information. (2) We
can see that open-source models still fall behinds
close-source models. GPT4-O and GPT4-V rank
the top, coming with other close-sourced model
such as GEMINI-1.5-Pro and Claude3. Also, we
observe the decent performance of open-sourced
model like GLM-4V and LLaVA-NEXT. (3) Our
method: V-ALPHASOCIAL improves VideoLLaVA
by 14.4% on V-SOCIAL and 28.5% on SociallQ2,
showing that our method of generating reasoning
process is effective. Since our training data is
from SociallQ2, so finetuning VideoLLaVA on So-
ciallQ2 brings more performance gain. (4) Last
but not least, even the state-of-the-art model falls
behind human score, emphasizing the necessity of
improving VLMs in visual social commonsense
reasoning.

Multi Iteration Training We showcase the re-
sults of V-ALPHASOCIAL with multiple iterations
in Figure 3, and see that the performance of V-
ALPHASOCIAL can be improved as the iteration
increases on both datasets, and most of the gain
comes from the first and the second iteration.

Ablation Study We conduct ablation studies
to prove the effectiveness of each component in
V-ALPHASOCIAL. As seen in Table 4, by re-
moving each component: M p, Social-of-Thought

2V-ALPHASOCIAL* represents
ALPHASOCIAL with multiple iterations.

training V-

Table 3: Performance of different models on our col-
lected V-SOCIAL and SociallQ2.

Model #param  V-SOCIAL  SociallQ2
Closed-Source
GPT4-O - 82.1 72.8
GPT4-V - 78.5 70.5
GEMINI-1.5Pro - 71.7 65.1
Open-Source
Phi-3-Vision 4.2B 45.1 49.2
GLM-4V 9B 45.9 42.8
LLaVA-NEXT 7B 40.9 41.8
QwenVLMax - 68.0 66.2
GLM4V - 54.2 60.1
QwenVL-Plus - 63.7 65.5
Hunyuan-Vision - 59.6 56.3
VideoLLaVA 7B 37.8 39.7
V-ALPHASOCIAL 7B 50.6 68.2
V-ALPHASOCIAL* 7B 52.2 70.1
Human - 92.5 93.8
90
—e— Visual-Social
80 SociallQ2
70
60
50 e * *
40
1 2 3

Iteration

Figure 3: Multiple iterations of V-ALPHASOCIAL on
V-SOCIAL and SociallQ2.

(SoT) and tool-based context augmentation (Con-
textAug), the performance of our method will de-
crease, showing that each component matters in the
whole framework.

Table 4: Ablation Study of V-ALPHASOCIAL

Method SociallQ2 V-SocIAL
V-ALPHASOCIAL 70.1 52.2
-Mp 68.3 50.5
- SoT 68.7 49.6
- ContextAug 67.1 49.1

Performance Across Different Dimensions We
showcase the performance of Video-LLaVA and
V-ALPHASOCIAL across six dimensions covered
by our taxonomy. As displayed in Figure 4, the
performance of all dimensions have been boosted,
among which the dimension of conflict resolution
has been greatly improved, while the dimension of
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Figure 4: Performance on V-SOCIAL across different
dimensions.

sense of humor does not yield explicit performance
gain, indicating questions about sense of humor are
more challenging than conflict resolutions.

The influence of Visual Information To address
Q4, we conduct experiments to investigate the in-
fluence of different modalities including text and
video. Noted that the textual part can be further
divided into dialogues between different characters
and question. We compare on Video-LLaVA using
both video and text V.S. Video-LLaVA using only
text part. We provide the results on both zero-shot
setup and our self-trained setup in Table 5. We
observe that both dialogue information and visual
information are important to tackle social common-
sense reasoning.

Table 5: The influence of visual information using zero-
shot GPT-40 and VideoLLaVA.

Modality GPT-40 VideoLLaVA
Question Only 65.8 474
+ Text 78.8 50.2
+ Text + Visual 82.1 52.2

Error Analysis To give a in-depth analysis about
the failure mode lying in the state-of-the-art zero-
shot baselines, we choose 100 samples to evaluate
on using chain-of-thought prompting on zero-shot
Video-LLaVA and V-ALPHASOCIAL and manually
label their failure modes in Figure 5. Basically,
these failures can be divided into following five
modes: (1) instruction following error; (2) visual
perception error; (3) misunderstanding of social
context; (4) inconsistent reasoning error; (5) social

I social expression or action error
I misunderstanding of social context
B inconsistent reasoning error

visual perception error
instruction following error
correct

(a) VideoLLaVA

(b) V-AlphaSocial

Figure 5: Error Analysis for VideoLLaVA and V-
ALPHASOCIAL.

expression or action error. We can observe that
the social expression error, misunderstanding of
social context error, reasoning error and instruction
following error have been mitigated by 4.25% on
average, showing the effectiveness of our method.
More details of these failure modes are illustrated
in Appendix L.

Task Complexity We also study how the com-
plexity of tasks influence the performance of visual
language model. As shown in Figure 17, the accu-
racy shrinks when increasing the difficulties of the
task on both social commonsense understanding
and expression, also pointing out the challenges
of open-source vision language models to perform
well on hard-level cases on V-SOCIAL. Also, as
illustrated in Figure 7, there is a noticeable de-
cline in performance as the number of characters
in the video increases. This suggests that the cur-
rent model struggles to effectively handle questions
involving a large number of characters.
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Figure 6: Performance of V-ALPHASOCIAL on V-
SOCIAL across different difficulties.
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Figure 7: Performance of V-ALPHASOCIAL on V-
SocIAL with different number of characters.

5 Related Work

Social Commonsense Reasoning Benchmarks
Compared with general multimodal commonsense
benchmark such as BLINK (Fu et al., 2024), which
implicitly incorporates general commonsense rea-
soning in images and texts, we center on social
commonsense reasoning with rich social interac-
tions in videos. For coverage of social commonse,
EmoBench (Sabour et al., 2024) consists of multi-
ple choice questions with textual contexts and fo-
cuses on implied causes of emotion understanding
and application only while EQBench (Paech, 2024)
concentrates on predicting the intensity of a emo-
tion the subject was likely to feel. On contrary, we
cover wider range of social commonsense perspec-
tives in six dimensions. Moreover, VCR (Zellers
et al., 2019) creates question answer pairs with im-
ages from movie scenes, challenging models by
reasoning with images and textual contexts. Simi-
larly, another two social-related multi-modal video
benchmarks, i.e. SociallQ (Zadeh et al., 2019)
and Sociall Q2 (Wilf et al., 2023), are built with
open-ended social intelligence questions in varying
difficulties, targeting the why and how for complex
social commonsense reasoning. Our V-SOCIAL
is most similar to them but uniquely provide tran-
scripts, longer video context, and changing scenes
to measure advanced social reasoning.

Self-training in LLMs and VLMs Self-training
has long been a widely researched and publicly
discussed topic (Li et al., 2019; Wang et al., 2020;
Karamanolakis et al., 2021). To mitigate the nega-
tive influence of error propagation in self-training,
(Sohn et al., 2020; Xie et al., 2020) simply set a
fixed threshold to filter samples with low confi-
dence. Moreover, Wang et al. (2020) uses meta
learning for adaptive sample re-weighting to mit-

igate error propagation from noisy pseudo-labels.
Zhou et al. (2022) utilizes cross-task augmenta-
tion with pretrained TO to do self-training on in-
struction data. Wang et al. (2022) designs a data-
driven filtering approach to boost the performance
of self-training on text classification. ReST (Singh
et al., 2023) proposes a self-training pipeline to pro-
gressively enhances LLMs’ performance by itera-
tively generating new traces and selectively learn-
ing from those that yield high rewards. For self-
training in VLMSs, Yang et al. (2023); Kang et al.
(2023) augment the training data through diverse
self-generated content and achieve stronger perfor-
mance on tasks such as visual question answering
and visual dialog. Self-Training on Image Com-
prehension (STIC) (Deng et al., 2024) constructs
a preference dataset for image descriptions with
unlabeled images and further refines the VLM’s
reasoning abilities through a description-infused
fine-tuning process. In our work, we generate good
quality reasoning process for visual social com-
monsense problem in a self-training way.

6 Conclusion

Our research addresses the critical challenge of
integrating multimodal data for the enhancement
of social commonsense reasoning in Visual Lan-
guage Models (VLMs). By introducing a dataset,
V-SOCIAL, we provide the necessary protocols
for more effective benchmarking of visual social
commonsense reasoning. Furthermore, our novel
method, V-ALPHASOCIAL, leverages self-training
with context augmentation and a multimodal dis-
criminator to significantly improve the generation
of high-quality reasoning paths. Through our ex-
tensive analysis, we demonstrate the efficacy of
V-ALPHASOCIAL in enhancing the social com-
monsense capabilities of VLMs. For future work,
we plan to generalize our method to other video
question answering and explore more in-depth
alignment algorithm for boosting VLMs with low-
resource data.



7 Limitations

Since we are one of the earliest work to explore self-
training on visual commonsense reasoning, there
are a lot of exploration space. For example, we
can engage more tool-use to unlock the magic of
VLMs as an agent (Wang et al., 2023a), how to self
learn from multimodal agent task for example, web
navigation (Hong et al., 2023; Furuta et al., 2024),
is crucial towards AGI. Also, how to design bet-
ter reward function for more complex multimodal
reasoning task is the bottleneck (Narin, 2024; Ma
et al., 2024). For future work, we want to engage
more types of commonsense for our experiments.
Also, it is interesting to apply algorithm like DPO
(Rafailov et al., 2023) and PPO (Schulman et al.,
2017) to the alignment of visual commonsense rea-
soning.
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A Features of Our Benchmark

Multi-modal Input Human communication is
inherently multi-modal, incorporating visual cues,
text, and often audio components. To emulate this,
our dataset includes images, videos, and text, re-
quiring models to synthesize information across
modalities to respond appropriately. This integra-
tion tests the ability of LLMs and VLMs to process
and understand a richer spectrum of communica-
tion signals, thus preparing them for real-world
applications where multi-modal data is the norm.

Richer Context Effective communication often
depends on understanding extended discourse. Our
dataset provides scenarios with longer text passages
and extended video clips, challenging models to
maintain context over longer stretches of informa-
tion. This feature is critical for developing models
capable of engaging in meaningful conversations,
where references to earlier points in the dialogue
are commonplace and essential for coherence.

Deeper Reasoning Paths To navigate complex
social interactions, models must be able to engage
in deeper reasoning—beyond surface-level under-
standing. Our tasks require models to infer motiva-
tions, predict outcomes, and synthesize disparate
pieces of information. This is achieved through
scenarios that involve abstract reasoning, problem-
solving, and prediction tasks, all of which are es-
sential for higher-level cognitive processing.

Multi-party, Multi-turn Interactions Real-life
social interactions often involve multiple individu-
als and are rarely confined to single exchanges. To
mirror this, our dataset features scenarios involv-
ing multiple characters who interact across several
turns. This setup tests the ability of models to track
different speakers’ perspectives and contributions
over time, a key component of effective multi-party
communication.

Implicit Reasoning To avoid models relying on
simple heuristics or shortcuts, our dataset deliber-
ately omits explicit cues that could lead to superfi-
cially correct answers. Instead, tasks are designed
to require implicit reasoning, compelling models to
understand underlying concepts and relationships
without direct prompts. This approach encourages
a deeper level of understanding and interaction,
moving away from rote responses to engaging with
the material in a thoughtful and analytical manner.
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Figure 8: Data distributions according to our predefined
taxonomy. The six dimensions (Emotion Understand-
ing, Social Relationship Reasoning, Social Norm Under-
standing, Conflict Resolution, Persuasion and Influence,
Sense of Humor) are categorized into two broad func-
tions, i.e. Understanding & Expression.

B Other Statistics and Comparison of
V-SocIiAL

The V-SOCIAL dataset consists of 956 Q&A pairs
where 214 videos are needed to correctly answer
them. Except for key stastistics in Table 2, we also
visualize the detailed distribution graphs in Figure
8, 9, and 10 for predefined social commonsense
taxonomy, number of characters, and number of
dialogue turns respectively. Moreover, Figure 13
and 14 show the performance of different models
under this taxonomy.

Moreover, as we also use the same video source
as SociallQ2 on YouTube, we compare the ques-
tion answer pair generated from the same video
clip (video_id: 2MrFWB__GIA), which has been
illustrated in Figure 11, 12. From these, we can see
that our data point covers a longer context in the
given video and proposes questions with competi-
tive choices. However, in SociallQ2, the question
is more tricky as the option A) even has nothing to
do with it and only B) and C) are trying to answer
the question, which drastically reduces the diffi-
culty just by using the information in the question
part before watching the video.
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Figure 10: The data distributions for different numbers
of dialogue turns in videos

C Data annotation process

Our annotation starts with the Youtube videos from
SociallQ2 (Wilf et al., 2023) and a list of videos are
sampled, each labeled with a unique video id and
a corresponding .vtt file with the transcript among
our team of annotators.

The annotation could be described in following
steps:

1. Annotators watch the video clip and select
time ranges that have explicit conflicts, social
interactions, or emotional scenes.

. A python script is used to automatically gener-
ate the raw transcript (e.g., dialogue between
the characters in the videos) for each video.

3. The utterances in the dialogue are manually as-
signed to the speakers and the speakers infor-
mation (e.g.,“s1”:“A man in blue T-shirt",“s2”:



Speaker Information: Speaker 1: lady with wax \nSpeaker 2: her fiance Jay

Context: Speaker 1: okay you guys so here is my fiance Jay and we are going to be doing a test on his arm to see if this wax thing
actually works or not and he has he has reluctantly agreed to do this he really doesn’t want to but he’s a good sport he’s a good guy so
he’s going to try it out I put just a tiny bit on his hand one oh failure didn’t even do anything okay oh we got a couple hairs actually we
got a couple hairs we need to try this again so this is not hard waxing this is um soft waxing 3 two one that oh oh Cy we got some hair
especially like right over here let’s see your hand a your poor hand’s red a see so it didn’t totally get everything out it did it did kind of
work for his hand a little bit it made his hand red and like did that hurt \nSpeaker 2: no I'm didn’t hurt at all\nSpeaker 1: so do you think
that this is a hack or is this totally whack'\nSpeaker 2: totally whack\nSpeaker 1: totally whack you think it’s whack okay thank you babe
I love you thank you to Bean for being a participant the audience we’re not going to wax bean bag okay so I don’t know if my technique
is off or something maybe I'm not that great at waxing people so I'm going to try um I’m going to try it on my arm three two 3 two 1 3 2
1 well it did take it off of my hand in the air as you can see and like I don’t know if you guys can see this but there are some hairs like
right here it feels nice and soft okay so now I'm going to pull it off in three two one oh my god oh that works so you can there’s a bunch
of blonde hairs okay so there’s a couple black hairs and that’s for my little Chihuahua Willie somehow his hairs got on my shirt welcome
to the life of dog ownership you have dog hairs everything on everything I don’t know if you guys can see this see there’s kind of like

black hairs that’s from my chihuahua but there are like blonde hairs on it so I'm

Time Range: 2:00-4:50

Question: How does speaker 2 feel toward speaker 1? A) Hates her B) Loves her C) Indifferent D) They’re siblings

Answer: B

Figure 11: Example from V-SOCIAL

Time Range: 0:00-0:48.716016

Question: Does the man love the dog? A) The woman with white hair is a professional hair stylist. B) The man loves the dog because he
enjoys the dog’s presence. C) No, because he is angry with the dog. D) The man is allergic to dogs.

Answer: B

Figure 12: Example from SociallQ2

“A woman in white dress") is also annotated.

. Multiple choice question-answer pairs are con-
structed by annotators based on the above in-
formation in videos and their understanding.
Q&A pairs are curated by different dimen-
sions of our predefined social commonsense
taxonomy and difficulties. For example, a
question will be labeled as "Hard" if it re-
quires a strong understanding of emotional
nuances that are not covered in the transcript
alone.

D License for Artifacts

This work involves the following artifacts:

Datasets Sociall Q2 (Wilf et al., 2023) distributed
under MIT license.

Software We use transformers (Wolf et al.,
2020) and deepspeed (https://github.com/
microsoft/DeepSpeed) for model training and in-
ference, both distributed under Apache-2.0 license.

Models BLIP (Li et al., 2023) distributed under
BSD-3-Clause license; FER model (Zhang et al.,
2023) without license specified; VideoLLaVA (Lin
et al., 2023) distributed under Apache 2.0 license,
Phi-3-Vision (Abdin et al., 2024) distributed un-
der MIT license, GLM-4V (Wang et al., 2023b)
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distributed under the glm-4-9b license, LLaVA-
NEXT (Liu et al., 2024) distributed under Llama-
1/2 community license.

E Further Details of Experimental Setup

To conduct our main experiment on V-SOCIAL and
SociallQ2, we use the following prompts, which
are demonstrated in Figure 15 and 16, to prompt
V-ALPHASOCIAL by explicitly instruct model to
generate good reasoning paths and then gives a
final answer for verification.

E.1 Training Configuration

Both our policy model and discriminator model
was trained over three epochs with a batch size of
16. The initial learning rate was set at 2 x 10~°, em-
ploying a cosine learning rate scheduler. A warm-
up ratio of 0.03 was utilized to gradually introduce
the learning rate at the onset of training. The train-
ing process was configured to handle a maximum
sequence length of 2048 tokens, and it was exe-
cuted using bfloat16 precision.

F Algorithm

G Criterion of Taxonomy Construction

In this section, we explain why we choose the six
dimensions from psychology and social science per-
spectives. Choosing these six dimensions to form


https://github.com/microsoft/DeepSpeed
https://github.com/microsoft/DeepSpeed
https://github.com/microsoft/DeepSpeed

Algorithm 1 Self-Training Algorithm of V-ALPHASOCIAL

1: Notation: 7: policy model, M p: multimodal discriminator, U: dataset with unlabeled reasoning, N:
number of iterations, K: number of samples, 0: threshold
2: Initialize negative dataset D~ < () and positive dataset Dt « ()

3: for: =1to N do

4 D7+ 0,Df <0

5: for each (v, c,q, gt) € U do

6: for j = 1to K do

7: (r,a) < m(tool(v, ¢, q))

8: if a # gt then

9: D; < D; U{(v,c,q,7,0)}
10 else

11: if : = 1 then

12:

first iteration

13: else

14: u < CalU(m, (v,c,q,7,a))
15: rw < Mp(v,c,q,r, a)
16: if rw — u > 0 then

17: D « D} U{(v,c,q,r,a)}
18: end if

19: end if
20: end if
21: end for
22: end for
23:  Train Mp with D;" U D;
24:  Train 7 with D}

25: end for
26: return 7w

> Main training loop
> Reset data

> Perform K samplings to generate predictions

> Generate reasoning and answer using the policy model

> Add to negative dataset if prediction is incorrect

Df < D U{(v,c,q,r,a)} > Add all correct predictions to positive dataset in

> Calculate uncertainty of the prediction
> Compute reward from the discriminator

> Add to positive dataset if exceeds threshold

> Update the discriminator model
> Update the policy model using positive samples

> Return the trained policy model

the taxonomy is a deliberate effort to extend and ap-
ply the core principles of Daniel Goleman’s theory
on emotional intelligence (EI) to the development
and evaluation of social capabilities in Large Lan-
guage Models (LLMs). Goleman’s model, which
includes self-awareness, self-regulation, motiva-
tion, empathy, and social skills, provides a robust
framework for understanding human emotions and
interactions. Here’s how these dimensions align
and expand upon Goleman’s EI components:

Emotion Understanding: Directly correlates
with Goleman’s self-awareness and empathy com-
ponents, which involves recognizing and under-
standing others’ feelings (Mayer et al., 2004).
In the context of LLMs, this dimension ensures
that Al can identify and appropriately respond to
a range of human emotions, thus facilitating more
empathetic and meaningful interactions.
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Social Relationship Reasoning: Builds upon the
social skills aspect of Goleman’s model. It empha-
sizes the importance of understanding the nuances
of different types of relationships (personal, profes-
sional, etc.) and adjusting communications accord-
ingly. This dimension ensures LLMs can navigate
the complex web of human relationships in various
contexts.

Social Norm Understanding: This dimension
aligns with self-awareness, self-regulation and so-
cial skills. It focuses on the ability of LLMs to
grasp and adhere to the unspoken rules and expec-
tations that govern behavior in different cultures
and social groups, ensuring respectful and contex-
tually appropriate interactions. (Fan et al., 2022)
describes contextual adaptation as a human-like
skill involving reasoning and adjusting to contexts
like culture and shared experiences.



Accuracy Comparison Across Models
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Figure 13: Comparison of 3 Models’ Accuracy Under
The Taxonomy. This chart presents the accuracy of
three major models (GPT-40, Gemini, and Qwen2.5
72B) across all six dimensions. It is evident that, except
for the Persuasion and Influence category, where GPT-
40 significantly outperforms the other two models, the
performance across the remaining five dimensions is rel-
atively similar. Additionally, all models tend to struggle
with Social Relationship Reasoning and Persuasion and
Influence (except for GPT-40), indicating difficulty of
questions in these categories.

Conflict Resolution: This dimension can be seen
as an application of several of Goleman’s EI com-
ponents, including self-regulation, empathy, and
social skills. It involves understanding different
perspectives, mediating discussions, and fostering
compromise, enabling LLMs to assist in resolving
disputes and reducing tensions. This often involves
theory of mind, as (Fan et al., 2022) describes as
attributing mental states to others, stepping away
from egocentrism to consider other perspectives
unlike ones’ own.

Persuasion and Influence: This dimension ex-
tends from Goleman’s social skills component but
also involves aspects of self-regulation and moti-
vation. It’s about the ability to craft messages that
motivate, persuade, and influence others, which is
essential for LLMs involved in areas such as mar-
keting, advocacy, or any domain where changing
thoughts or behaviors is the goal. As (Fan et al.,
2022) delineates, cooperation requires a psycholog-
ical infrastructure of shared intentionality to create
common conceptual ground with others, which is
necessary to persuade others.

Sense of Humor: While not directly mentioned
in Goleman’s theory, a sense of humor is inherently
linked to social skills and empathy. It requires
understanding context, cultural nuances, and emo-
tional states, making interactions more engaging
and human-like. As (Farkas et al., 2021) describes,
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Figure 14: Comparison of Qwen2.5-VL 72B and
Qwen2.5-VL 3B Under The Taxonomy. This radar
chart compares the performance of two models across
six dimensions. The 72B model outperforms the 3B
model in all dimensions except for Social Norm Under-
standing, where their performances are nearly identical.

complex humor activates supramodal areas of the
brain strongly associated with emotional processes.

By choosing these six dimensions, the taxonomy
not only covers the breadth of Goleman’s emo-
tional intelligence components but also adapts and
expands them to address specific challenges and
opportunities in human-Al interaction. This en-
sures that LL.Ms developed under this framework
can engage in more nuanced, empathetic, and ef-
fective communication, mirroring the complexity
of human emotional and social intelligence.

H The Influence of Task Complexity on
the Performance of V-ALPHASOCIAL

We display the the influence of task complexity on
the performance of V-ALPHASOCIAL. As shown
in Figure 17, the accuracy shrinks when increasing
the difficulties of the task on all six dimensions.

I Failure Modes in Error Analysis

The failure modes are manually summarized by
authors from observations in models’ inference re-
sults. From superficial errors to profound flaws,
these modes could be empirically defined as fol-
lows:

1. Instruction Following Error: models fail in
giving valid answers by choosing from candi-
date choices.



<VIDEO>
<CONTEXT>
<QUESTION>

Let’s think step by step:

<ANSWER>

Figure 15: Chain-of-thought prompt for visual social commonsense reasoning.

<VIDEO>
<CONTEXT>
<QUESTION>

1. Emotion Understanding: The ability of LLMs to recognize, interpret, and respond to human emotions expressed through text. This
involves not just identifying explicit statements of emotion but also inferring underlying feelings from context, tone, and choice of words.
2. Social Relationship Reasoning: The capacity of LLMs to understand the dynamics and nuances of different social relationships (e.g.,
familial, professional, casual) and how these relationships influence communication and expectations.

3. Social Norm Understanding: The ability to grasp and apply unwritten rules and behaviors that are considered acceptable within a
society or group. This includes understanding politeness, formality levels, and cultural norms.

4. Conflict Resolution: The skill of navigating disagreements or conflicts in a way that seeks to find a resolution that is acceptable to all
parties involved. It involves understanding the perspectives of each side, mediating the discussion, and suggesting compromises.

5. Persuasion and Influence: The ability to construct arguments or narratives that can change someone’s beliefs, attitudes, or behaviors.
This involves understanding the audience’s values and leveraging rhetorical techniques effectively.

6. Sense of Humor: The capability to understand, generate, and appropriately use humor. This includes recognizing different types of
humor (e.g., sarcasm, wit, puns) and knowing when humor is appropriate in social interactions.

Based on the above definition of social commonsense, please first think about the social network between different users, and then think
about how their interactions and dialogues affect their emotions and attitudes towards others, and finally answer this question.:

<ANSWER>

Figure 16: Social-of-thought prompt for visual social commonsense reasoning.
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Figure 17: Performance on V-SOCIAL across different
difficulties.

2. Visual Perception Error: models ignore the
nuances of visual cues, such as facial expres-
sions.

. Misunderstanding of Social Context: mod-
els misunderstand the social context, includ-
ing emotions, utterances, metaphors, social
relationships, etc.

Inconsistent Reasoning Error: models out-
put inconsistent reasoning chains in which
some intermediate claim is incorrect.

. Social Expression or Action Error: mod-
els choose the incorrect answer although it
gives reasonable deductions. For instance, the
chosen candidate expresses the totally differ-
ent meaning compared with the previous rea-
soning chain although they could share some
same words.

J Data Examplars for different
dimensions

1. Emotion Understanding

Definition: The ability of LLMs to recognize, in-
terpret, and respond to human emotions expressed
through text. This involves not just identifying
explicit statements of emotion but also inferring
underlying feelings from context, tone, and choice
of words.

Task Construction: Tasks can include identi-
fying emotions in written narratives, generating
empathetic responses in conversations, or altering
the tone of a response to match the emotional con-
text.

Examplar: Figure 18

2. Social Relationship Reasoning

Definition: The capacity of LLMs to understand
the dynamics and nuances of different social rela-
tionships (e.g., familial, professional, casual) and
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how these relationships influence communication
and expectations.

Task Construction: Tasks may involve inter-
preting interactions within specific social contexts,
predicting the nature of relationships based on con-
versation excerpts, or generating responses appro-
priate to the relationship dynamic.

Examplar: Figure 19

3. Social Norm Understanding

Definition: The ability to grasp and apply unwrit-
ten rules and behaviors that are considered accept-
able within a society or group. This includes under-
standing politeness, formality levels, and cultural
norms.

Task Construction: Design scenarios where
LLMs must choose actions or responses that adhere
to social norms, recognize breaches of norms, or
adapt communication to fit different cultural or
social settings.

Examplar: Figure 20

4. Conflict Resolution

Definition: The skill of navigating disagreements
or conflicts in a way that seeks to find a resolution
that is acceptable to all parties involved. It involves
understanding the perspectives of each side, medi-
ating the discussion, and suggesting compromises.

Task Construction: Create tasks where LLMs
mediate simulated conflicts, propose solutions to
interpersonal problems, or guide conversations to-
wards de-escalation.

Examplar: Figure 21

5. Persuasion and Influence

Definition: The ability to construct arguments or
narratives that can change someone’s beliefs, at-
titudes, or behaviors. This involves understand-
ing the audience’s values and leveraging rhetorical
techniques effectively.

Task Construction: Tasks could include writ-
ing persuasive texts on various topics, crafting mes-
sages intended to motivate action, or simulating
negotiations where LLMs must achieve specific
objectives.

Examplar: Figure 22



6. Sense of Humor

Definition: The capability to understand, generate,
and appropriately use humor. This includes recog-
nizing different types of humor (e.g., sarcasm, wit,
puns) and knowing when humor is appropriate in
social interactions.

Task Construction: Develop tasks that involve
creating humorous responses in context, identify-
ing the humor in texts, or explaining why a particu-
lar joke is funny.

Examplar: Figure 23

19



<sampled 10 frames or the whole video>

Speaker Information: Speaker 1: Father
Speaker 2: Mother

Context: Speaker 1: you guys ready so here’s the deal Ellie and Bonnie have no idea that we are coming to the airport they drove to the
airport and they’re thinking that they’re just going to be coming back all by themselves well Joel the kids and I are going down to pick
them up and greet them at the airport and we’re going to drive back together so we can talk and have more time together and it’s going to
be a lot of fun are you guys ready let’s go get mom let’s go get mom necklace those are not for penny no and she certainly want some
though doesn’t see hey hey now different mommy okay I am ready to rock who is ready to go see mom I’m not very enthusiastic I think
Joel and I are much more excited I got a feeling tiny Bonnie is going to be the biggest best hug ever a long day of travel

Speaker 2: we are back home in Salt Lake City and the moment right the moment we walked out of the door we all were like whoa Utah
we got a brave of four getting outside our cold clothes cars it was so fun girls I loved our trip we will do it again good again loved it yeah
and all the girls like you should talk to her husband’s about going somewhere for like the rest of winter for six weeks that would be really
fun it would be really fun such an adventure but it’s cold but I am so excited to go home and see my babies they’re asleep they better
believe I'm going to pick them up and kiss them because the week is too long to be gone usually if I get home all just like p.m. and the
more I’ve got to go keep them [Music]

Speaker 1: [Music] you want to treat this is your tree buddy oh I was waiting I’m literally like all on you think I was kind of hoping
maybe the boys of touch thinking well

Speaker 2: no I never we saw you she’s my co-chair for sure don’t tell my didn’t you have to scan that Mimi’s guys thank you we brought
the whole gang with us robbery I've got him right here

Speaker 1: nice surprise Jackson totally ditched your sign he saw you and just dropped it and ran yeah see redcoat hear me hahahahaha
ran he follows through the kids will not let me hold them they only want mommy to hold them thanks now I tell or something yeah they
haven’t been feeling too well the past day

Question: What reaction do the kids have when they see the mom?

A) They cry.

B) They scream.

C) They run to her and hug her.

D) They run away from her and hug dad.

Let’s think step by step:

LLM Response:

To determine the reaction of the kids when they see their mom, let’s analyze the sequence of frames you provided:
1. Frame 1-4: Shows the father speaking, likely explaining the plan to surprise the mom.

2. Frame 5-7: Shows a child holding a bouquet of flowers, possibly getting ready to greet the mom.

3. Frame 8-9: Shows a younger child, looking towards the camera, likely reacting to something.

Based on these frames and the context provided, it seems the children are excited and preparing to greet their mom. Given this setup and
the excitement shown in the initial frames, the most likely reaction of the kids when they see their mom would be:

C) They run to her and hug her.

This conclusion fits with the narrative of a surprise welcome and the excitement visible in the frames.

Figure 18: Example of using chain-of-thought for visual social commonsense reasoning. (Emotion Understanding)
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<sampled 10 frames or the whole video>

Speaker Information: Speaker 1: Male news anchor at TV station
Speaker 2: Female news anchor reporting from Korea

Context: Speaker 1: Judging by previous reunions we know just how emotionally charged these events can be. Of course for the families
involved but also for the country as a whole. Soa you reported on Monday about the families going through a kind of pre-session to get
them prepared what’s next on the schedule?

Speaker 2: Right now they are eating breakfast the bus will take them to Goseong where they have to go through the Customs Immigration
Quarantine office to head to the Mount Kumgang resort in the North. There they will have their first meeting altogether in a big hall On
the second day they will have private meetings. In total the families will meet for three days,but their actual time together will only be 12
hours, but that is an extension from the usual 11, due to a request by the South Korean Unification Ministry. It’s seen as a good sign that
the North agreed to the request. So many families who haven’t been able to see their loved ones yet are desperately waiting for these
kinds of reunions to become a regular event

Question: How does speaker 2 feel about the amount of time the families have to meet each other?

A) Happy, the time is just right

B) Angry, it’s not enough time

C) Disappointed, wishes there was more

D) Depressed, there’s never enough time

Let’s think step by step:

LLM Response:

To determine how Speaker 2 feels about the amount of time the families have to meet each other, let’s analyze the provided text:
Speaker 2 mentions that families will meet for three days, with their actual time together being only 12 hours, which is an extension from
the usual 11 hours due to a request by the South Korean Unification Ministry. They also mention that it’s seen as a good sign that the

North agreed to this request. However, they also note that many families who haven’t been able to see their loved ones yet are desperately
waiting for these kinds of reunions to become a regular event.

Given this information, it seems Speaker 2 acknowledges the improvement (extension from 11 to 12 hours) but also highlights the
desperate wait of many families for these reunions to become regular.

Based on this, the most appropriate choice is:
C) Disappointed, wishes there was more

Speaker 2 likely feels that while the extension is positive, it’s still not enough for the families who are longing for more time together and
for these reunions to happen more regularly.

Figure 19: Example of using chain-of-thought for visual social commonsense reasoning. (Social Relationship
Reasoning)
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<sampled 10 frames or the whole video>

Speaker Information: Speaker 1: male interviewer
Speaker 2: Zendaya, actor, dancer, singer
Speaker 3: female interviewer

Context: Speaker 1: hey guys I'm here with zendaya zendaya how are you feeling going into your very first lip sync battle what’s going
through your

Speaker 2: I feel very good cuz I was really like nervous before I started rehearsing then I got to rehearsals the dance was awesome
everything was coming together and I was like you know what this is going to be great

Speaker 1: now you’re you're a very successful musician are you aware that there is no actual singing in the show involved

Speaker 2: yes and actually that that gets a a lot of stress is gone because of that I don’t have to worry about I out I just get to go out there
and do what I would do you know in my car

Speaker 1: y you’re going up against Spider-Man yeah um how do you feel about that is that making you a little nervous he’s a superhero
Speaker 2: no not because he’s not superhero life oh burn Tom is very talented what a lot of people don’t know is he is like a trained
dancer and like did Alien whatever but you know what that happened then okay this is now

Speaker 1: yeah right what we can do now what do you think would be like the superpowers that somebody would get if they were bitten
by a radioactive Zena

- - - <more dialogue transcript>

Question: What is the tone of speaker 2’s message to Tom Holland?
A) lighthearted joking insult

B) serious insult

C) cruel joke

D) lovely compliment

Let’s think step by step:
LLM Response:

Based on the provided images, the context appears to be an interview scenario with Zendaya and a male interviewer. From the provided
text, we see Zendaya’s responses and a subsequent humorous exchange between the interviewers.

Let’s evaluate the tone of Speaker 2’s (Zendaya’s) message to Tom Holland step by step:

1. Context of the Message: Zendaya is asked to send a message to Tom Holland, her competitor in a lip sync battle. 2. Content of the
Message:

* “Try your best is all I can say.”
* “I mean I would be nervous if I were you but you don’t have to be nervous if you don’t want to be.”
» “I wish you the best cuz you’re going to need it.”
3. Tone Indicators:
* The phrase “Try your best” is encouraging but can be seen as a subtle challenge.
¢ “I would be nervous if I were you” implies confidence in her abilities, suggesting that Tom should be concerned.

« “I wish you the best cuz you’re going to need it” is playful and competitive, implying that she is confident in her own performance
while still wishing him well.

4. Overall Impression: The message combines encouragement with competitive banter, common in friendly rivalries, especially in
entertainment contexts like a lip sync battle.

Given these points, the tone of Zendaya’s message to Tom Holland is best characterized as:
A) lighthearted joking insult

This option captures the playful nature of her message, which is intended to tease and challenge Tom in a friendly manner.

Figure 20: Example of using chain-of-thought for visual social commonsense reasoning. (Social Norm Understand-
ing)
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<sampled 10 frames or the whole video>

Speaker Information: Speaker 1: man in tie, host
Speaker 2: woman, program manager

Context: Speaker 1: these archetypical people in our lives they hurt us and they don’t fulfill the archetype archetype is a well I don’t
really have the exact definition I do know what it means obviously because I just used it well thank you so much for calling I am dr. Greg
Coulter and you are listening to the love and living channel on gravity satellite radio you listen we hear

Speaker 2: great great show oh thanks so much Rob and really appreciate it

Speaker 1: good morning Nikki

Speaker 2: hey you said you wanted to talk

Speaker 1: yeah we need to fire rod Rob’s gonna go does that make me evil no please this is a business you know what can you fire them
for me or do program managers not do that what I mean okay you know what I’ll do it if you do it Rob will think on the caller yeah I
think that’s probably the right move

Speaker 2: no I you know what you do it

Speaker 1: I'm sorry I'll stop being annoying

Speaker 2: so what’s the problem what did he do

Speaker 1: look Rob does a great job but the guy creeps me out he’s got this look in his eyes you never meet a person and they smile and
you feel like they’re screaming at ya

Speaker 2: what Rob wraps like the nicest guy in the whole world he’s nicer than both of us

Speaker 1: Wow he’s just got this bad energy this aura around him

Speaker 2: has he ever done anything to you

Speaker 1: yes me do I like him that’s weird right that’s not a thing he asked anybody let alone in a workplace look I would fire him but I
can’t take that on right now this might be a difficult thing for you to understand but I am very vulnerable in this job I have to be I make
myself vulnerable to the world I can’t be vulnerable around somebody like Rahab so he’s got to go

Speaker 2: fine I’ll do it just to end this conversation

Speaker 1: I'm a aren’t I I’'m sorry I’'m disgusting okay you know what I’ll do it, Oh question what is a good band to work out to
something new

Speaker 2: I don’t know the monkeys

Speaker 1: that’s great thank you the best, now you fire him

Question: What should speaker 2 do to resolve this issue?
A) Agree to whatever speaker 1 says

B) Call HR and speak her opinion to defend Rob

C) Ignore it

D) Fire Rob Immediately

Let’s think step by step:
LLM Response:
To resolve the issue in the dialogue between Speaker 1 (the host) and Speaker 2 (the program manager), let’s think step by step:

1. Evaluate the Situation: Speaker 1 feels uncomfortable around Rob due to a perceived negative aura and an incident where Rob asked if
Speaker 1 liked him. Speaker 1 is in a vulnerable position and cannot work with someone who makes him feel uneasy.

2. Consider Speaker 2’s Perspective: Speaker 2 is surprised by Speaker 1’s negative feelings towards Rob, who is described as the nicest
person. Speaker 2 initially defends Rob but eventually agrees to fire him just to end the conversation.

3. HR Involvement: Instead of making a hasty decision to fire Rob based on subjective feelings, it is more appropriate to involve HR to
ensure a fair process. HR can conduct a proper investigation and mediate between the parties.

4. Professional Approach: Speaker 2 should maintain professionalism and address the issue through proper channels. It’s important to
consider both the host’s feelings and Rob’s rights as an employee.

Considering these points, the best course of action for Speaker 2 is:
B) Call HR and speak her opinion to defend Rob.

This approach ensures that the issue is handled fairly and professionally, respecting both Speaker 1’s concerns and Rob’s rights.

Figure 21: Example of using chain-of-thought for visual social commonsense reasoning. (Conflict Resolution)

23



<sampled 10 frames or the whole video>

Speaker Information: Speaker 1: professor
Speaker 2: Michael, friend sitting across from him

Context: Speaker 1: what was I saying
- - - <more dialogue transcript>

Question: What point is speaker 1 trying to make with the mirror?
A) Infinite reflections of a dual mirror

B) Show reflection of inner being

C) Person standing behind him

D) Wall behind him

Let’s think step by step:
LLM Response:

To analyze the feelings and the context of the conversation between Speaker 1 (the professor) and Speaker 2 (Michael), let’s break down
the conversation and body language from the images and the dialogue:

Body Language Analysis

1. Professor (Speaker 1)

* First set of images: The professor appears contemplative and possibly reflective, as he holds a small object (perhaps a voice recorder)
close to his mouth. He has a serious and slightly concerned expression, indicating that he is deeply engrossed in his thoughts or
storytelling.

* Sequential frames: As the conversation progresses, the professor’s expression softens slightly, and he seems to be more animated,
possibly reminiscing or getting into the story he is telling.

2. Michael (Speaker 2)

* Second set of images: Michael’s expressions transition from being attentive and slightly confused to more engaged as he listens. His
hand movements suggest he is trying to grasp or clarify the professor’s points.

Dialogue Breakdown

* The professor is recounting an experience with students who were studying something mysterious, involving esoteric writings on
manipulating light and sound waves. This suggests a focus on the unknown and the supernatural.

* Michael is clearly puzzled by the professor’s account, particularly about the notion of “monsters” and “gateways to Hell.”

* The professor’s rhetorical question about an isolated tribesman in Ecuador not knowing the difference between an alien, an angel,
and a ghost is meant to illustrate that humans create stories to make sense of the infinite and the unknown.

Point with the Mirror

Considering the options:

* A) Infinite reflections of a dual mirror: This metaphor would align with the idea of infinite possibilities and interpretations that the
professor is hinting at with the tribesman’s story.

* B) Show reflection of inner being: This could also be relevant, as it touches on the deeper, introspective understanding of one’s own
beliefs and interpretations.

* C) Person standing behind him: This is less likely, as it does not fit the philosophical nature of the professor’s narrative.
* D) Wall behind him: This is irrelevant to the professor’s metaphorical point.

Conclusion
The professor’s discussion about stories, beliefs, and infinite interpretations aligns most closely with the concept of A) Infinite reflections
of a dual mirror. This metaphor illustrates how people can have multiple interpretations and perceptions of the same phenomenon, much

like the infinite reflections in a pair of mirrors facing each other.

Thus, the point Speaker 1 is trying to make with the mirror is A) Infinite reflections of a dual mirror.

Figure 22: Example of using chain-of-thought for visual social commonsense reasoning. (Persuasion and Influence)
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<sampled 10 frames or the whole video>

Speaker Information: Speaker 1: Rex, lawyer on husband side
Speaker 2: Freddie, lawyer on wife side
Speaker 3: husband, client of speaker 1

Context: Speaker 1: ready ready Bender this is Rex Rex Roth and you are the lovely Maryland please miss Rex Ross and you must be
Mr Massie please miles sit sit down oh Freddy I was sorry to hear about the goldberger award, pastry?

Speaker 2: we did very well we did very well,

Speaker 1: not to worry Mrs rexroth you’re ably represented I'm sure Freddy’s just too modest to tell you he used to clerk for Clarence
Thomas pyri go

Speaker 2: and beging don’t don’t try to bait me miles now if you have a proposal to make let’s hear it

Speaker 1: well at this point my client is still prepared to consider reconciliation

Speaker 2: my clients rule that out

Speaker 1: my client is prepared to entertain an amicable disillusion of the marriage without prejudice

Speaker 2: that’s a fart stiff of wind

Speaker 1: my client proposes a 30-day cooling off period

Speaker 2: my client feels sufficiently dispassionate

Speaker 1: my client that you not initiate proceedings pending his setting certain Affairs in order

Speaker 3: well what’s so goddamn funny

Speaker 1: please let me handle this all right so much for the ice breakers what are you after Freddy

Speaker 2: my client is prepared to settle for 50% of the marital assets

Speaker 1: why only 50 Freddy why not 100 While We’re Dreaming why not 150 are you familiar with kersner

Speaker 2: kersner does not apply

- - - <more dialogue transcript>

Question: Why does speaker 1 say we’ll eat the pastry?
A) He’s hungry

B) He loves desserts

C) Cookies will go bad if no one eats them

D) Ironic, humorous in response to other sides’ anager

Let’s think step by step:

LLM Response:

Let’s analyze the provided images and dialogue to understand why Speaker 1 says “we’ll eat the pastry.”

From the context and dialogue, we can see that the conversation is tense and involves negotiations between two sides, likely regarding a
divorce settlement. The interaction between the lawyers (Speaker 1 and Speaker 2) and their clients is filled with legal jargon and a bit of
sarcasm.

Now, examining the context and dialogue:

1. Speaker 1 offers a pastry to Speaker 2 early in the conversation.

2. Speaker 2 responds by dismissing the offer and moving straight to negotiations.

3. The negotiation goes back and forth, with neither side willing to yield easily.

4. After a particularly heated exchange, Speaker 1 makes the comment, “we’ll eat the pastry.”

Given the situation and tone of the conversation, Speaker 1’s remark appears to be a way to diffuse tension with humor. It suggests that
the negotiation was tough, and as a conciliatory or ironic gesture, Speaker 1 decides that they will eat the pastry themselves, implying a
sense of resolution or acceptance of the situation.

Therefore, the best answer is:

D) Ironic, humorous in response to other sides’ anger.

This interpretation fits the tone and context of the dialogue, where legal negotiations are intense, and humor is used to lighten the mood or
as a form of irony.

Figure 23: Example of using chain-of-thought for visual social commonsense reasoning. (Sense of Humor)
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