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Abstract
In this work, we address the challenge of learning from structured data by
proposing the Grammatical Path Network (GPN), a novel Graph Neural Network
(GNN) designed to efficiently capture cycles in graph structures. Building
on recent advancements in GNN expressiveness and substructure counting,
GPN combines methodologies from Graph Substructure Networks (GSN) and a
framework that translates Context Free Grammars (CFG) into GNNs. The key
innovation lies in using CFG to count cycles of length l+1 by precomputing paths
of length l at the edge level. Our experiments demonstrate that GPN achieves
comparable performance to GSN on datasets requiring cycle information, without
the need for explicit cycle precomputation. This approach offers a promising
direction for developing efficient and expressive GNNs for structured data
analysis.

1 Introduction

To address the need for learning from irregular structured data, a wide variety of Graph Neural
Networks (GNNs) have been proposed. The pursuit of progressively more expressive models in terms
of distinguishability, heavily relying on the well-known Weisfeiler-Lehman test (WL), has led to the
development of innovative yet computationally demanding models [1, 2, 3, 4, 5, 6]. On the other
hand, other models have been developed by focusing on substructure counting, [7, 8, 9, 10, 11].

Among them, the Graph Substructure Network (GSN) [8] is a model designed to surpass the
limitations of the Message Passing Neural Networks (MPNNs) [12]. The core idea of GSN is
to encode substructures like paths, cycles and/or cliques. These substructures are precomputed,
added as features to the nodes or the edges and fed to multiple Graph Isomorphism Network (GIN)
[1] layers. A significant challenge is the selection of appropriate substructures to precompute for
a specific task. As noted by [8], further research could focus on developing adaptive methods to
dynamically learn the most relevant substructures during training.

To address this challenge, we propose a new model that can count cycles dynamically, without
precomputation. This approach reduces the set of candidate substructures that need to be considered,
optimizing the precomputation time.

Building on the explicit formulas for counting edge-level cycles from paths proposed by [13],
we introduce a CFG Gl whose language encompasses (l + 1)-cycles based on inputs of l-paths.
Leveraging the methodology of [6], which translates Context-Free Grammar (CFG) into GNNs, we
propose the Grammatical Path Network (GPN). GPN is a GNN specifically designed to capture
cycles of length l + 1 at the edge level by precomputing paths of length l. Through experiments
on a synthetic dataset, we ensure that GPN is able to count cycles at node level. Then, we evaluate
GPN against a version of GSN that uses cycle precomputation and demonstrate similar performance
without explicitly precomputing these cycles.
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Figure 1: On the left, a schematic representation of the GSN kth layer and its CFG: MLPM is fed
with a set of precomputed substructure matrices and the edge features, producing an arbitrary number
of matrices. The node embedding H(k) is then updated by multiplying it with these matrices and
passing the result through MLPVc

, yielding the updated node embedding H(k+1). On the right,
a schematic representation of a GPN kth layer and its CFG: MLPMis fed with the results of the
batched Hadamard product between two sets of learnable linear combinations of path matrices, the
path matrices themselves, and the edge features, producing an arbitrary number of matrices. The
node embedding H(k) is then updated by multiplying it with these matrices and passing the result
through MLPVc

, yielding the updated node embedding H(k+1).

This paper is structured as follows. In Section 2, we introduce GSN and derive its corresponding
CFG. Section 3 presents our proposed model, GPN. Section 4 details our evaluation of GPN.

2 GSN and its Context Free Grammar
Notations: Let G be a simple undirected graph with n vertices. A is its adjacency matrix, and I is
the identity matrix of the same dimensions as A. For any non-negative integer l, let Pl represent the l-
path matrix where (Pl)i,j is the number of l-length paths connecting vertex i to vertex j. Additionally,
for l > 2, let Cl represent the l-cycle matrix where (Cl)i,j denotes the number of l-cycles connecting
vertex i to its adjacent vertex j. Since each vertex can remain stationary in exactly one way, P0 = I.

As outlined in the introduction, [8] introduces the innovative approach of incorporating precomputed
substructure counts within the graph during the aggregation process of GIN layers, leading to the
development of the GSN model. At layer k, a set of different substructure counts at the edge level,
along with the edge features, is provided as input to a Multi-Layer Perceptron (MLP), denoted as
MLPM , to generate b(k) matrices (see equation (1)). The node embedding matrix H(k), consisting
of f (k) column vectors, is then multiplied by the b(k) matrices, resulting in f (k) × b(k) column
vectors. This operation corresponds to the aggregation step in MPNNs. These column vectors are
subsequently passed through another MLP, denoted as MLPVc

, which produces the node embedding
matrix H(k+1), consisting of f (k+1) column vectors (see equation (2)). The first layer of the model
takes the node feature matrix H as input. A schematic representation of a GSN layer is shown in
Figure 1.

M
(k)
1 , · · · ,M (k)

b(k) = MLPM (F1, · · · , Fm, S1, · · · , Ss) (1)

H(k+1) = MLPVc
(M

(k)
1 H(k), · · · ,M (k)

b(k)H
(k)) (2)

In the supplementary material of [6] CFGs are derived from existing GNNs to analytic purpose.
In this paper, we propose to derive and enhance a CFG from the GSN model. A CFG consists of
generative rules that express the substitution of variables into combinations of variables and terminal
symbols. A sentence in a CFG is a sequence of terminal symbols produced according to these rules.

In the context of GSN, a set of matrices is generated inside each layer to produce a set of column
vectors. Thus, the variables of its corresponding CFG are M for matrices and Vc for column vectors.
The MLP in the GSN architecture approximates a pointwise function at both the edge and node levels.
However, as noted by [14], it does not change the expressive power of the model. Therefore, the key
operation that impacts expressiveness is the aggregation step, where matrix multiplication occurs
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between square matrices M and column vectors Vc, producing new column vectors Vc. As a result,
the rule MVc → Vc is added to the set of rules for generating column vectors.

Lastly, the network’s input, comprising the f (0) column vectors of the node embedding matrix H ,
the s precomputed substructure matrices Si, and the m edge feature matrices Fi, is incorporated
into their respective variables. This leads to the CFG in Figure 1, which corresponds to the GSN
architecture.

The selection of substructures S1 to Ss is not only task-specific but also increases computational cost
when more substructures are added. As highlighted by [8], future research could explore adaptive
techniques for dynamically selecting or learning the most relevant substructures during training.
In response to this challenge, the following section proposes an approach that reduces the set of
substructures to be precomputed by leveraging CFG analysis.

3 Grammatical Path Network (GPN)
As shown by [13], path and cycle matrices are connected through Cl+1 = A⊙ Pl, for l > 1.

Thus, adding an intermediate variable to the CFG in Figure (1) with a rule containing the Hadamard
product ⊙ results into a CFG that can count cycles from path matrices. Consequently, we derive the
CFG in Figure 1, denoted as Gl.

Proposition 3.1
Gl can count cycles up to length l + 1 at edge-level.

Proof. Since P1 = A, we have that P1 ⊙ Pk = Ck+1 for 2 ⩽ k ⩽ l.

The application of the framework proposed in [6] to Gl results in the Grammatical Path Network. At
layer k, the batched Hadamard product of two sets of learnable linear combinations of path matrices
(see equation (3)), along with the path matrices and edge features, is fed into a MLP, denoted as
MLPM (see equation (4)). This process produces b(k) matrices, representing the rule E ⊙ E and the
terminal symbols P0 through Pl.

As in GSN, the node embedding matrix H(k) is then multiplied by these b(k) matrices, resulting in
b(k) × f (k) column vectors. These vectors are subsequently passed through another MLP, MLPVc

,
to produce f(k + 1) column vectors (see equation (2)), which corresponds to the rule MVc and the
terminal symbol H . Figure 1 illustrates a GPN layer. The input of the first layer of GPN is the node
feature matrix H . Since GPN is derived from Gl, it retains the ability to count cycles as an inherent
property.

S
(k)
1 , · · · , S(k)

s(k) = Linear1(P1, · · · , P6)⊙ Linear2(P1, · · · , P6) (3)

M
(k)
1 , · · · ,M (k)

b(k) = MLPM (F1, · · · , Fm, P1, · · · , P6, S
(k)
1 , · · · , S(k)

s(k)) (4)

H(k+1) = MLPVc
(M

(k)
1 H(k), · · · ,M (k)

b(k)H
(k)) (5)

Precomputation and time complexity: As mentioned in our introduction, [13] developed the more
efficient explicit formulas for computing path matrices up to length 6, as mentioned in [15]. These
formulas have the same time complexity as matrix multiplication ( O

(
n3

)
), while the worst-case

complexity of the algorithm used in [8] is O
(
nk

)
, where n is the number of vertices in the graph and

k is the path length. The formulas and an evaluation of the precomputation time of GSN an GPN are
provided in appendix A and B of the supplementary material.

Since the Hadamard product and the aggregation step MVc share the same computational complexity,
the overall time complexity of GPN scales quadratically with the number of nodes(O

(
n2

)
). An

experiment on the time computation of GPN compared with GIN can be found in Appendix B of the
supplementary material.

4 Experiments
This section aims to respond to two questions.
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Q1: Can GPN count cycles at node level? To address Q1, we adopt the experimental setup from
[9] on the synthetic dataset introduced by [16]. The task involves node-level regression to predict
the number of cycles of length 3 to 6 that a node participates in. We evaluate the performance of the
GPN model in comparison to various types of Graph Neural Networks (GNNs), categorized by their
ability to count cycles at the node level.

For models unable to count cycles as described in [7], we select GIN [1], an MPNN model.
Additionally, we include ID-GNN [17] and NGNN [18] to provide more detailed comparisons.
These subgraph GNNs can count cycles of length up to 4 at the node level but are unable to count
cycles longer than 4, as noted by [9]. Finally, we compare GPN against PPGN [4], I2-GNN [9], and
G2N2 [6], which can count cycles up to length 6.

In all experiments, we employ one layer of GPN with a node dimension of 2 and an edge dimension
of 2. The Adam optimizer [19] from PyTorch is used without weight decay or dropout, with an
initial learning rate of 0.01, which decreases by a factor of 0.95 with a patience of 25 epochs without
amelioration on the validation set. The results are presented in Table 1.

Model GIN ID-GNN NGNN I2-GNN PPGN G2N2 GPN (ours)

triangle 0.3515 0.0006 0.0003 0.0003 0.0003 0.0002 0.0001
4-cycle 0.2742 0.0022 0.0013 0.0016 0.0009 0.0002 0.0001
5-cycle 0.2088 0.0490 0.0402 0.0028 0.0036 0.0018 0.0001
6-cycle 0.1555 0.0495 0.0439 0.0082 0.0071 0.0052 0.0003

Table 1: Normalized MAE results for counting cycles at the node level on a synthetic dataset. Results
are taken from [9].

Across all tasks, GPN consistently outperforms GIN. Furthermore, GPN exhibits superior
performance compared to more complex models, such as subgraph GNNs, PPGN, and G2N2. These
results provide a positive answer to Q1.

Q2: Can GPN achieve equivalent results to a GSN that uses cycles as inputs? To address
Q2, we evaluate GPN on the ZINC 12K dataset [20]. We compare GPN with the version of GSN
with cycles precomputation, which achieved the best results following the procedure outlined in
[21]. The results for GSN are sourced from [8]. To ensure a fair comparison, we configure GPN’s
hyperparameters to remain under 500K parameters. Node features are one-hot encoded. We employ
two layers of GPN with a node dimension of 64 and an edge dimension of 33, resulting in a model
with less than 300K parameters. The ADAM optimizer is used, with layer normalization, weight
decay at 0.02 but without dropout. The results are presented in Table 2.

Model parameters MAE
GSN [8] ∼ 500K 0.101± 0.010

GPN ∼ 300K 0.0972± 0.0038

Table 2: Mean MAE over 10 seeds on ZINC 12K. The lower, the better.

GPN achieved results comparable to GSN without the need for precomputing cycle counts.
Furthermore, GPN accomplished this using only two layers. This provides a positive answer to Q2.
We also evaluate GPN on classification tasks, results and discussion can be found in Appendix B.

5 Conclusion
In conclusion, this paper introduces GPN, a novel method for enhancing the expressiveness of GNNs
to efficiently capture cycles within graph structures. By precomputing paths instead of explicitly
counting cycles, GPN achieves performance comparable to GSN that rely on cycle precomputation.
This study highlights CFG as an effective tool for developing more expressive GNNs. Future research
could extend this approach to other graph substructures and further refine the balance between
expressiveness and computational efficiency.
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This document provides additional content to the main paper.

A Explicit formulas for path counting at edge level
The most effective explicit formulas discovered to date for calculating the number of 2 through 6
paths connecting two nodes were proposed by [13]. Let J denote a matrix of the same dimensions
as A, where all off-diagonal elements are set to one and all diagonal elements are set to zero. The
2-path formula is

P2 = J⊙A2. (6)

The 3-path formula is

P3 = J⊙A3 − (I⊙A2)A−A(I⊙A2) +A. (7)

The 4-path formula is

P4 = J⊙A4 − J⊙ (A(I⊙A2)A) + 2(J⊙A2) (8)

− (I⊙A2)(J⊙A2)− (J⊙A2)(I⊙A2)

−A(I⊙A3)− (I⊙A3)A+ 3A⊙A2.

The 5-path formula is

P5 = J⊙A5 − (I⊙A4)A−A(I⊙A4)− (I⊙A3)(J⊙A2)− (J⊙A2)(I⊙A3) (9)

− (I⊙A2)(J⊙A3)− (J⊙A3)(I⊙A2)− J⊙ (A(I⊙A3)A) + 3A⊙A3

+ 2A(I⊙A2)(I⊙A2) + 2(I⊙A2)(I⊙A2)A+ 3A⊙A2 ⊙A2 + (I⊙A2)A(I⊙A2)

− J⊙ (A(I⊙A2)A2)− J⊙ (A2(I⊙A2)A) + 3J⊙ ((A⊙A2)A) + 3J⊙ (A(A⊙A2))

+ (I⊙ (A(I⊙A2)A))A+A(I⊙ (A(I⊙A2)A))− 6(I⊙A2)A− 6A(I⊙A2)

− 4A⊙A2 + 3J⊙A3 + 4A.

The 6-path formula is

P6 = J⊙A6 − (I⊙A5)A−A(I⊙A5)− (I⊙A2)(J⊙A4)− (J⊙A4)(I⊙A2) (10)

− (I⊙A4)(J⊙A2)− (J⊙A2)(I⊙A4)− J⊙ (A(I⊙A4)A) + 3A⊙A4

− (J⊙A3)(I⊙A3)− (I⊙A3)(J⊙A3)− J⊙ (A(I⊙A2)A3)− J⊙ (A3(I⊙A2)A)

− J⊙ (A(I⊙A3)A2)− J⊙ (A2(I⊙A3)A) + 4A(I⊙A2)(I⊙A3) + 4(I⊙A3)(I⊙A2)A

+ 6A⊙A2 ⊙A3 + (I⊙A2)A(I⊙A3) + (I⊙A3)A(I⊙A2) + 3J⊙ ((A⊙A3)A)

+ 3J⊙ (A(A⊙A3)) + (I⊙ (A(I⊙A3)A))A+A(I⊙ (A(I⊙A3)A))− J⊙ (A2(I⊙A2)A2)

+ 2A(I⊙A2)(I⊙A2) + 2(I⊙A2)(I⊙A2)A+ J⊙A2 ⊙A2 ⊙A2 + (I⊙A2)(J⊙A2)(I⊙A2)

+ 3J⊙ ((A⊙A2)A2) + 3J⊙ (A2(A⊙A2)) + (I⊙ (A(I⊙A2)A))(J⊙A2) + (J⊙A2)(I⊙ (A(I⊙A2)A))

+ J⊙ ((I⊙A2)A(I⊙A2)A) + J⊙ (A(I⊙A2)A(I⊙A2)) + 2J⊙ (A(I⊙A2)(I⊙A2)A)

+ (I⊙ (A(I⊙A2)A2))A+A(I⊙ (A(I⊙A2)A2)) + (I⊙ (A2(I⊙A2)A))A+A(I⊙ (A2(I⊙A2)A))

+ 3J⊙ ((A⊙A2 ⊙A2)A) + 3J⊙ (A(A⊙A2 ⊙A2))− 12(I⊙A2)(A⊙A2)− 12(A⊙A2)(I⊙A2)

− 4J⊙A2 ⊙A2 − 8A⊙ (A(A⊙A2))− 8A⊙ ((A⊙A2)A)− 3A⊙ (A(I⊙A2)A)

+ 3J⊙ (A(A⊙A2)A) + J⊙ (A(I⊙ (A(I⊙A2)A))A)− 4J⊙ (A(A⊙A2))− 4J⊙ ((A⊙A2)A)

+ 4J⊙A4 − 5A(I⊙A3)− 5(I⊙A3)A− 4(I⊙ (A(A⊙A2)))A− 4A(I⊙ (A(A⊙A2)))

− 4(I⊙ ((A⊙A2)A))A− 4A(I⊙ ((A⊙A2)A))− 7(I⊙A2)(J⊙A2)− 7(J⊙A2)(I⊙A2)

− 10J⊙ (A(I⊙A2)A) + 44A⊙A2 + 12J⊙A2.

B Experiments on TUD [22]
We evaluate GPN on the classical TUD benchmark ([22]), using the evaluation protocol of [1].
Results of GNNs and Graph Kernel are taken from [8]. For each of the 5 experiments related to this

7



Grammatical Path Network: You want cycles, follow this path.

Table 3: Results on TUD dataset. The metric is accuracy, the higher, the better.

Dataset MUTAG PTC Proteins NCI1 IMDB-B

WL kernel [23] 90.4±5.7 59.9±4.3 75.0±3.1 86.0±1.8 73.8±3.9
GNTK [24] 90.0±8.5 67.9±6.9 75.6±4.2 84.2±1.5 76.9±3.6
DGCNN [25] 85.8±1.8 58.6±2.5 75.5±0.9 74.4±0.5 70.0±0.9
IGN [2] 83.9±13.0 58.5±6.9 76.6±5.5 74.3±2.7 72.0±5.5
GIN [1] 89.4±5.6 64.6±7.0 76.2±2.8 82.7±1.7 75.1±5.1
PPGNs [4] 90.6±8.7 66.2±6.6 77.2±4.7 83.2±1.1 73.0±5.8
Natural GN [26] 89.4±1.60 66.8±1.79 71.7±1.04 82.7±1.35 74.8±2.01
WEGL [27] N/A 67.5±7.7 76.5±4.2 N/A 75.4±5.0
GIN+GraphNorm [28] 91.6±6.5 64.9±7.5 77.4±4.9 82.7±1.7 76.0±3.7
GSNs [8] 92.2±7.5 68.2±7.2 76.6±5.0 83.5±2.0 77.8±3.3
GPN 97.3±3.5 73.8±3.9 80.1±2.8 84.45±1.1 74.8±4.6

Figure 2: On the left, time consumption of GPN and GIN on PROTEINS dataset. On the right, time
preconsumption of GPN and GSN (log scale) on IMDB-MULTI dataset for path of length 3 and 6.

dataset, we use 3 layers of GPN, with node dimension of 64, edge dimension of 8. We do not use
dropout, except on NCI1 dataset where it is set to 0.2. Complete results are given in Table 3.

For the MUTAG, PTC, and NCI1 datasets, GSN achieved its best performance by precomputing
cycles. We initially expected GPN to yield comparable results; however, GPN exceeded expectations,
delivering results significantly better than GSN. On the Proteins dataset, GPN also outperformed GSN,
despite GSN utilizing 4-clique precomputation to achieve its best results. We hypothesize that GPN
may be capturing a broader range of substructures than initially anticipated, which warrants further
investigation. For the IMDB-B dataset, where GSN precomputes 5-cliques, GPN’s performance was
below that of GSN.

We evaluated the computational time of GPN on the Proteins dataset, as well as the precomputation
times of both GPN and GSN on the IMDB-MULTI dataset, with the results shown in Figure 2. This
analysis confirms the quadratic inference complexity of GPN. However, for graphs with fewer than
150 nodes, the results indicate that the computation time ratio between GIN and GPN is below 2.
Regarding precomputation, the evaluation underscores the efficiency gains provided by the [13]
formulae.
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