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ABSTRACT

Most non-linear neural networks are known to have poor local minima (Yun et al.,
2019) and it is shown that training a neural network is NP-hard (Blum & Rivest,
1988). A line of work has studied the global optimality of neural networks in
various settings but unfortunately all previous networks without spurious local
minima are linear networks or networks with unrealistic assumptions. In this work
we demonstrate for the first time that a non-linear neural network can have no poor
local minima under no assumptions.
Recently, a number of papers considered complex-valued neural networks
(CVNNs) in various settings and suggest that CVNNs have competitive or even
preferable behaviour compared to real-valued networks. Unfortunately, there is
currently no theoretical analysis on the optimization of complex-valued networks,
given that complex functions usually have a disparate optimization landscape.
This is the first work towards analysing the optimization landscape of CVNNs.
We prove a surprising result that no spurious local minima exist for one hidden
layer complex-valued neural networks with quadratic activation. Since CVNNs
can have real-valued datasets and there are no assumptions, our results are ap-
plicable to practical networks. Along the way, we develop a novel set of tools
and techniques for analyzing the optimization of CVNNs, which may be useful
in other contexts. Lastly, we prove spurious local minima exist for CVNNs with
non-analytic CReLU activation.

1 INTRODUCTION

Neural networks have seen great success empirically, inspiring a lot of work theoretically, but most
of them are real-valued networks. Thus, exploring complex-valued neural networks(CVNNs) is an
interesting potential way to find better architectures. A number of papers considered CVNNs and
suggested that CVNNs have richer representational capacity, faster learning ability, better general-
ization, and noise-robust memory mechanisms compared to real-valued networks (Trabelsi et al.,
2018; Hirose & Yoshida, 2012; Arjovsky et al., 2016; Danihelka et al., 2016; Wisdom et al., 2016).
This naturally leads one to inquire about the optimization landscape of CVNNs, in comparison to
that of real-valued neural networks

The minimum modulus principle (MMP) is a fundamental result in complex analysis which can be
roughly viewed as a statement that “analytic functions have no spurious local minima” with respect
to the modulus. Below is a graph that compares a same function, x sin(x), on different fields R
and C. Since complex numbers are not ordered, the y-axis on the right graph is the square of the
modulus of the range. We can see from Figure 1 that the left graph has many local minima while the
right graph only has global minima. Although most CVNNs are not analytic, the MMP still provides
an insight for us that there might be a potential for CVNNs to have a better optimization landscape
due to the properties of complex numbers. Note that fully-connected multi-layer perceptrons with
analytic activation functions are analytic with respect to either the input or each weight matrix.
Therefore we conjecture that all CVNNs with analytic activations have a superior landscape. It
should be noted that generally the loss function of a CVNN is not analytic because the loss is
calculated by summing modulus. Non-analytic functions not only lose the MMP but also are non-
differentiable. Thus, analyzing the optimization landscape of CVNNs is not trivial and can have no
connection with the MMP. The main technique we apply in this paper is called Wirtinger calculus
that we will describe later.
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Figure 1: Left: x sin(x) vs. x where x ∈ R. Right: ||z sin(z)||2 vs. z where z ∈ C. We plot the left
one in three dimensions for consistency.

1.1 RELATED WORK

1.1.1 COMPLEX-VALUED NEURAL NETWORKS

The study of complex-valued neural networks can be dated back to the last century (Benvenuto &
Piazza, 1992; Little et al., 1990; Georgiou & Koutsougeras, 1992; Nitta, 2002) in the signal pro-
cessing community. For some well-known deep learning architecture like CNN, RNN, and GAN,
there are complex-valued counterparts (Arjovsky et al., 2016; Danihelka et al., 2016; Wisdom et al.,
2016; Minin, 2012; Goodfellow et al., 2014; Guberman, 2016; Wolter & Yao, 2018; Dedmari et al.,
2018; Sun et al., 2019). More recently, CVNNs started to gain attention in deep learning commu-
nity. Trabelsi et al. (2018) proposed an extensive framework for complex-valued neural networks
and demonstrated that they have a competitive performance compared to real-valued networks.
Complex-valued RNNs were shown to have richer representational capacity, faster learning abil-
ity, and better memory mechanisms (Arjovsky et al., 2016; Danihelka et al., 2016; Wisdom et al.,
2016). Hirose & Yoshida (2012) showed that CVNNs have better generalization characteristics. A
connection between CVNNs and privacy protection was also explored (Xiang et al., 2020). In ad-
dition, a large number of papers have studied the application of CVNNs to fields such as quantum,
medicine, geoscience, audio, image, NLP, signal processing, and more (Grant et al., 2018; Dedmari
et al., 2018; Jingkun Gao & Li, 2019; Choi et al., 2019; Tay et al., 2018; Gaudet & Maida, 2018;
Pande et al., 2008). We can see from the above that CVNNs are not just a theoretical curiosity, and
have seen wide application in real-world problems.

1.1.2 OPTIMIZATION LANDSCAPE OF NEURAL NETWORKS

Since the loss function of neural networks is non-convex, analyzing the optimization landscape
of the loss is always hard. Given that poor local minima exist in common neural networks like
over-parametrized ReLU networks (Yun et al., 2019), people try to prove poor local minima do not
exist in other settings. Linear neural networks, for example, were proved to have no spurious local
minima although having a non-convex loss (Baldi & Hornik., 1989; Baldi & Lu, 2012; Kawaguchi,
2016). More recently, there are results of “no spurious local minima” on more networks such as
shallow quadratic networks and shallow ReLU networks (Wu et al., 2018; Soltanolkotabi et al.,
2019; Ghorbani et al., 2019). Unfortunately, all prior works make unrealistic assumptions of one
form or another, which we summarize and describe in Table 1. The assumptions we list in the table
below indicate unrealistic ones. For the results on linear networks, it is assumed that the covariance
of the training data is full rank, but this is not unrealistic.

Assumption A. A1p-m and A5u-m in (Kawaguchi, 2016).

Assumption B. Two hidden units. Weight vectors are unit-normed and orthogonal.

Assumption C. The weight vector v ∈ Rk connecting the hidden layer and the output node must
contain at least d positive entries and d negative entries where k ≥ 2d.
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Reference Model Linearity Assumptions

(Baldi & Hornik., 1989) Shallow linear networks Linear None
(Baldi & Lu, 2012) Shallow complex linear networks Linear None
(Kawaguchi, 2016) Deep linear networks Linear None
(Kawaguchi, 2016) Deep ReLU networks Non-linear Asm. A
(Wu et al., 2018) Shallow ReLU networks Non-linear Asm. B
(Soltanolkotabi et al., 2019) Shallow quadratic networks Non-linear Asm. C
(Ghorbani et al., 2019) Shallow quadratic networks Non-linear Asm. D

Ours Shallow complex quadratic networks Non-linear None

Table 1: Neural Networks Without Spurious Local Minima

Assumption D. Over-parametrization and feature vectors being Gaussian.

A5u-m is unrealistic as suggested in (Kawaguchi, 2016; Choromanska et al., 2015), where they
assumed independence between hidden nodes. Assumption B and C are restrictive, and are unlikely
to arise in real-world settings. Assumption C set the second weight vector to have at least d positive
weights and at least d negative weights. There is no way to guarantee such setting during and after
training, especially with algorithm like backpropagation. As for Assumption D, it is unlikely that the
feature vectors will be Gaussian in real-world problems. We can see all previous analysis on non-
linear neural networks have extremely unrealistic assumptions. Another work done in Kawaguchi
& Kaelbling (2020) and Liang et al. (2018) suggested that adding one neuron can distinguish all
spurious local minima, but local minima still exist with infinity norm. Our work has no assumption
as in all the above. It is, therefore, the first non-linear neural network that has no poor local minima
under no unrealistic assumption. Linearity is important because linear models can only fit data that
are linearly separable. However, with enough parameters non-linear neural nets can approximate
any function by universal approximation theorem (Cybenko.; Barron., 1993).

1.2 OUR CONTRIBUTION

We prove that one hidden layer CVNNs with quadratic activation have no spurious local minima.
The proof is built on (Soltanolkotabi et al., 2019), and it turns out that their assumptions can be
avoided in the complex-valued setting. Theorem 1 states our result formally.

Theorem 1. Assume the dataset is {xi, yi} for i = 1, 2, . . . , n with xi ∈ Cd and yi ∈ C. The
training model we consider is one hidden layer complex-valued neural networks with quadratic
activation. It is in the form of

x 7→ vTψ(Wx)

with ψ(z) = ψ((z1, . . . , zd)) = (z2
1 , . . . , z

2
d), W ∈ Ck×d, v ∈ Ck with vi 6= 0, and k ≥ d. Then

the training loss as a function of the weights W

L(W) =
1

2n

n∑
i=1

‖ yi − vTψ(Wxi) ‖2

=
1

2n

n∑
i=1

(yi − vTψ(Wxi))∗(yi − vTψ(Wxi))

has no spurious local minima, i.e. all local minima are global.

We require only the mild assumptions that v has non-zero entries and k ≥ d. If an entry of zero
is needed for achieving global minimum, we can make the corresponding row of W to be zero and
have the same loss as being a global minimum. For the same reason, note that for any non-zero
weights pair (W̃, ṽ) that achieves the global minimum can be rescaled to have the same loss with
any v we want. Thus, a global optimum with respect to W̃ is also a global optimum with respect to
(W̃, ṽ). k ≥ d implies the number of hidden nodes is larger than the number of input nodes, which
is very common in over-parametrized deep learning era.
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To prove Theorem 1 we make use of the semi-definite property of the Wirtinger hessian matrix. We
will show that a local minimum W must satisfy the expression in Lemma 3 which makes it to be a
global minimum. The first half of the proof is similar to the proof of Theorem 2.1 in (Soltanolkotabi
et al., 2019). We derive a nice and simple expression of the hessian multiplied by an arbitrary
direction U. Wirtinger calculus is used to extend their steps to the complex case. The second half
of the proof turns out to be very different because we avoided their main assumption that v having
at least d positive entries and at least d negative entries, which is unrealistic. By using the property
of complex numbers, we can show that a local minimum W must satisfy the expression in Lemma 3
by contradiction. A full proof can be found in Section 3.

We also explore the optimization landscape of CReLU activated CVNNs. See the definition of
CReLU in Appendix A.3.

Theorem 2. Assume the dataset is {xi, yi} for i = 1, 2, . . . , n with xi ∈ Rd and yi ∈ R. The train-
ing model we consider is one hidden layer complex-valued neural networks with CReLU activation.
It is in the form of

x 7→ vTCReLU(Wx)

with W ∈ Ck×d, and v ∈ Ck. Suppose the dataset is real-valued, xi’s are distinct, the hidden layer
has a width of at least 2, and cannot be fitted linearly, then the loss function

L(W) =
1

2n

n∑
i=1

‖ yi − vTCReLU(Wx) ‖2

has infinitely many spurious local minima.

Unlike quadratic functions, CReLU is not analytic. Therefore, CVNNs activated by CReLU having
poor local minima is not beyond our expectation. The proof is built on (Yun et al., 2019) with some
modifications to fit in the complex case. Firstly we construct a point that is as good as the global
minimum of a linear model. Then we prove that point is a local minimum. The rest of the proof is
the same as in (Yun et al., 2019). They showed that there exists a strictly better point to prove that
the local minimum is spurious. The proof is provided in Appendix A.3 due to space constraints.

2 PRELIMINARIES

In this section we provide some introduction to complex analysis and Wirtinger calculus. See more
definitions and lemmas in the appendix.

2.1 NOTATIONS AND USEFUL IDENTITIES

Let R denote the real field and C denote the complex field. Since both of them are fields, they share
many common properties. Notice that R ⊆ C and Rm×n ⊆ Cm×n. Let z = z1 + iz2 ∈ C, we use
||z|| =

√
z2

1 + z2
2 ∈ R to denote its modulus and z∗ = z1 − iz2 to denote its conjugate. R(z) and

I(z) are used to denote the real and imaginary part of a complex vector z ∈ Cn. For M ∈ Cm×n,
MT and M∗ are transpose and conjugate transpose of M, MC denotes the matrix whose entries are
conjugates of entries in M, Null(M) := {v |Mv = 0} denotes the null space, and vec(M) denotes
the vectorization of M. For z ∈ C and M ∈ Cm×n, we have z∗ = zC and M∗ = (MC)T .

2.2 COMPLEX FUNCTIONS

A complex function f : C 7→ C is given by f(z) = u(z) + iv(z). We can also think of f as f :
R2 7→ R2 where f(x, y) = (u(x, y), v(x, y)). A complex-valued multivariate function f : Cn 7→ C
is given by f(z) = u(z) + iv(z) where u(z), v(z) ∈ R. The function we will consider most in this
paper is a real-valued function with matrix input f : Cm×n 7→ R.

A complex function is analytic if it is differentiable at every point and the point’s neighbourhood in
the domain. An analytic function must satisfy the Cauchy Riemann equations (CRE). See Appendix
A.1.1 for the definitions of differentiable, analytic, CRE, and more. We mention that a non-constant
real-valued complex function does not satisfy the CRE and is not analytic.
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Recall that the loss function in Theorem 1 is

L(W) =
1

2n

n∑
i=1

‖ yi − vTψ(Wxi) ‖2

which is not analytic. However, yi − vTψ(Wxi) is analytic for each i, which indicates their deriva-
tives are well defined.

2.3 WIRTINGER CALCULUS

Since L(W) is not differentiable in the traditional sense, we require a new way of calculating the
complex gradient. Many non-differentiable complex functions are in fact differentiable in the real
sense if we treat Cn as R2n. L(W) is one of them. Wirtinger calculus, also known as the CR-
Calculus, is a neat way of deriving the derivatives. For a differentiable complex function, Wirtinger
derivatives are the same as the traditional derivatives. By using Wirtinger calculus we not only have
defined derivatives that reflect a function’s gradient, but also have meaningful results on the first and
second derivatives. Critical points, positive semi-definite Hessian, and Taylor expansions all have
their counterparts in Wirtinger calculus. We provide few important exposition of Wirtinger calculus
here. More explanations are provided in the appendix and a systematic introduction can be found in
(Kreutz-Delgado, 2005) and (Bouboulis, 2010).

Consider the complex-valued function f : Cn 7→ C, f(z) = u(x, y) + iv(x, y). The Wirtinger
derivative and the conjugate Wirtinger derivative are defined to be

∂f

∂z
:=

[
∂f

∂z1
, . . . ,

∂f

∂zn

]
,
∂f

∂zC
:=

[
∂f

∂z∗1
, . . . ,

∂f

∂z∗n

]
where

∂f

∂zj
:=

1

2

(
∂f

∂xj
− i ∂f

∂yj

)
=

1

2

(
∂u

∂xj
+

∂v

∂yj

)
+
i

2

(
∂v

∂xj
− ∂u

∂yj

)
,

∂f

∂z∗j
:=

1

2

(
∂f

∂xj
+ i

∂f

∂yj

)
=

1

2

(
∂u

∂xj
− ∂v

∂yj

)
+
i

2

(
∂v

∂xj
+
∂u

∂yj

)
.

Note that the Wirtinger derivative is well defined as long as the real functions u and v are differ-
entiable with respect to x and y. In our case, the loss function L(W) has well-defined Wirtinger
derivative.

See the definition of conjugate-complex derivative and conjugate-complex differentiable in the ap-
pendix. We now have the following lemma which follows directly from the definitions.

Lemma 1. If f is complex differentiable, then its Wirtinger derivative is the same as the normal
derivative, while the conjugate Wirtinger derivative is equal to zero.

∂f

∂z
= f

′
,
∂f

∂zC
= 0.

Similarly, if f is conjugate-complex differentiable, then its conjugate Wirtinger derivative is equal to
the normal conjugate-complex derivative, while the Wirtinger derivative is equal to zero.

∂f

∂zC
= f

′

∗,
∂f

∂z
= 0.

Wirtinger derivative share many properties as normal derivatives like linearity, product rule, and
chain rule. We have more explanations in the appendix.

Lastly we provide expressions for Wirtinger gradient, Wirtinger Hessian, and the second order Tay-
lor’s expansion formula.

∇̃f(z) =

[
∂f

∂z
,
∂f

∂zC

]∗

∇̃2f(z) =

(
∂
∂z (∂f∂z )∗ ∂

∂zC (∂f∂z )∗

∂
∂z ( ∂f

∂zC )∗ ∂
∂zC ( ∂f

∂zC )∗

)
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f(z + h) = f(z) + (∇̃f(z))∗ ·
(

h
hC
)

+
1

2
(h∗,hT ) · ∇̃2f(z) ·

(
h

hC
)

+ o(||h||2)

A point z is called a critical point of f if and only if ∇̃f(z) = 0. Since the loss function we will
be analyzing is real-valued, as in the standard setting, if W is a local minimum of L(W), then the
Wirtinger’s Hessian of L(W) is positive semi-definite. The formal statement is provided in Section
3 and the proof can be found in the appendix.

3 CVNNS HAVE BETTER OPTIMIZATION LANDSCAPE

We prove Theorem 1 in this section step by step. The framework and techniques used here can
provide insights for future work in analysing the optimization landscape of complex networks.

3.1 DERIVATIVE CALCULATIONS

Firstly we observe that L(W) is a function which maps complex input to real output, i.e. L(W) :
Ck×d 7→ R, and it is not differentiable because conjugate functions do not satisfy the CRE (Cauchy-
Riemann Equation). Now let L(W) = 1

2n

∑n
i=1 Li(W)∗Li(W) where Li(W) : Ck×d 7→ C given

by Li(W) = yi − vTψ(Wxi). Observe that Li(W) is complex differentiable in the traditional
sense and thus Li(W) has well-defined first and second derivatives. For a fixed i, we let Gi(W) =
Li(W)∗Li(W). We now show how to calculate the derivatives ofLi(W) and Gi(W). The derivatives
of L(W) follow easily by linearity.

3.1.1 DERIVATIVE CALCULATIONS OF Li(W)

Now we have
Li(W) = vTψ(Wxi)− yi

which is complex differentiable. The first derivative with respect to the q-th row of W is denoted by
∇wqLi(W) and we have

∇wqLi(W) = vqψ
′
(〈wq, xi〉)xi

∇WLi(W) = Dvψ
′
(Wxi)xTi

where Dv = diag(v1, . . . , vk). And the second derivatives
∂2

∂w2
p

Li(W) = vpψ
′′
(〈wp, xi〉)xixTi

∂2

∂wpwq
Li(W) = 0

for p 6= q.

3.1.2 DERIVATIVE CALCULATIONS OF Gi(W)

By the product rule of Wirtinger calculus, we have
∇WGi(W) = ∇W(L∗iLi)(W) = ∇WL∗i (W)Li(W) +∇WLi(W)L∗i (W) = ∇WLi(W)L∗i (W).

∇WL∗i (W)Li(W) = 0 since L∗i is conjugate-complex differentiable. Similarly,
∇WCGi(W) = ∇WC (L∗iLi)(W) = ∇WCL∗i (W)Li(W)+∇WCLi(W)L∗i (W) = ∇WCL∗i (W)Li(W).

Based on that we have the second derivatives
∇2

WGi(W) = ∇2
WLi(W)L∗i (W)

∇2
WCGi(W) = ∇2

WCL∗i (W)Li(W)

∇wp∇wC
p
Gi(W) = v∗pvpψ

′
(〈wp, xi〉)∗ψ

′
(〈wp, xi〉)xCi xTi

∇wq∇wC
p
Gi(W) = v∗pvqψ

′
(〈wp, xi〉)∗ψ

′
(〈wq, xi〉)xCi xTi

∇wC
p
∇wpGi(W) = v∗pvpψ

′
(〈wp, xi〉)∗ψ

′
(〈wp, xi〉)xix∗i

∇wC
q
∇wpGi(W) = vpv

∗
qψ

′
(〈wp, xi〉)ψ

′
(〈wq, xi〉)∗xix∗i .

Notice that∇W∇WCGi(W) and ∇WC∇WGi(W) are kd× kd matrices.
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3.2 TECHNICAL LEMMAS

We provide some important lemmas before proving the theorem. The proofs can be found in the
appendix.

Lemma 2. If W̃ is a local minimum of L(W̃),

0 ≤ (h∗,hT ) · ∇̃2L(W̃) ·
(

h
hC
)
∈ R

where

∇̃2L(W̃) =

(
∇W∇WCL(W̃) ∇2

WCL(W̃)

∇2
WL(W̃) ∇WC∇WL(W̃)

)
for all h ∈ Ckd.

Proof. See Appendix.

Lemma 3. (Extension of Lemma 6.1 in (Soltanolkotabi et al., 2019) to the complex case.) Any
point W̃ ∈ Ck×d obeying

1

2n

n∑
i=1

(xTi W̃
T

diag(v)W̃xi − yi)∗xixTi =
1

2n

n∑
i=1

L∗i (W̃)xixTi = 0

is a global optimum of the loss function

L(W) =
1

2n

n∑
i=1

‖ xTi WT diag(v)Wxi − yi ‖2

=
1

2n

n∑
i=1

‖ yi − vTψ(Wxi) ‖2 .

Proof. See Appendix.

3.3 PROOF OF THEOREM 1

Let W ∈ Ck×d be a local minimum. Let U ∈ Ck×d be an arbitrary direction and h = vec(U). We
define

H =
1

2
(h∗,hT ) · ∇̃2L(W) ·

(
h

hC
)

=
1

2
(vec(U)∗, vec(U)T )

(
∇W∇WCL(W) ∇2

WCL(W)
∇2

WL(W) ∇WC∇WL(W)

)(
vec(U)

vec(U)C

)
By linearity,

H =
1

2
(vec(U)∗, vec(U)T )

(
1

2n

∑n
i=1∇W∇WCGi(W) 1

2n

∑n
i=1∇2

WCGi(W)
1

2n

∑n
i=1∇2

WGi(W) 1
2n

∑n
i=1∇WC∇WGi(W)

)(
vec(U)

vec(U)C

)
.

For each term we have

(vec(U)∗, vec(U)T )

(
∇W∇WCGi(W) ∇2

WCGi(W)
∇2

WGi(W) ∇WC∇WGi(W)

)(
vec(U)

vec(U)C

)
= 2R(vec(U)T∇2

WGi(W)vec(U) + vec(U)∗∇W∇WCGi(W)vec(U)).

Now we consider two cases. Case 1 is for rank(DvW) = d and case 2 is for rank(DvW) < d.
For the first case, since k ≥ d and rank(DvW) = d, DvW has a left inverse K ∈ Cd×k such
that KDvW = I. Notice that by ∇WL(W) = 0 and ∇WL(W) = 1

2n

∑n
i=1∇WLi(W)L∗i (W) =

DvW( 1
n

∑n
i=1 L∗i (W)xixTi ), we have

DvW(
1

n

n∑
i=1

L∗i (W)xixTi ) = 0.
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Multiplying both sides by K we get

1

n

n∑
i=1

L∗i (W)xixTi = 0,

which concludes the proof by Lemma 3.

For the second case, we can let U = abT with a ∈ Ck and Dva ∈ Null(WT ). b ∈ Cd is an arbitrary
vector. We now show that vec(U)∗∇W∇WCGi(W)vec(U) = 0. Recall that

∇wC
p
Gi(W) = ∇wC

p
L∗i (W)Li(W) = v∗pψ

′
(〈wp, xi〉)∗xCi Li(W)

∇wp
∇wC

p
Gi(W) = v∗pvpψ

′
(〈wp, xi〉)∗ψ

′
(〈wp, xi〉)xCi xTi =‖ vpψ

′
(〈wp, xi〉) ‖2 xCi xTi

∇wq
∇wC

p
Gi(W) = v∗pvqψ

′
(〈wp, xi〉)∗ψ

′
(〈wq, xi〉)xCi xTi .

Therefore we can treat∇W∇WCGi(W) as a k×k matrix with each entry being a d×d matrix. Now
by some algebra we have

vec(U)∗∇W∇WCGi(W)vec(U) =‖ xTi WTDvUxi ‖2

where
xTi WTDvUxi = xTi WTDvabT xi = 0.

Now by linearity and Lemma 2 we have

H =
1

2n
R(vec(U)T

n∑
i=1

∇2
WGi(W)vec(U)) ≥ 0

where
n∑
i=1

vec(U)T∇2
WGi(W)vec(U) =

n∑
i=1

vec(U)T∇2
WLi(W)L∗i (W)vec(U)

= 2

n∑
i=1

L∗i (W)(xTi UTDvUxi)

= 2(aTDva)bT
(

n∑
i=1

L∗i (W)xixTi

)
b.

We argue that we can assume (aTDva) 6= 0 here. The reason is the following. Since a 6= 0, there
is an entry ai 6= 0. Suppose aTDva = 0, we can multiply vi by 4 and multiply the the i′th row
of W by 1

2 . Now aTDvnewa = 3via
2
i 6= 0. Note that the two weight matrices W and Wnew have

the same null space. By lemma 2 the old matrix W together with v is a global minimum if and
only if the new matrix Wnew together with vnew is a global minimum, because their corresponding
M = WT diag(v)W is the same. Therefore, proving Wnew is a global minimum of Li is equivalent
to proving W is a global minimum. Thus, we can assume (aTDva) 6= 0 without loss of generality.

Let 2(aTDva) = a1 + ia2 ∈ C and bT
(∑n

i=1 L∗i (W)xixTi
)

b = b1 + ib2 ∈ C. We now prove∑n
i=1 L∗i (W)xixTi = 0 by contradiction. Since H = 1

2nR((a1 + a2i) · (b1 + b2i)) = 1
2n (a1b1 −

a2b2) ≥ 0, we prove if
∑n
i=1 L∗i (W)xixTi 6= 0 then H < 0 for some (b1, b2). Since for a fixed

pair (a1, a2) we can make a1b1 − a2b2 a negative number simply by setting the signs of (b1, b2)
according to the signs of (a1, a2). For example, if a1 > 0 and a2 < 0 then a1b1 − a2b2 < 0 for
(b1, b2) that b1 < 0 and b2 < 0. Now let

M =

n∑
i=1

L∗i (W)xixTi 6= 0,M∈ Cd×d.

LetMi,j denotes the entry on the i’th row and the j’th column ofM.

We prove that we can have any sign on b1 and b2, which impliesM must be zero. Suppose there
exists a i ∈ [d] such that Mi,i 6= 0, then we let b = (0, . . . , βi, . . . , 0)T where βi can be any
complex number we want. Therefore, b1 + ib2 =Mi,i · β2

i can have any sign. SupposeMi,i = 0
for all i ∈ [d] and Mi,j 6= 0 for some (i, j), then we let b = (0, . . . , βi, . . . , 0, . . . , βj , . . . , 0)T .
Now b1 + ib2 = 2Mi,j · βi · βj which can have any sign.

Therefore, W is a global minimum by Lemma 3.
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4 DISCUSSION AND FUTURE WORK

We studied the optimization of complex-valued neural networks for the first time. We proved spu-
rious local minima do not exist for a CVNN with analytic activation. The properties of complex
numbers endow CVNNs with better optimization landscape compared to real-valued networks. Our
result can serve as a strong reason for using complex networks. We showed that spurious local min-
ima exist for a CVNN with non-analytic activation. Thus, a promising future research direction will
be investigating the optimization landscape of CVNNs with analytic activations, for example, tanh.
It will also be interesting to extend our result to deep networks. Therefore, complex-valued neural
networks have the potential to be deep non-linear neural networks with practical activations having
no spurious local minima. Such result would be invaluable in modern deep learning era because
existence of poor local minima is one of the most intractable problems in deep learning due to the
non-convexity in optimization of neural networks.
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A APPENDIX

A.1 SUPPLEMENTS OF SECTION 2

A.1.1 MORE ON COMPLEX ANALYSIS

We provide some basic definitions of univariate complex functions. The generalization of multivari-
ate functions is the same as in the real case.

Let f : C 7→ C given by f(z) = u(z) + iv(z) where z = x+ iy.

Definition 1. Suppose that f is defined on some open neighbourhood of z0. Then, the derivative of
f at z0 is given by

f
′
(z0) = lim

∆z→0

f(z0 + ∆z)− f(z0)

∆z

where ∆z = ∆x+ i∆y, provided this limit exists. Such an f is said to be differentiable at z0.

Definition 2 (Analytic functions). A complex function f(z) is called analytic at the point z0 if it is
differentiable at z0 and in a neighbourhood of z0.

Some examples of analytic functions include all polynomials, trigonometric functions, and expo-
nential functions.

Definition 3 (Cauchy-Riemann equations). If f
′
(z) exists, the partials of u and v exist at (x, y) and

satisfy the Cauchy-Riemann equations

∂u

∂x
(x, y) =

∂v

∂y
(x, y) and

∂u

∂y
(x, y) = −∂v

∂x
(x, y).

Theorem 3 (Necessary conditions for differentiability). Suppose that f is differentiable at z. Then
the Cauchy-Riemann equations hold at z and f

′
(z) = ∂u

∂x (x, y)+i ∂v∂x (x, y) = ∂v
∂y (x, y)−i∂u∂y (x, y).

Theorem 4 (Sufficient conditions for differentiability). Suppose f(z) is defined throughout some
open neighbourhood U of the point z0 = x0+iy0, and suppose that ∂u∂x ,

∂u
∂y ,

∂v
∂x ,

∂v
∂y exist everywhere

in U . Then, if ∂u∂x ,
∂u
∂y ,

∂v
∂x ,

∂v
∂y are continuous at (x0, y0) and satisfy the Cauchy-Riemann equations

at (x0, y0), then f is differentiable at z0 and f
′
(z) = ∂u

∂x (x, y) + i ∂v∂x (x, y) = ∂v
∂y (x, y)− i∂u∂y (x, y).

Let z∗ denotes the conjugate of z and |z| denotes the modulus of z. We list some properties of
complex numbers. For all z, y ∈ C, we have the following.

|z∗| = |z|

zz∗ = |z|2

z−1 =
z∗

|z|2
if z 6= 0

R(z) =
z + z∗

2
and I(z) =

z − z∗

2i

|zy| = |z||y|
|zn| = |z|n

A.1.2 MORE ON WIRTINGER CALCULUS

We provide more details on Wirtinger calculus that we use in proving theorem 1.

Let f : Cn 7→ C given by f(z) = u(z) + iv(z) where z = x + iy.

Definition 4. Conjugate Cauchy Riemann conditions (CCRC).

∂u

∂x
= −∂v

∂y
and

∂u

∂y
=
∂v

∂x

12
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Proposition 1. If f is differentiable in the real sense at (x, y) and the CCRC hold, then f is
conjugate-complex differentiable.

Proposition 2. If f is conjugate-complex differentiable at z then u and v are differentiable in the
real sense and they satisfy the conjugate Cauchy Riemann conditions.

Proposition 3. If f is differentiable in the real sense, then

(
∂f

∂z
)C =

∂fC

∂zC
and (

∂f

∂zC
)C =

∂fC

∂z
.

Proposition 4 (Linearity). If f, g are differentiable in the real sense and α, β ∈ C, then

∂(αf + βg)

∂z
= α

∂f

∂z
+ β

∂g

∂z
,

∂(αf + βg)

∂zC
= α

∂f

∂zC
+ β

∂g

∂zC
.

Proposition 5 (Product Rule). If f, g are differentiable in the real sense, then

∂(f · g)

∂z
=
∂f

∂z
g +

∂g

∂z
f,

∂(f · g)

∂zC
=

∂f

∂zC
g +

∂g

∂zC
f.

Proposition 6 (Chain Rule). If f, g are differentiable in the real sense, then

∂(f ◦ g)

∂z
=
∂f

∂z
(g)

∂g

∂z
+

∂f

∂zC
(f)

∂gC

∂z
,

∂(f ◦ g)

∂zC
=
∂f

∂z
(g)

∂g

∂zC
+

∂f

∂zC
(f)

∂gC

∂zC
.

A.2 OMITTED PROOFS

A.2.1 PROOF OF LEMMA 2

We first prove that it is a real value. By linearity it is sufficient to show

(h∗,hT ) · ∇̃2Gi(W) ·
(

h
hC
)
∈ R.

Let h = vec(U) be an arbitrary direction. Since

(∇2
WGi(W))C = ∇2

WCGi(W)

and
(∇W∇WCGi(W))C = ∇WC∇WGi(W),

we have
(vec(U)T∇WC∇WGi(W)vec(U)C)C = vec(U)∗∇W∇WCGi(W)vec(U)

and
(vec(U)T∇2

WGi(W)vec(U))C = vec(U)∗∇2
WCGi(W)vec(UC).

Thus,

(vec(U)∗, vec(U)T )

(
∇W∇WCGi(W) ∇2

WCGi(W)
∇2

WGi(W) ∇WC∇WGi(W)

)(
vec(U)

vec(U)C

)
= (vec(U)T∇2

WGi(W)vec(U) + vec(U)T∇WC∇WGi(W)vec(UC)

+ vec(U)∗∇W∇WCGi(W)vec(U) + vec(U)∗∇2
WCGi(W)vec(UC))

= 2R(vec(U)T∇2
WGi(W)vec(U) + vec(U)∗∇W∇WCGi(W)vec(U)) ∈ R

13
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Now suppose W̃ is a local minimum, the second order expansion at W̃ is

L(W̃ + U) = L(W̃) + ∇̃L(W̃) ·
(

h
h

)
+

1

2
(h,h∗) · ∇̃2L(W̃) ·

(
h
h∗
)

+ o(||h||2).

Since W̃ is a local minimum, the gradient is zero. When ||h|| is small enough,

1

2
(h,h∗) · ∇̃2L(W̃) ·

(
h
h∗
)

= L(W̃ + U)− L(W̃) ≥ 0.

A.2.2 PROOF OF LEMMA 3

Let M = WT diag(v)W. Then loss function becomes L(M) = 1
2n

∑n
i=1 ‖ xTi Mxi−yi ‖2. By some

algebra, we write

L(M) =
1

2n

n∑
i=1

(x∗iM∗xT∗i xTi Mxi − 2R(y∗i xTi Mxi)+ ‖ yi ‖2).

Notice that x∗iM∗xT∗i xTi Mxi =‖ xTi Mxi ‖2. From the expression we can see L(M) is convex in M
becauseR(y∗i xTi Mxi) and xTi Mxi are linear with respect to M.

Now by Wirtinger calculus and the convexity,

M̃ being a global minimum of L(M)⇔ 1

2n

n∑
i=1

(xTi M̃xi − yi)∗xixTi = 0.

The rest follows the proof of Lemma 6.1 in (Soltanolkotabi et al., 2019).

A.3 EXISTENCE OF SPURIOUS LOCAL MINIMA IN CVNNS WITH CRELU

We prove spurious local minima exist for shallow CVNNs with CReLU. We define CReLU first.

Definition 5 (CReLU). ∀z ∈ C,

CReLU(z) = ReLU(R(z)) + iReLU(I(z))

where
ReLU(x) = max(0, x)

for x ∈ R. Thus ∀z ∈ Cn, CReLU(z) means (CReLU(z1), . . . ,CReLU(zn)).

As in (Yun et al., 2019), we make the activation in the proof to be more general.

Definition 6. ∀z ∈ C,
h(z) = ĥ(R(z)) + iĥ(I(z))

where
ĥ(x) = max(0, s+x) + min(0, s−x)

for x ∈ R. We let s+ > 0, s− ≥ 0 and s+ 6= s−. Note that CReLU is a member of this class.

We now prove Theorem 2. The proof is built on (Yun et al., 2019). The first step is to construct a local
minimum that is as good as the linear solution, which is essentially the same as in (Yun et al., 2019)
with some modifications. Let X ∈ Rd×n denotes the input data where each column corresponds to a
single data point. Without loss of generality, we define the augmented X̃ and W̃ to be [XT 1n]T and
[W b], and the loss function to beL(W̃1, W̃2) = 1

2n ‖W2h(W1X+b1)+b21Tn−y ‖2F . Note that the
expression of loss function here is more general than the expression we stated in Theorem 2. Now
we define a linear least square loss `(W) = 1

2n ‖WX̃− y ‖2F and its minimizer W̄ ∈ C1×(d+1). By

Wirtinger’s derivative we have∇`(W̄) = (WX̃− y)∗X̃
T

= 0. Let ȳ = W̄X̃ where ȳi = W̄[xTi 1]T .

14
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Let η ∈ C satisfies that R(η) = min{−1, 2miniR(ȳi)} and I(η) = min{−1, 2miniI(ȳi)}. Let
[M][d] denotes the first d components of M and [M]d+1 denotes the last component. As in (Yun
et al., 2019) we define parameters

Ŵ1 = α

[
[W̄][d]

0(k−1)×d

]
, b̂1 = α

[
[W̄]d+1 − η
−η1d−1

]
, Ŵ2 =

[
1

αs+
0(k−1)×d

]
, b̂2 = η,

and it can be checked that L(Ŵ1, b̂1, Ŵ2, b̂2) = 1
2n ‖ ȳ − y ‖2F= `(W̄). We now prove that it is a

local minimum of L. We slightly permute the parameters and prove their risk is always larger. Let
the permuted parameters be Ŵ1 + ε1, b̂1 + δ1, Ŵ2 + ε2, and b̂2 + δ2. Note that

(W̄X̃− y)∗X̃
T

= (ȳ− y)∗[XT 1n] = 0,

which means (ȳ − y)∗XT = 0 and (ȳ − y)∗1n = 0. We mention that for a matrix M ∈ Ck×n its
Frobenius norm can be written as

‖M ‖2F=

k∑
i=1

n∑
j=1

|mij |2 = trace(M∗M).

Therefore, for small enough ε1 and δ1 such that (Ŵ1 + ε1)xi + b̂1 + δ1 > 0 for all i,

L(Ŵ1 + ε1, b̂1 + δ1, Ŵ2 + ε2, b̂2 + δ2)

=
1

2n
‖ ȳ− y + s+(Ŵ2ε1 + Ŵ1ε2 + ε1ε2)X + s+(Ŵ2δ1 + ε2b̂1 + ε2δ1)1Tn ‖2F

=
1

2n
‖ ȳ− y ‖2F +

1

2n
‖ s+(Ŵ2ε1 + Ŵ1ε2 + ε1ε2)X + s+(Ŵ2δ1 + ε2b̂1 + ε2δ1)1Tn ‖2F

≥ L(Ŵ1, b̂1, Ŵ2, b̂2).

Since the inequality holds for any α > 0, we showed that there are infinitely many local minima.
The rest of the proof follows the step 2 of the proof of Theorem 1 in (Yun et al., 2019). While
our networks are complex-valued, we assumed the dataset are real-valued in Theorem 2. Besides,
since Step 2 is to construct a point strictly better than the local minimum constructed before, the
rest part of the proof is exactly the same as in there. There is no need to extend their proof to the
complex-valued case. For readers who are not familiar with their proof, we provide a sketch proof.
They defined a set J := {j ∈ [m− 1]|

∑
i≤j(ȳi − yi) 6= 0, ȳj < ȳj+1} based on the y labels of the

dataset. There are two cases, J 6= ∅ and J = ∅, whose main ideas are essentially the same.

For the case of J 6= ∅, by careful choices of weights W̃1, b̃1, W̃2, b̃2, and parameters β, γ,
they showed the loss of the new weights are strictly better than that of the old weights. Let
ȳi = [W̃][dx]xi + [W̃]dx+1 and L0(W̄) denotes the loss of the previous local minimum. It was
shown that

L(W̃1, b̃1, W̃2, b̃2)

=
1

2

∑
i≤j0

(ȳi −
s+ − s−
s+ + s−

γ − yi)2 +
1

2

∑
i>j0

(ȳi +
s+ − s−
s+ + s−

γ − yi)2

= L0(W̄)− 2

∑
i≤j0

(ȳi − yi)

 s+ − s−
s+ + s−

γ +O(γ2)

which concludes the previous weight is spurious local minimum.
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Similarly, for the case of J = ∅, by careful choices of weights W̃1, b̃1, W̃2, b̃2, and parameters α,
β, γ, it was shown that

L(W̃1, b̃1, W̃2, b̃2)

=
1

2

∑
i≤j1

(ȳi − αuT xi −
s+ − s−
s+ + s−

γ − yi)2 +
1

2

∑
i>j1

(ȳi − αuT xi +
s+ − s−
s+ + s−

γ − yi)2

=
1

2

m∑
i=1

(ȳi − αuT xi − yi)2 +

∑
i>j1

(ȳi − αuT xi − yi)−
∑
i≤j1

(ȳi − αuT xi − yi)

 s+ − s−
s+ + s−

γ +O(γ2)

= L0(W̄)− α

[
m∑
i=1

(ȳi − yi)xTi

]
u +O(α2) +

∑
i>j1

(ȳi − yi)−
∑
i≤j1

(ȳi − yi)

 s+ − s−
s+ + s−

γ +O(αγ) +O(γ2)

which concludes the previous weight is spurious local minimum.
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