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ABSTRACT

Scaling test-time computation improves performance across different tasks on
large language models (LLMs), which has also been extended to tool-augmented
agents. For these agents, scaling involves not only “thinking” in tokens but also
“acting” via tool calls. Unlike tokens in textual reasoning, the number of tool calls
directly bounds the agent’s interaction with the external environment. To this end,
we study how to scale such agents under explicit tool-call budgets, focusing on
web search agents equipped with search and browse tools. We introduce CATS
(Cost-effective Agent Test-time Scaling), a budget-aware framework designed for
effective and efficient agent scaling. CATS integrates a lightweight budget tracker
that provides a continuous signal of remaining resources to the agent’s core mod-
ules, encouraging budget-aware adaptations in planning and verification. By con-
straining the number of tool calls and unifying the costs of both token and tool
consumption, we analyze the cost—performance scaling behavior in a more con-
trolled manner. Experiments across search-intensive benchmarks show that CATS
produces more favorable scaling curves, attaining higher accuracy with fewer tool
calls and lower overall cost. Our work advances a cost-conscious design for agent
test-time scaling and offers empirical insights toward a more transparent and prin-
cipled understanding of scaling in tool-augmented agents.

1 INTRODUCTION

Scaling test-time compute in large language models (LLMs) helps improve the performance across
a wide range of tasks including reasoning, coding (Snell et al.| 2024} [Muennighoff et al.| 2025} [Wu
et al., 2025} |Chen et al., 2025b). Mainstream scaling strategies such as sequential (Madaan et al.,
2023) and parallel scaling (Wang et al.l 2023; Brown et al., |2024) enable models to utilize more
effort, elicit deeper reflection, and refine their outputs, often leading to substantial gains in answer
quality (Zhang et al., [2025a). These successes motivate recent efforts to extend test-time scaling
to tool-augmented agents (Zhu et al., 2025b; Wang et al., |2025a), where LLMs are equipped with
various tools to interact with the external environment such as search engines or APIs.

Test-time scaling for tool-augmented agents expands both thinking (tokens) and acting (tool calls).
Unlike the token budget in textual reasoning (Han et al., 2025bj |Pu et al.} 2025)), in agent tasks such
as web browsing, the number of tool calls directly determines the depth and breadth of exploration,
defining the effective boundary of external information access. The challenge is not spending more,
but spending wisely: the marginal benefit per tool call is uncertain, so every budget should be spent
strategically.

The unique complexity brings up critical research questions in agent test-time scaling: How can
tool-augmented agents scale effectively by making the best use of given resource budgets? We study
this question in a budget-constrained setting, grounding our analysis in search agents equipped with
search and browse tools, which are widely used in practice (Googlel 2025} |OpenAll [2025) and in-
herently require extensive tool calls and multi-round interactions to collect external information. In
search agents, the major scaling effort is defined by the number of search and browse calls avail-
able to the agent. We further evaluate cost with a unified metric that jointly accounts for token
consumption and tool-call costs.

Intuitively, keeping the agent updated with the budgets is a simple yet effective step toward better
resource use. However, without additional guidance it still tends to perform shallow search (Lu et al.,
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2025) and underexplores even when budget remains. To this end, we propose CATS (Cost-effective
Agent Test-time Scaling), a budget-aware framework designed to scale test-time compute for agents
effectively and efficiently. CATS maintains a lightweight budget tracker that continuously reports
consumed and remaining budgets, and each module adapts its behavior to this signal. The planning
module dynamically adjusts stepwise effort to match current budget, while the verification module
decides whether to dig deeper along a lead or explore wider with alternative paths accordingly,
adapting between sequential and parallel scaling as needed. By steering decisions with explicit
budget awareness, CATS enables more deliberate and cost-conscious scaling.

Finally, we empirically study the relationship between overall resource cost and task performance
in agent test-time scaling by comparing different scaling frameworks under varying budgets. To
ensure fair and transparent comparison, we unify the actual cost of token usage and tool calls into a
single cost metric. Our results show that CATS produces more favorable scaling curves: it achieves
higher performance while using fewer tool calls and incurring lower overall cost. These findings in-
dicate the clear understanding under the budget constrained setting and demonstrate the potential of
budget-aware design for effective tool-augmented agents, highlighting the importance of explicitly
accounting for cost in agent test-time scaling.

We summarize our contributions as follows:

* We formalize budget-constrained agent test-time scaling with explicit tool-call budgets,
and introduce a unified cost that jointly accounts for tokens and tool calls, enabling fair and
transparent scaling comparisons.

* We introduce CATS, which maintains a lightweight budget tracker and adjusts step-wise
effort via budget-aware planning and verification, dynamically switching between deepen-
ing a lead and branching to alternatives.

* We conduct systematic experiments under varying budgets and unified costs with search
agents, demonstrating that CATS is more cost-effective than comparing methods, yielding
more favorable scaling curves and better cost—performance trade-offs.

2 PROBLEM FORMULATION

2.1 AGENT TEST-TIME SCALING

We formulate agent test-time scaling as how an agent’s performance scales with its budget for ex-
ternal tool-call interaction, refining the broader concept of test-time interaction scaling as discussed
in|Shen et al.| (2025). To make agent test-time scaling cost-effective, an ideal agent should be able to
achieve its best possible performance under an arbitrary budget constraint on the scaling curve. To
this end, our target is to design a cost-effective agent framework, 7, that maximizes answer accuracy
while adhering to a strict tool-call budget.

Assume the agent is equipped with a set of K tools as T = {¢1,...,tx}. For a given question
x € X, the agent works under a budget b = (b1,...,bx ), where b; is the maximum number of
invocations of tool ¢; € T. Let §,(z) denote the agent’s predicted answer for question = with
ground truth y(z) and let ¢;(x; m) be the realized number of calls to tool ¢; on . We formulate the
cost-effective agent test-time scaling problem as a budget-constrained optimization objective:

max Acep(m) = Eac[l{@w(x):y(l’)}]

st. ci(z;m) < b; foralli=1,...,K, andeveryxz € X

(D

Here the objective is the expected accuracy over all questions. The constraint ensures that for any
given question, the number of realized calls for each tool never exceeds its allocated budget. By
evaluating the agent performance at various budget levels, we can trace the performance-cost curve,
which characterizes the agent’s test-time scaling behavior, showing how effectively it leverages bud-
get resources to its problem solving capabilities.

Budget vs. Cost. We distinguish between the preset budget constraint, which specifies the maxi-
mum number of tool calls available to the agent, and the realized cost, which reflects the resources
actually consumed during execution. While the budget imposes a hard upper limit, the final cost
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depends on the agent’s strategy. To facilitate a more consistent and comprehensive comparison, we
introduce in Section [2.2]a unified post-hoc cost metric for analyzing agents’ test-time scaling.

Choice of Budget. Among possible constraints, we prioritize a tool-call budget over a token-based
budget for its relevance, consistency, and practicability. A tool-call limit offers a more relevant and
direct constraint on an agent’s ability to acquire external knowledge than the tokens used for internal
reasoning. This choice is also consistent with and justified by established practices in |Shen et al.
(2025). Furthermore, it offers greater practicability, as it is often non-trivial to pre-determine an
appropriate token budget for complex, multi-step agentic tasks. While the budget is defined by tool
calls, we still incorporate token usage into our unified cost metric (Section[2.2)) to ensure a more fair
and transparent comparison.

2.2 PROBLEM INSTANTIATION WITH SEARCH AGENT

In our work, we instantiate the test-time scaling problem with search agent, a setting selected for its
broad applicability and the presence of established benchmarks.

A search agent is an LLM that answers an information-seeking question x by retrieving external
evidence and reasoning over it. The agent follows an iterative ReAct-style loop (Yao et al., |2023),
alternating between internal thinking and external actions. The agent has access to two primary tools
for interacting with the world:

» Search. This tool helps perform a standard search engine query. Given a text query, it
returns a list of search results, each including a title, a brief snippet, and a URL.

* Browse. Given a specific URL, this tool scrapes the full content of the corresponding
webpage, providing detailed information that is often unavailable in a search snippet.

Unified Cost Metric. We model the agent’s total cost as the sum of consumed resources along two
dimensions: tokens and tool calls. To create a unified metric, we map both to their corresponding
€conomic costs.

* Token cost. This represents the agent’s internal cognitive effort, including its reasoning,
planning, and parametric knowledge processing. Token costs are calculated based on the
pricing of the model provider, distinguishing among input, output, and cache hit tokens.
In multi-round iterative frameworks, the output of iteration ¢ becomes part of the input for
iteration ¢ + 1. Any overlap is a cache hit, thereby lowering the token consumption cost.

* Tool call cost. This represents the agent’s active interaction with the external environment
through information-seeking actions. Each invocation of an external service (e.g., a search
query or a browsing request) incurs a cost determined by the pricing of the corresponding
API or third-party provider.

The total unified cost, Cysea(; ™), for solving a given question z under policy 7 is the sum of the
token cost and the tool call cost. Let ¢;(x; ) be the number of actual invocations to tool ¢; and P;
be the economic cost per invocation of ¢;. The unified cost metric is then defined as:
K
Cuniﬁed(x; 71—) = Ctoken (LL'; 77) + Z Ci(x; 71—) : P’L (2)
Token Cost
Total Tool Cost
Here, Cyopen(; ) represents the total cost incurred from token consumption during the agent’s rea-
soning process for question x. This formulation allows us to uniformally analyze the actual incurred
costs for each execution. These two dimensions are inherently coupled: additional tool calls gen-
erally increase token consumption, as the agent must process and reason over the retrieved external
information. Measuring this unified cost under varying budget constraints, b, enables a more com-
prehensive and consistent analysis across different policies.

3 CATS: COST-EFFECTIVE AGENT TEST-TIME SCALING

We propose CATS, a framework for scaling test-time resources for tool-augmented agents under
explicit budget. As shown in Figure[l] given an information-seeking question and a tool call budget,
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Question
=® Between 1990 and 1994 (Inclusive), what teams played in a soccer match with a Brazilian referee had four yellow cards, two for each team where three of the total four were not
C—_'J issued during the first half, and four substitutions, one of which was for an injury in the first 25 minutes of the match.
J Thinking & Planning
3 The tool budget is sufficient. Let’s carry out the plan.
Tool Call
* Budget Tracker _Jldentify Brazilian referees officiating in major tournaments 1990-1994.
‘ﬁ_,Q.} ?(;‘72:)3“"99“ 9= Cin the 1994 FIFA World Cup. lfk'] @ s
o ~J
URL Budget: [in the 1990 FIFA World Cup.
50/50 [in Copa América 1991 and 1993. Tool Response
Attempt 1 [CJFor each identified referee, find the matches they officiated.
Query 50/50 KN iterations [CJFor each match, find a detailed match report and verify the conditions.
URL50/50
\) Verification
L/ Answer Summary: The current plan has not been fully Success vl Answer 1&
O Contradiction. — (g executed..There are still several identified matches that —— Verification 1
= I could not find an answer. have not been checked, and the budget is sufficient to
complete this investigation. Remaining Budget
Decision: Continue Continue / Pivot Query Budget: 30 /50
URL Budget: 40 / 50
Budget Tracker 1 '
Attempt 2 8- g S N~/ - Answer 2&
Query 30/50 (,.51 Query Budget:30/50 — 8= — X — @ — >3 o)
URL 40/50 URL Budget: 40 /50 : s g
Budget Tracker U L !
Attempt K D U9 Answer Selection (" Answer 16 S Answer 26 ~‘<j— Answer K&
Query 0/50 (_,-\? Query Budget: 0/50 Verification 1 Verification 2/ \/ Verification K

URLO/50

URL Budget: 0/50 = =

Figure 1: Overview of the CATS framework. Given a question and per-tool budgets, the agent begins
with budget-aware thinking and planning, structured as a checklist. Each tool call consumes part of
the assigned budget, and the agent keeps iterating by reasoning over new information and updated
budgets. When an answer is proposed, CATS performs verification and decides to either continue,
pivot, or proceed to a new attempt with the remaining budget. CATS terminates when any of the
budgets are exhausted.

CATS first engages in internal thinking to decompose the constraints specified in the question and
formulate a structured plan of actions. Then the agent invokes tools by generating specific tokens
that trigger external APIs for search and browse actions. For the search tool, the agent issues queries
and receives candidate results. For the browse tool, an LLM processes the scraped webpage content
and produces a tailored web content summary and relevant findings. These outputs are appended
to the working sequence as tool responses, expanding the context with newly retrieved evidence. A
budget tracker is updated after each tool call, recording the resources used and the remaining budget.

Whenever the agent proposes a candidate answer, the verification module checks its validity and
decides whether to continue with the current sequence or start a new attempt with the remaining
budget. CATS terminates when any budgeted resource is exhausted. Finally, an LLM-as-a-judge
selects the best answer by evaluating all verified answers, along with their corresponding verification
details, from each attempt, to produce the final output.

The central design principle of CATS is budget awareness: the agent is continually updated on
its remaining budget in every iteration of execution. This persistent awareness not only adapts its
thinking, planning, and verification behaviors to the budget but also encourages the agent to make
full and effective use of its available resources.

3.1 BUDGET TRACKER

An explicit budget block records both usage and remaining resources throughout execution, updating
after each iteration. Beyond guiding decision-making, explicit budget tracking enforces effective
resource utilization. By making budget status transparent, the agent is encouraged to balance the
usage of different types of tools, fully leveraging the resources provided.

3.2 BUDGET-AWARE PLANNING

Planning in CATS incorporates both constraint decomposition and structured dynamic planning.
Information-seeking tasks require strategic planning to decompose the problem and allocate the
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budget to navigate the large search space efficiently. Selecting an appropriate starting point is crit-
ical: a well-chosen entry narrows the search space and conserves budget, while a poor choice can
quickly exhaust the budget. To address this, we prompt the agent to first perform constraint de-
composition and to categorize the clues implied in the question into two types: exploration and
verification. Exploration clues open new directions or candidate sets, whereas verification clues
help confirm details or filter among candidates. While a verification clue can sometimes provide a
direct shortcut to the answer, relying on it prematurely is risky, as it may consume resources without
guaranteeing progress.

The agent is further instructed to generate and maintain an explicit plan throughout execution. This
tree-structured plan acts as a dynamic checklist, recording step status, resource usage, and alloca-
tion, while guiding future actions. As shown in the planning block from Figure |1} a single step in
the plan represents a subtask that may require multiple tool calls to complete, for instance, several
searches followed by browsing and filtering to get a candidate list. The planning module then adapts
its exploration strategy to the budget: with more budget available, it can afford to explore multiple
complementary sources in parallel, whereas with limited budget, it must strategically prioritize the
most promising candidates. During execution, the agent continually revises the plan to reflect newly
acquired information, prune unproductive paths, and redirect progress toward promising leads.

By integrating constraint decomposition with budget-aware dynamic planning, the agent is able to
balance exploration and verification within a controllable search space, ensuring both efficiency and
reliability in information-seeking tasks.

3.3 BUDGET-AWARE SELF-VERIFICATION

Once the agent proposes an answer, the verification module revisits the trajectory and budget usage
to check its correctness. This process begins with a backward verification of the reasoning and tool
calling trajectory, evaluating each constraint specified in the question. For each of them, the module
determines whether it has been satisfied, contradicted, or remains unverifiable. This retrospective
reasoning systematically grounds the answer against the original requirements and clues.

Based on this analysis, the module produces a verification decision. If all constraints are satisfied, the
answer is marked as a success. If several constraints remain unverifiable but the trajectory appears
promising, provided the budget is sufficient for deeper exploration, the outcome is to continue ex-
ploration. In contrast, if contradictions are identified or the remaining budget cannot support further
investigation towards this lead, the agent is expected to terminate expensive or low-yield directions
early and pivot toward a different direction to avoid wasting tool call resources while resources are
still sufficient to pursue alternatives.

When the decision is to continue or pivot, the module also generates a concise summary of the
trajectory so far. This includes the reasoning history, intermediate conclusions, and suggestions for
optimization to avoid redundant exploration. Moreover, this summary serves as a condensed context,
replacing the previous lengthy trajectory to reduce token usage. By compressing the reasoning state
into a shorter form, the module ensures that subsequent exploration is not only better informed
but also more cost-effective in terms of context length. Together, budget-aware verification and
trajectory summarization allow the agent to balance correctness, resource efficiency, and context
management, ensuring reliable progress within budget constraints.

4 EXPERIMENTS

4.1 SETUP

Datasets. To benchmark web search agents, we employ the challenging information-seeking
datasets BrowseComp (Wei et al., [2025) and BrowseComp-zh (Zhou et al., 2025).

Baselines. We compare CATS against a range of models and agentic frameworks, including both
general-purpose base models (Hurst et al.,|2024; Jaech et al.,[2024}; \Comanici et al., 2025; |Anthropic
2025ab) and those specifically fine-tuned for agentic search tasks (Li et al.|[2025a} Liu et al.,|2025a;
Gao et al., 2025} [Lu et al., 2025). To evaluate the final answer accuracy, we use Gemini-2.5-Flash
as the judge model and adopt the evaluation prompt from [Phan et al.| (2025)).
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For scaling methods, we evaluate sequential and parallel scaling approaches applied to the Re-
Act (Yao et al.} 2023) baseline. For sequential scaling, to encourage the agent to use more tools
during its iterative execution, we follow the approach from textual reasoning (Muennighoft et al.,
2025) and append the sentence, “Wait, I must use both search and browse tools more before gen-
erating the final answer. Let me rethink.”, whenever the agent provides an answer. This process is
repeated until the agent’s tool budget is exhausted, after which it is prompted to produce the final
answer. For parallel scaling, we use temperature sampling to generate diverse reasoning paths. To
aggregate the results, we use Gemini-2.5-Flash to select the most common answer via a majority
vote (Wang et al.||2023). To enforce the budget constraint, we sample additional sequences until the
budget is exhausted. Thus the number of sampled sequences may vary across different questions.

4.2 IMPLEMENTATION DETAILS

We use Gemini-2.5-Flash and Gemini-2.5-Pro (Comanici et al.| 2025) as the default backbone mod-
els in our framework. By default, we disable the thinking mode by setting the thinking budget as 0
for flash and 1024 for pro models. The maximum number of new tokens for generation was set to
65,536. We use a temperature of 0.7 during agent execution to encourage exploration, and use a de-
terministic temperature of 0.0 for final answer selection and answer evaluation. We use the Google
Custom Search JSON API for search tools, and J ina.aﬂ for web browsing.

5 RESULTS

5.1 MAIN RESULTS

Table [T] shows the performance comparison across different web search agents. Under the strict
budget constraints of 100 tool uses for BrowseComp and 50 for BrowseComp-zh, CATS consis-
tently achieves better results than other baselines, obtaining 21.5% on BrowseComp and 41.9% on
BrowseComp-zh using Gemini-2.5-Pro. This indicates the effectiveness of our budget-aware design
in maximizing the efficiency of every tool call.

281 —e— CATS 281 —e— CATS
264 ~®- Parallel (majority vote) 261 ~®- Parallel (majority vote)

Accuracy (%)
s
Accuracy (%)
o
5

20 a0 60 100 120 140 160 0.2 0.4

80 0.6 0.8 1.0 12 14
# Avg Tool Call Avg Unified Cost ($)

(a) Scaling curve under budget constraints. (b) Scaling curve against average unified cost.

Figure 2: Scaling behaviors along (a) total number of tool calls and (b) average unified cost, evalu-
ated on a 200-example subset of BrowseComp using Gemini-2.5-Pro.

CATS achieves higher performance under the same budget constraint. To better understand the
scaling behavior, we vary the tool-call budget and evaluate performance on a random subset of 200
examples from BrowseComp for a manageable analysis. Figure [2a] shows the accuracy against the
average number of tool calls, including both search and browse. Across all budget levels, CATS
consistently outperforms the parallel majority-vote baseline, demonstrating that budget-aware adap-
tation leads to more effective use of limited tool calls.

CATS achieves higher performance when accounting for unified costs. Beyond tool-call counts,
we measure performance under a unified cost metric that incorporates both token usage and tool-call
expenses. As shown in Figure 2b] CATS achieves more favorable scaling curves, delivering higher
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Table 1: Performance comparison across web search agents. We denote results from our own ex-
periments with *; other baseline scores are cited from their respective publications. The “Training”
column specifies whether the model has been specifically trained on agentic web search tasks. For
our budget-constrained setting, BrowseComp is provided a budget of 100 tool uses per tool, while
BrowseComp-zh is limited to 50.

Method Training BrowseComp BrowseComp-zh
Model Only

GPT-40 X 0.6 6.2
Claude-3.7-Sonnet X 2.3 11.8
Gemini-2.5-Flash* X 2.7 239
Gemini-2.5-Pro* X 6.3 27.8
OpenAl ol X 9.9 29.1
Agentic Framework

OpenAl Deep research v 51.5 429
ASearcher v 5.2 15.6
WebSailor v 12.0 30.1
DeepDive v 14.8 25.6
WebExplorer v 15.7 32.0
Budget-constrained

Flash-Baseline X 10.3 29.4
Flash-Sequential X 135 29.8
Flash-Parallel X 14.1 29.8
Flash-CATS X 16.5 353
Pro-Baseline X 8.4 30.7
Pro-Sequential X 9.5 30.5
Pro-Parallel X 13.1 37.0
Pro-CATS X 21.5 41.9

accuracy at comparable or lower costs. This indicates that CATS not only improves effectiveness
under budget constraints but also yields better cost—performance trade-offs.

5.2 EARLY STOPPING

In this section, we evaluate how effectively agents perform under various budget constraints with-
out requiring it to exhaust all available resources. We analyze the performance of the agent’s first
attempt: for CATS, this is the first answer that passes its internal verification, while for the baseline,
it corresponds to a single generation pass. For both methods, if any tool budget is exhausted, the
agent is prompted to immediately generate a final answer based on its progress.

# Tool Calls
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S
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~
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# URL (Browse)
—e— Accuracy
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(a) Baseline on BrowseComp-zh.
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(b) CATS on BrowseComp-zh.

Figure 3: Comparison of early stopping on BrowseComp-zh.

Figure [3] compares the performance on the BrowseComp-zh dataset using Gemini-2.5-Pro. The x-
axis represents the predefined budget for both search and browse tool calls. The bars indicate the
average number of tool calls used, while the line plot shows the resulting first-attempt accuracy.
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Budget awareness allows CATS to scale effectively with increased resources. The baseline (Fig-
ure[3a) demonstrates poor resource management. It consistently underutilizes the browse tool (fewer
than 0.1 calls on average) and shows diminishing returns early, with accuracy stagnating at 30.7%
for all budgets of 30 and above. This indicates a lack of budget awareness, preventing it from lever-
aging increased resources. Conversely, CATS (Figure [3b) shows the advantage of budget-aware
framework. It strategically increases its use of both search and browse tools as the budget expands.
This balanced approach leads to a sustained improvement in accuracy, rising from 29.8% (budget=3)
to 37.4% (budget=200). Notably, CATS’s performance with a small budget of 5 already surpasses
the baseline’s maximum achievable accuracy. This underscores CATS’s ability to make more strate-
gic and cost-effective decisions, achieving better results with the same or even fewer resources.

CATS is more cost-effective by enabling

early stopping. To provide a direct and trans-

parent comparison of cost-efficiency, Figure []

shows accuracy against the actual unified cost. ”
CATS demonstrates a much steeper perfor- %
mance curve, indicating that it achieves higher
accuracy for a lower cost compared to the paral-
lel majority vote baseline. CATS reaches over
37% accuracy for approximately $0.23, while .
the parallel baseline requires more than double
that cost (over $0.50) to achieve a comparable
result. This efficiency benefits from its budget- o1 oz
aware verification module, which enables early

termination upon finding a satisfactory answer Figure 4: Average unified cost analysis on
and minimizes unnecessary spending. BrowseComp-zh using Gemini-2.5-Pro.

Accuracy (%)

—e— CATS (first attempt)
-#- Parallel (majority vote)

0.3 0.4 0.5
Avg Unified Cost ($)

5.3 ANALYSIS
5.3.1 PLANNING MODULE
Table 2: Effect of the planning module. Results are averaged over three runs on a 200-example

subset of BrowseComp. With the same budget, the planning module encourages greater tool usage
and yields higher average performance.

Method Accuracy Avg. #Query Avg. # URL
ReAct 11.0 7.75 0.35
ReAct + planning 12.8 13.81 0.82

To evaluate the impact of the planning module, we augment the ReAct baseline with our proposed
design, which integrates constraint analysis and a dynamically structured checklist plan. The tool-
call budget is capped at 200 for both search queries and browse URLs. As shown in Table [2| the
addition of planning module alone improves the agent’s ability to organize exploration and utilize
tool usage more effectively, resulting in a performance gain of 1.8%.

5.4 BUDGET TRACKER

Table 3: Effect of the budget tracker. Results are averaged over three runs on a 200-example subset
of BrowseComp.

Method Accuracy #search # browse
ReAct 11.0 7.75 0.35
ReAct + Budget Tracker 12.7 9.31 0.89
ReAct + Sequential Scaling 12.7 16.93 0.78

We next examine the effect of augmenting the ReAct baseline with a budget tracker under a fixed
budget of 200 search and 200 browse calls. As shown in Table[3] adding the budget tracker improves
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accuracy from 11.0% to 12.7%, while only modestly increasing tool usage. By comparison, sequen-
tial scaling also raises accuracy to 12.7%, but does so by nearly doubling the number of search calls
(from 7.8 to 16.9). This contrast highlights the efficiency of budget awareness: the budget tracker
achieves comparable performance to sequential scaling with significantly fewer tool calls. Rather
than relying on sheer volume of actions, the tracker enables more effective utilization of available
tools, making it a more cost-effective approach to scaling.

6 RELATED WORK

6.1 TEST-TIME SCALING

Test-time scaling (TTS) (Snell et al., [2024} Zhang et al.} 2025a) strategies typically fall into two
categories. The first is sequential scaling, where a model iteratively refines its output based on self
feedback or reflection (Madaan et al., 2023} Zhang et al.,|2025b; Muennighoff et al., 2025} Liu et al.,
2025b). The second category is parallel scaling, where multiple reasoning paths are sampled and an
aggregation strategy is used to determine the final answer (Brown et al.| 2024; Wang et al., [2023).
Further, hybrid scaling attempts to combine their complementary benefits (Chen et al., [2025azbj
Wan et al., 2025} Li et al., |2024). While prior work focuses on text-only reasoning, we extend
TTS to tool-augmented agents, where scaling accounts for both tokens and tool calls under budget
constraints. As these methods push performance by increasing computation, a complementary line
of work examines how to constrain the effort. Typical constraints are defined over tokens, sampled
sequences, or FLOPs (Nayab et al.,|2024; |Welleck et al.| 2024; |Damani et al.| 2025} |Pu et al., | 2025).
Specifically, AgentTTS (Wang et al.| [2025a)) optimizes LLM size and sampling numbers under a
unified FLOPs budget. In contrast, we formalize and constrain the tool-call budget, shifting the
focus from token-related limits in text reasoning to cost-effective scaling of tool-augmented agents.

6.2 WEB SEARCH AGENTS

Web search agents use search and browse tools to solve complex, multi-hop queries (Chen et al.|
2025c¢; [Wong et al.| 2025} [Team et al., 2025; [Han et al.| [2025a} [Team| [2025)). One research direc-
tion builds training data and applies various training methods to specialize the models (Jin et al.,
2025} |Li et al.} [2025a} [Liu et al., 2025a; [Tao et al.| [2025)). Another explores inference-time strate-
gies (Li et al.l [2025b; Zhu et al.l [2025a; |Qiao et al.l |2025), such as incorporating programmatic
execution to perform multiple tool call actions (Pang et al.,|2025), finding an optimal, statically effi-
cient configuration (Wang et al.l 2025b)), or exploring various design choices when scaling test-time
compute (Zhu et al., |2025b). Instead, our work focuses on dynamic, cost-effective performance,
providing the first analysis of agent scaling behavior under explicit budget constraints.

7 CONCLUSION

in this paper, we investigate cost-effective test-time scaling of agents under budget constraints. We
formulate the problem by introducing explicit tool-call budgets and a unified cost metric that cap-
tures overall resource consumption. To address this setting, we propose CATS, a cost-effective agent
test-time scaling framework that employs a budget tracker to guide planning and verification, en-
abling it to make adaptive and strategic decisions. Experiments show that CATS obtains more cost-
effective scaling curve under constrained budgets. The budget-awareness design of CATS advances
more effective and efficient agent test-time scaling, enabling the development of cost-conscious,
adaptive, and practical tool-augmented agents.

THE USE OF LARGE LANGUAGE MODELS (LLMS)
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the API provider pricin
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