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Abstract

Unmanned aerial vehicle (UAV) has been recognized as a
promising platform for fulfilling high-rate data communi-
cation in the sixth-generation (6G) wireless networks, due
to the benefits of strong line-of-sight (LoS) link probabil-
ity, controlled mobility, and on-demand deployment. In UAV-
enabled communication systems, channel estimation plays a
crucial role and has been facing increasing challenges, es-
pecially in high frequency millimeter-wave (mmWave) band.
This is because the channel coherence time in UAV mmWave
systems will be significantly shortened by the severe delay
and Doppler effect arised from high-speed movement of the
UAV, making the traditional channel estimation approaches
designed for low-speed scenarios less applicable. To address
this issue, in this paper, we propose a novel channel estima-
tion algorithm suitable for UAV-enabled communication sys-
tems, in which a terrestrial base station equipped with a large-
scale array communicates with a UAV target of high mobil-
ity. In particular, the proposed algorithm leverages the large
artificial intelligence model (LAM) to jointly estimate the
time-varying parameters in the delay-Doppler domain within
the shortened coherence time, thus improving the accuracy
of channel estimation in high-speed scenarios. More specif-
ically, we characterize the time-varying channel matrices as
two-dimensional (2D) images, thus allowing us for incor-
porating the pre-trained imageGPT (iGPT) model to handle
the joint delay and Doppler parameters estimation. Through
comparisons with various benchmarks, we demonstrate how
our proposed algorithm can accurately estimate the delay and
Doppler parameters in the considered UAV-enabled commu-
nication systems with a relatively small training cost.

Introduction
Unmanned aerial vehicles (UAVs)-enabled communication
has been regarded as an essential component of the sixth
generation (6G) wireless networks. Utilizing the benefits of
low-power consumption, robust line-of-sight (LoS) links,
and portable deployment, UAV-enabled communication is
applied to facilitate numerous emerging applications with
growing data traffic, such as emergency assistance (Ye et al.
2023), live-streaming of sports events (Li and Wang 2023)
and precision agriculture (Mukhamediev et al. 2023). In
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light of this context, there are ongoing research interests in
UAV communication systems, particularly in the utilization
of millimeter-wave (mmWave) frequency bands. This area
of study is of particular interest due to the unique capabil-
ities of high-mobility UAVs to establish strong LoS links
with compact antenna arrays and their ability to dynamically
adjust their location in the three-dimensional space, in order
to support high data-rate communication services.

However, in practice, the high mobility of UAV mmWave
communication systems over a relatively long distance in-
troduces additional time delay and Doppler shifts. It is in-
evitably caused by high carrier frequency, fast movement
and angular spread, resulting in delay effect and carrier fre-
quency offset (Xiao et al. 2022). In this case, the channel
coherence time is short and the distribution of the UAV
mmWave channel is complex, which makes it difficult to re-
cover the channel state information (CSI) accurately. To ad-
dress this challenge, researchers have introduced two types
of estimators: the model-based channel estimator and the
traditional artificial intelligence (TAI)-based channel esti-
mation. For model-based estimators, compressive sensing
theory was used to recover the channel matrices (Ayach
et al. 2014; Zhao et al. 2021). For the TAI-based estimators,
the problem was solved by introducing classical machine
learning approaches (Chen, Yan, and Han 2021; Xu, Feng,
and Li 2023). However, these two kinds of techniques have
their own limitations. The model-based estimators were lim-
ited by the performance of the models themselves and typi-
cally required extensive prior knowledge about the scenarios
and the underlying theory of the algorithms. On the other
hand, the estimators leveraging TAI frameworks were bet-
ter at conducting sample analysis and classification tasks.
In particular, these methods primarily concentrated on slow
fading channels, neglecting the Doppler effect and round-
trip delay, which are critical factors in UAV millimeter-wave
(mmWave) channels. Consequently, they are not suitable for
applications in such dynamic environments characterized by
high-mobility UAVs.

Recently, generative artificial intelligence (GAI)-based al-
gorithms have been proposed to enhance the learning capa-
bilities with more diversified tasks in wireless communica-
tion. In particular, Transformer-based algorithms, which are
capable of extracting long-range dependencies in the input
sequence, have captured the spotlight in the domain of arti-



ficial intelligence (AI). This approach enables the process-
ing of multiple communication signals concurrently, sim-
plifying the process and enhancing efficiency. It also excels
in processing parallel input sequences of varying numbers,
thereby suitable for channel parameters estimation with mul-
tiple instances of communication signals. This provides a
potentially powerful tool to learn the complex features of
the UAV mmWave channel so as to solve the channel es-
timation problem (e.g. (Liu et al. 2023; Kim et al. 2023;
Hu et al. 2023)). In (Liu et al. 2023), a channel estima-
tor Vision Transformer (CE-ViT) based on self-attention
mechanism was proposed for dynamic scenarios. Moreover,
Transformer-based parametric Terahertz (THz) channel ac-
quisition was proposed in (Kim et al. 2023) to depict the
correlations between channel sparsity and received commu-
nication signal, which leads to less training overhead in the
online training process. In (Hu et al. 2023), a Transformer-
based channel estimator was proposed for reconfigurable
intelligent surface (RIS)-assisted communication. However,
although these works had performance gains in capturing
the channel feature with the Transformer framework, the
aforementioned works were unable to adapt to the chan-
nel parameters estimation in UAV mmWave systems. Firstly,
the existing works were not typically adapted to the high-
mobility scenarios for UAVs. They just solved the channel
estimation process without paying close attention to the de-
lay and Doppler variation, thus limiting the scalability in
actual deployments. Secondly, these algorithms only intro-
duced the GAI framework mechanically, which cannot ac-
tivate the great potential of learning complex distribution
from the wireless channel contained in the GAI-based net-
work. Therefore, it is essential to design a novel channel pa-
rameters estimation scheme with better scalability and esti-
mation capability.

Large artificial intelligence models (LAMs) based on GAI
framework have significantly propelled advancements in the
field of computer vision (CV) and natural language process-
ing (NLP). In particular, the LAM exhibits robust analytical
and pattern recognition competence for deciphering the nu-
anced meanings and contexts within natural language, en-
abling it to produce comprehensive responses to targeted
inquiries (Du et al. 2023). Conversely, by leveraging pre-
trained knowledge, LAMs have demonstrated the capacity
to adapt to new tasks with a few datasets. This efficiency
can enhance scalability in scenarios where the availability
of training data was constrained within the UAV mmWave
communication systems (Jin et al. 2024). Therefore, this of-
fers an alternating approach to mitigate the aforementioned
limitations in current channel estimators. However, most of
the existing works in the field of wireless communication
mainly focused on the time series forecasting tasks in slow
fading channels (Liu et al. 2024; Zhang et al. 2024). Conse-
quently, the internal properties of the UAV mmWave chan-
nel in high-mobility scenarios were not considered in these
works, leading to a degradation in network performance or
even causing the network to malfunction.

Inspired by the above research, in this paper, we propose
a novel channel delay-Doppler estimation algorithm for the
UAV mmWave communication system by LAM. In this sys-

tem, a base station (BS) with a multi-antenna array performs
channel parameters estimation procedure based on the pi-
lot signals within the coherence time. Our contributions can
be outlined as: 1) We consider a UAV mmWave commu-
nication system where the geometry-based channel model
is utilized. The UAV sends the uplink pilot signals to the
BS. Leveraging the multiple received uplink signals within
coherence time, we define the channel parameters estima-
tion problem to minimize delay-Doppler estimation error. 2)
To address the aforementioned problem, we propose a novel
joint delay-Doppler estimation method by LAM. To the best
of our knowledge, this paper marks the initial endeavor to
employ a pre-trained LAM for channel parameters estima-
tion. 3) We examine the effect of key system parameters on
the estimation performance in the UAV mmWave system,
demonstrating its better estimation performance over multi-
ple benchmarks with fewer training parameters, especially
when outputting both delay and Doppler estimates simulta-
neously, the estimation errors for both parameters are rela-
tively low.
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Figure 1: The UAV mmWave system with uniform planar
antenna array.

System Model And Problem Formulation

In this section, we first present the UAV mmWave commu-
nication system and then formulate a problem of estimat-
ing delay-Doppler vectors through the uplink communica-
tion signals.

We consider a TDD UAV mmWave communication sys-
tem, in which K single-antenna UAVs served by a single
base station (denoted by the BS). We consider that the BS
is equipped with a uniform planar array (UPA) of NR =
NR1 × NR2 receive antennas, as shown in Figure 1. More-
over, We assume the k-th UAV flies at different fixed alti-
tudes with the speed of v, and transmits the uplink pilots to
the BS. Suppose the BS only has limited prior information
about the 3D UAV position from the UAV navigation infor-
mation (i.e., it has no idea about the accurate angle, velocity
and distance between BS and the UAVs) (Bertizzolo et al.
2019).



Communication Signal Model
In this subsection, we introduce the channel model em-
ployed in our paper. We first represent the position of the
BS as uBS = [xr, yr, zr]

T . Then, the position of the i-th
element antenna unit at the BS can be expressed as

uBS,(i,j) = uBS + aBS,(i,j), (1)

where

aBS,(i,j) = d[i− 1, 0, j − 1]T (2)

denotes the displacement of the (i, j)-th element antenna
from the first element antenna at the BS. In (2), d = λc

2 is
the antenna spacing with λc denoting the carrier wavelength,
i ∈ {1, 2, · · · , NR1

}, and j ∈ {1, 2, · · · , NR2
}.

Afterwards, we specifically utilize a geometry-based
model (Xie et al. 2024) to describe the mmWave channel
between the BS and the k-th UAV. Note that this geometry-
dependent model has shown to be effective in accurately
capturing the channel responses of time-varying channels
(as in (Wang and Zhang 2022; Chen et al. 2024)), thus is
suitable for our considered dynamic UAV mmWave systems.
Moreover, since the non-line-of-sight (NLoS) path is much
weaker than the LoS path for UAV mmWave communica-
tions, we only consider the dominated LoS paths in the com-
munication channel. As per the rules of the geometry-based
model, we formulate the channel between the k-th UAV and
the (i, j)-th element antenna on the BS as follows

hk,i,j =
λc

4πdk,i,j
ej

−2πdk,i,j
λc , (3)

where dk,i,j denotes the distance from the k-th UAV to the
(i, j)-th element antenna unit at the BS, given by

dk,i,j =
∥∥uBS,(i,j) − uU,k

∥∥
2
. (4)

In (4), uU,k denotes the location of the k-th single-antenna
UAV.

Owing to the relative motion of the k-th UAV and BS, a
Doppler shift is observed in the communication channel. As
such, the beamspace channel between transceivers at time t
and frequency f is expressed as

H (t, f) =ej2π(νk,nt−fτk,n)
h1,1 h1,2 · · · h1,NR2

h2,1 h2,2 · · · h2,NR2

...
...

. . .
...

hNR1
,1 hNR1

,2 · · · hNR1
,NR2

 , (5)

where νk,n =
v cos θp

λc
denotes the round-trip Doppler shift

with θp denotes the angles of arrival of the path, and τk,n
denotes the round-trip delay.

Based on (1)–(5), we express the signal received from the
k-th UAV by the BS during t-th, t ∈ {1, 2, · · · , τUL}, time
slot within the n-th, n ∈ {1, 2, · · · , N}, epoch as follows

yk,n(t) =
√

Pk,nHvecxk,n (t) + nk,c (t) , (6)

where Pk,n denotes the transmit power, Hvec denotes the
vectorized H, xk,n (t) is the transmitted pilot at time slot

t, and nk,c (t) denotes the additive white Gaussian noise
(AWGN) with zero mean and covariance matrix σ2

c , i.e.,
nk,c (t) ∼ CN

(
0, σ2

c

)
. Note that we assume the delay-

Doppler pair remains nearly constant during the limited du-
ration of single epoch and the transmitted pilot is known at
the BS. For simplicity, we assume that xk,n (t) = 1, the
signal-to-noise ratio (SNR) from the UAV to the BS can be
expressed as SNR =

Pk,n|ϱ|2
σ2
n

, where ϱ = λ
√
NR

4πd̄
and d̄ de-

notes the distance between UAV and BS.

Problem Formulation
Given that the UAV navigation system cannot provide a
priori knowledge about UAV targets with high-accuracy
(Jongsintawee et al. 2016; Zaliva and Franchetti 2014), in
this study, we aim to estimate the CSI of moving UAV tar-
get. We formulate the uplink signal with τUL time steps at
the n-th epoch as

yUL
k,n,τUL =

[
yk,n (1) ,yk,n (2) , · · · ,yk,n

(
τUL

)]
, (7)

where yUL
k,n,τUL represents the sets of uplink signals at the

n-th epoch. Therefore, the problem can be formulated as,

min
Ψ

NMSE = E

{
∥p̂k,n − pk,n∥2

∥pk,n∥2

}
s.t. p̂k,n = hΨ

(
yUL
k,n,τUL

)
, (8)

where p̂k,n denotes the estimated (τ̂k,n, ν̂k,n) and pk,n de-
notes the actual delay-Doppler pair, yk,n (t) denotes the re-
ceived uplink pilots at the t-th time slot and hΨ (·) denotes
the mapping function derived from the learning-based train-
ing process where Ψ represents the learnable network pa-
rameters.

Due to the sparsity of mmWave channel in the angular do-
main, the channel parameter estimation problem was previ-
ously combined with the channel estimation of slow fading
massive multiple-input multiple-output (MIMO) channels
with the conventional deep learning techniques (e.g., con-
volutional neural network (CNN) (Xu, Feng, and Li 2023;
Chen, Yan, and Han 2021), long short term memory (LSTM)
(Jiang and Schotten 2020)). However, it is difficult for CNNs
to handle the data with series. The input sequence of LSTMs
and other recurrent neural network (RNN)-derived algo-
rithms is processed element-by-element, which means that
its parallelization ability is relatively weak, which limits the
training speed of the model. To resolve this issue, in this
paper, we introduce a novel LAM-based delay-Doppler esti-
mation framework to concurrently process the received sig-
nals over multiple time slots within the coherence time. Re-
markably, since the sparse channel can be regarded as a 2D
natural picture to handle, we introduce the pre-trained im-
ageGPT (iGPT) model for improving the learning capabil-
ity. The details of our proposed algorithm will be presented
in the following section.

Proposed LAM-based delay-Doppler
Estimation Network

In this section, we propose our novel LAM-based delay-
Doppler estimation algorithm, which is designed based on



the ViT framework integrating the pre-trained iGPT net-
work. Specifically, the iGPT network is employed and other
critical parameters in the ViT framework are fine-tuned,
merging the advantages of LAM-based feature extraction
with those of data-driven deep learning methodologies.

Preliminaries on ViT Algorithm
In this subsection, we provide a brief review of the ViT al-
gorithm (Dosovitskiy et al. 2021). Inspired by the effective-
ness of the standard Transformer in the NLP tasks, a new al-
gorithm, namely ViT, achieves prominent results compared
to state-of-the-art convolutional networks and the original
Transformer in the field of image recognition. The network
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Figure 2: Illustration of the ViT structure.

structure is illustrated in Figure 2. The image is split into
modules of the same size and then the patches are inputted
concurrently. All the patches are linearly embedded, add po-
sition embeddings. Afterwards, they are fed into the tradi-
tional Transformer encoder simultaneously. The classifier is
composed of two layers, incorporating a GELU activation
function within its architecture. In this case, the overall net-
work structure can be written as

y0 =
[
vclass; v

1
pE; v2pE; · · · ; vNp E

]
+ Epos (9a)

y′k = MHA(LN (yk−1)) + yk−1, k = 1, · · · ,K (9b)
yk = MLP (LN (y′k)) + y′k, k = 1, · · · ,K (9c)

r = LN
(
y0K

)
. (9d)

where vipE denotes the patches as i = 1, · · · , N , E denotes
the patch embeddings and Epos denotes the position embed-
dings, LN (·) denotes the layer normalization, MHA(·) de-
notes the multi-head attention layer and MLP(·) denotes the
Multilayer Perceptron. Specifically, vclass denotes the learn-
able embedding which plays a role as the image representa-
tion r at the K-th layer output of the Transformer encoder

y0K . In practice, the final classifier can be replaced with other
functional layers, i.e., calculate mean value, to acquire the
specific numerical solutions when the problem that needs to
be solved is the regression tasks (Zhou et al. 2021).

LAM-Based Framework For Delay-Doppler
Estimation
Despite ViT being an image classification method of good
performance, its algorithmic processing pattern cannot be
directly applied to the channel parameters estimation prob-
lem from UAV mmWave communication systems. Further-
more, the absence of channel-specific design in the UAV
mmWave communication system fails to capture the inter-
play between channel sparsity and the received communi-
cation signals. Meanwhile, due to the sparsity in our con-
sidered channel model, we can regard the channel matrices
as a typical 2-D picture. As such, the delay-Doppler estima-
tion can be regarded as a representative image recognition
problem. For these aforementioned reasons, in this subsec-
tion, we present a delay-Doppler estimation algorithm by in-
troducing LAM-based estimation module based on the ViT
framework discussed above. For brevity, we refer to our pro-
posed LAM-based algorithm as the 2DLAM algorithm. The
network architecture is shown in Figure 3, which consists
of a preprocessor module, an embedding module, a param-
eter estimation module and an output module. The prepro-
cessor is to parallelize and refine the received signals as the
manageable input data. The embedding module follows the
ViT’s fashion introduced in the preceding subsection, which
provide an order of embeddings of these patches as an input
to the parameter estimation module. For high-accuracy fea-
ture extraction, we introduce the pre-trained iGPT model as
the parameter estimation module. Finally, the output module
is to formulate the output sequence of delay-Doppler pair
according to the pattern of solving regression problems in
Transformer. Details of the four modules are given below.

CSI-attentionCSI-attention
++

Pre-trained ImageGPT

Mean

FC

……

FC
Conv

……

Frequency 

Domain
IDFT Delay 

Domain
Complex

Figure 3: Illustration of the proposed 2DLAM structure.



Preprocessor Module During the n-th epoch, the previ-
ous τUL slots communication signals are received from the
k-th UAV and then the network estimates the (τk,n, νk,n).
Inspired by the splitting and flattening operations in the ViT,
we parallelize the τUL-slot received signals and then con-
currently feed them into the preprocessor unit. Note that
the existing deep learning methods cannot directly handle
the complex channel matrices, thereby we transform the
complex-valued channel matrices into the two-layer real-
valued matrices, whose layers contains the real and imagi-
nary parts, i.e.,
YUL =

[
Re

(
yk,n (1) , · · · ,yk,n

(
τUL

))
; Im (yk,n (1) ,

· · · ,yk,n

(
τUL

))]T ∈ RτUL×2NR . (10)
Next, based on the utility function in (8), the optimization

process can be divided into delay estimation and Doppler
estimation. Due to the time-frequency characteristics of the
mmWave channel in (5), for the delay estimation, the chan-
nel matrices should be converted into its corresponding rep-
resentation in the delay domain via the inverse discrete
Fourier transform (IDFT) (Yang et al. 2020; Liu et al. 2024),
i.e.,

Yτ = FHYUL, (11)
where F denotes the DFT matrix. The Doppler estimation
utilizes the time-frequency domain matrices directly without
any conversion.

Embedding Module Given the preprocessed data Yτ , we
apply embedding module to accomplish patch embedding
and add class tokenizker. Firstly, we encode each patch into
a token embedding. Inspired by (Liu et al. 2024), we utilize
the CSI-attention module to achieve the patch embedding.
This step aims to make the essential feature extraction more
effective in the subsequent steps. As per the rules in (Woo
et al. 2018), the overall process in the CSI-attention module
can be expressed as
BC (Y′) = Sigmoid

(
F2

(
F1

(
Y′

avg

))
+ F2 (F1 (Y

′
max))

)
(12)

where Y′
avg and Y′

max denote the average-pooled and max-
pooled features, Y′ ∈ Rτ ′×L×2NR is the rearranged input
tensors, Sigmoid (·) denotes the sigmoid function, The con-
volutional blocks F1(·) and F2(·) are shared among inputs,
with a ReLU activation function succeeding F1(·).

We formulate the output of the CSI-attention module as
YBC

= BC (YUL) + BC (Yτ ) , (13)
where BC (·) denotes the CSI attention module with iterat-
ing specific number of times.

For position embedding, similar to (Vaswani et al. 2023),
we apply sine and cosine functions with different frequen-
cies, which is given by

Epos (2i) = sin
(
pos/100002i/dmodel

)
, (14a)

Epos (2i+ 1) = cos
(
pos/100002i/dmodel

)
, (14b)

where dmodel denotes the feature dimension of the pre-
trained LAM module. Consequently, the final embeddings
can be given as,

y0 = YBC
+ Epos. (15)

Parameter Estimation Module In this step, we adopt the
pre-trained iGPT as the feature extractor. Transformer mod-
els such as BERT and GPT-2(Radford et al. 2019) are do-
main agnostic. This means that they can be applied directly
to one-dimensional sequences of any form. However, these
models are not designed specifically for the characteristics
of 2-D channels, such as sparsity and object appearance. Re-
cent works report the adaptability and effectiveness of the
iGPT (Chen et al. 2020) in the realm of image classification.
Therefore, we adjust the channel matrices into the 1-D se-
quence and obtain the embeddings of the received signals.
We formulate the processing of iGPT as

y′k = iGPT (y0) , (16)

where iGPT (·) denotes the backbone language model
which is pre-trained via ImageNet-21k dataset and it is
image-specific model.

Inspired by the progress of the text processing in GPT-2
network and image-oriented sequence Transformer in iGPT,
we apply the pre-trained ImageGPT-large network as the
backbone for the parameter estimation module. The struc-
ture of iGPT is almost the same as the GPT-2, while the
different activation layer function is utilized and the layer
normalization does not mean center the inputs (Chen et al.
2020). Notably, during the off-line training procedure, the
learnable parameters in the iGPT network are frozen. This
operation also reduces the training overhead during the off-
line training process.

Output Module To obtain the delay-Doppler estimation,
in this step, we introduce the output module for regression
problems. We first utilize a mean value calculator to obtain
the mean in the dimension of the time slot. Afterwards, we
propose a fully convolutional layer to achieve the final out-
put (τ̂k,n, ν̂k,n). The procedure in the output module can be
expressed as,

r = BO (y′k) , (17)
in which BO (·) denotes the output function consists of a
mean value calculator and two fully connected layers.

Model Training
Following the rules of self-supervised learning, the 2DLAM
network mainly works in two stages: offline training and on-
line estimation. In the offline training stage, as the BS al-
ready knows the approximate location range from the UAV
navigation system, we use the prior knowledge to adjust the
label of training sets into a similar order of magnitude, i.e.,
multiply the delay by 107 and Doppler by 10−3. Then we
establish the self-supervised learning procedure to optimize
all the learnable parameters. In the online estimation stage,
after accepting the testing set data, the trained 2DLAM net-
work can output the estimated delay-Doppler pairs.

Complexity Analysis
In this subsection, we present the complexity and normal-
ized mean square error (NMSE) comparisons between our
proposed 2DLAM algorithm and other comparative meth-
ods as SNR = −1 dB, including the matched-filtering
(MF) scheme (Roberts et al. 2010), CNN scheme (Heng,



Mo, and Andrews 2022), LSTM scheme (Jiang and Schot-
ten 2020) and ViT scheme (Dosovitskiy et al. 2021). Note

Model No. Network Training NMSEParameters Time

MF 0 0 ms -5.90 dB
CNN 2.16M/2.16M 1.45 ms -19.09 dB
LSTM 1.12M/1.12M 19.97ms -30.10 dB
ViT 1.85M/1.85M 14.38 ms -30.01 dB
2DLAM 1.82M/172.56M 38.25 ms -35.51 dB

Table 1: Complexity (training parameters/total parameters
and the training cost per batch) and delay NMSE compar-
isons.

that since the size of channel matrices is different from the
three-channel natural image, we modify some key config-
urations in the ViT network, i.e., hidden size, MLP size,
number of layers and number of heads, in order to maxi-
mize the effectiveness of the ViT framework on the prob-
lem we are solving. Similar modifications are also applied
on the comparative CNN algorithm. The Doppler NMSE is
defined as ∥ν̂k,n−νk,n∥2

∥νk,n∥2 , and the delay NMSE is defined as
∥τ̂k,n−τk,n∥2

∥τk,n∥2 .
Notably, the MF scheme is the traditional method using

the weighted least-squares scheme. Thus, the number of net-
work parameters and training time per batch are ignored in
the MF scheme. Given the perspective of space complex-
ity, in Table 1, we can see that the proposed 2DLAM al-
gorithm can achieve significantly better performance with
the cost of a larger number of total parameters. However,
the 2DLAM algorithm requires much fewer training param-
eters than the comparison schemes because the parameters
of the pre-trained iGPT are frozen. This indicates the effec-
tiveness of the pre-trained LAM module. Furthermore, given
the perspective of time complexity, we can observe that the
superior performance from the proposed 2DLAM algorithm
is obtained with the cost of high training time. This can be
attributed to the utilization of large LAM model compared
with the existing schemes, which results in high computa-
tional overhead.

Simulation Results
In this section, we first present the simulation setup of this
work. Then we provide the simulation results to certify the
effectiveness of our proposed algorithm.

Simulation Setup Unless otherwise specified, we use the
simulation setup in the whole simulation process as follows.
We adopt the antenna as NR = 64 with NR1

= NR2
= 8

at the BS. The carrier frequency is 28 GHz. The UAV
target is assumed to move with 30 ∼ 60 m/s while the
round-trip Doppler shift approximately ranges from fd ∈
[3, 6] KHz. The relative position between the UAV and
BS is assumed to be random variables, i.e., [xk,n, yk,n] =
[ẋk,n +△x, ẏk,n +△y] where △x ∼ N (0, 1) and △y ∼
N (0, 1). As such, we set τUL = 8 as the number of time

steps from the received signals and the length of each step is
∆T = 2ms.

For the self-supervised learning, we adopt L1 = L2 = 4
as the number of CSI-attention module. Following the struc-
ture of iGPT-large, we set the feature dimension as 512 and
the first K = 4 layers are introduced. We utilize the Py-
Torch deep learning framework to accomplish the overall
proposed network. The training and the validating datasets
consist of 20000 and 2560 samples, respectively, as the
UAV target uniformly distributed with θp ∈ [60◦, 120◦],
the mean inaccurate UAV distance between the transceivers
is assumed as 90 m and and the variance is assumed as 1
m. The transmitted power Pk,n is ranged from 5 dBm to
35 dBm. Considering the distance and transmitted power,
we investigate the simulation results from SNR ∈ [−1, 24]
dB. The testing dataset consists of 2560 samples with the
mean inaccurate UAV position from the GPS system and
barometer is [0, 90, 10]T m and the variance is assumed
as 1 m. The network is trained with Adam optimizer as
betas = (0.9, 0.999). The optimizer also introduces the
regularization term and its decay rate of the weight is set
as ε = 0.001. The learning rate is adjusted automatically,
where the maximum learning rate is lr max = 0.001. The
network is trained with 400 epoches.

Results Firstly, in Figure 4(a) and Figure 4(b), we study
the Doppler NMSE performance under different SNRs for
various schemes. For comparative analysis, the Doppler
NMSE results of various benchmark methods are included.
From the figures, the deep learning-based algorithms out-
perform the MF algorithm due to the superiority of neu-
ral network and the deep learning-based algorithms can ob-
tain better NMSE performance with increasing SNR. This
is because the deep learning framework is able to effec-
tively extract features from the large number of training data
for each UAV target. This fact exhibits the superior estima-
tion performance compared to the other two deep learning-
based algorithms. Moreover, the performance gap between
our proposed 2DLAM and other comparative schemes are
particularly evident at higher SNR. This is due to the basic
ViT-based framework can handle the channel matrices con-
currently with the same weight. Furthermore, our proposed
2DLAM algorithm can concurrently achieve significantly
better NMSE performance, while the ViT algorithm can only
achieve better performance than CNN and MF in the delay
domain. It can be attributed to the usage of pre-trained iGPT
in our proposed algorithm and the CSI-attention module, in-
dicating it is an effective design for channel matrices fea-
ture extraction. In conclusion, these results verify that the
proposed 2DLAM algorithm is a powerful algorithm that
can effectively achieve better NMSE performance compared
to other existing schemes and can effectively estimate the
delay-Doppler properties at the same time. This improve-
ment can be attributed to the suitable channel estimation
framework of ViT, as well as the utilization of an image-
specific iGPT backbone network. In addition, this gain can
greatly improve the sensing performance of the radar sys-
tem.

Moreover, in Figure 5, we plot the Doppler NMSE perfor-
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(a) Doppler NMSE performance.
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(b) Delay NMSE performance.

Figure 4: NMSE performance versus different SNRs for var-
ious schemes.

mance versus the number of steps τUL for different schemes
with SNR = 4 dB. To this end, we include the NMSE per-
formance of the comparative ViT algorithm under differ-
ent τUL. We can see that, the Doppler NMSE performance
of proposed 2DLAM scheme improves with the increasing
time steps. Conversely, the ViT and LSTM network fails to
yield performance improvements with an increasing number
of time steps. We also observe that, when τUL = 1, the dif-
ference of performance in results is negligible. As the num-
ber of time step increases, there is a noticeable growth of the
performance gap between proposed 2DLAM approach and
comparative methods, which verifies the effectiveness of the
application of the pre-trained LAM method.

Finally, we derive the comparison of different number of
iGPT layers on the delay NMSE performance when SNR =
−1 dB and their training costs (training parameters/total pa-
rameters and the training time per batch). We can see that as
the number of iGPT layers increases, the training costs also
increases accordingly. However, as the number of iGPT lay-
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Figure 5: Doppler NMSE performance versus the number of
steps τUL for different schemes with SNR = 4 dB.

No. LAM No. Network Training NMSElayers Parameters Time

iGPT(2) 1.82M/59.27M 30.57 ms -33.97 dB
iGPT(4) 1.82M/115.93M 36.33 ms -32.08 dB
iGPT(6) 1.82M/172.56M 38.25 ms -35.51 dB
iGPT(8) 1.82M/229.24M 39.03 ms -35.44 dB

Table 2: The delay NMSE performance, number of network
parameters versus different number of iGPT layers.

ers equals to 6, the delay NMSE performance can achieve
better performance, which means that we can just deploy
limited number of LAM to achieve better performance based
on the actual training situation.

Conclusion

In this paper, we propose a novel LAM-based delay-Doppler
estimation algorithm for UAV mmWave communication
systems. The BS is equipped with a UPA and receives com-
munication signals within the coherence block from the
high-mobility UAV targets to accomplish channel parame-
ters estimation. In our proposed algorithm, we introduce the
Transformer-based ViT framework to dispose of the input
signal sequence, thus improving the performance of paral-
lel signal processing of sequences. Based on this, we apply
the pre-trained iGPT model to improve the scalability and
estimation capability in the UAV mmWave system. Simula-
tion results show that our proposed algorithm can achieve
better NMSE performance compared with other benchmark
schemes, especially when the delay-Doppler properties are
output at the same time. Furthermore, we demonstrate that
our proposed algorithm can achieve state-of-the-art perfor-
mance by leveraging the benefits of the pre-trained iGPT
network with fewer training costs.
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