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Abstract

The rapid obsolescence of information in Large001
Language Models (LLMs) has driven the de-002
velopment of various techniques to incorpo-003
rate new facts. However, existing methods004
for knowledge editing still face difficulties005
with multi-hop questions that require accurate006
fact identification and sequential logical rea-007
soning, particularly among numerous fact up-008
dates. To tackle these challenges, this paper009
introduces Graph Memory-based Editing for010
Large Language Models (GMeLLo), a strait-011
forward and effective method that merges the012
explicit knowledge representation of Knowl-013
edge Graphs (KGs) with the linguistic flex-014
ibility of LLMs. Beyond merely leveraging015
LLMs for question answering, GMeLLo em-016
ploys these models to convert free-form lan-017
guage into structured queries and fact triples,018
facilitating seamless interaction with KGs for019
rapid updates and precise multi-hop reasoning.020
Our results show that GMeLLo significantly021
surpasses current state-of-the-art knowledge022
editing methods in the multi-hop question an-023
swering benchmark, MQuAKE, especially in024
scenarios with extensive knowledge edits.025

1 Introduction026

As the widespread deployment of LLMs continues,027

the imperative to keep their knowledge accurate028

and up-to-date, without incurring extensive retrain-029

ing costs, becomes increasingly evident (Sinitsin030

et al., 2020). Several approaches have been pro-031

posed in prior works to address this challenge, with032

some focusing on the incremental injection of new033

facts into language models (Rawat et al., 2020;034

De Cao et al., 2021; Meng et al., 2022; Mitchell035

et al., 2022a). Interestingly, certain methodologies036

in the literature diverge from the conventional path037

of updating model weights, opting instead for an038

innovative strategy involving the use of external039

memory to store the edits (Mitchell et al., 2022b;040

Zhong et al., 2023).041
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Figure 1: Multi-hop question answering in dynamic
domains (Zhong et al., 2023). Dynamic nature of in-
formation: Changes over time may trigger subsequent
modifications. For instance, a transition in the British
Prime Minister, such as from Boris Johnson to Rishi
Sunak, necessitates corresponding adjustments, like the
change in the British Prime Minister’s spouse.

As LLMs operate as black boxes, modifying 042

one fact might inadvertently alter another, mak- 043

ing it challenging to guarantee accurate revisions. 044

In this paper, we introduce GMeLLo, an effective 045

approach designed to synergize the strengths of 046

LLMs and KGs in addressing the multi-hop ques- 047

tion answering task after knowledge editing (Zhong 048

et al., 2023). An illustrative example of our focus is 049

presented in Figure 1. Following an update regard- 050

ing the information of the British Prime Minister, 051

it becomes evident that the corresponding spouse 052

information should also be modified. 053

As depicted in Figure 2, our GMeLLo comprises 054

the following key steps: 055

• We utilize LLMs to translate edited fact sen- 056

tences into triples, employing these triples to 057

update the KG and ensure its information re- 058

mains up to date. 059

• Given a question, we utilize LLMs to extract 060
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its relation chain, encompassing the primary061

entity and its connections with other unknown062

entities. After populating a template, we con-063

vert the relation chain into a formal query and064

use it to search the updated KG.065

• In addition, we retrieve the most pertinent066

edited facts based on the question and prompt067

LLMs to generate an answer in accordance068

with these facts.069

• In instances where the answer provided by070

the LLM conflicts with that from the KG, we071

prioritize the answer from the KG as the final072

response.073

LLMs, trained on extensive sentence corpora074

(Brown et al., 2020; Rae et al., 2022; Chowdh-075

ery et al., 2023), are expected to encapsulate a076

wide range of commonly used sentence structures.077

As a result, they are invaluable tools for analyz-078

ing sentences and extracting entities and relations.079

Once the correct relation chain and edited triples080

are obtained, using a formal query to interrogate081

the KG in a Knowledge-based Question Answer-082

ing (KBQA) (Cui et al., 2017) manner ensures pre-083

cision in the searching process. In cases where084

KBQA fails, we still have LLMs for question085

answering (QA) to ensure comprehensive cover-086

age. GMeLLo outperforms current state-of-the-087

art (SOTA) methods on two datasets from the088

MQuAKE benchmark, affirming its effectiveness089

in multi-hop question answering within an evolving090

environment.091

2 Related Work092

This work utilizes both KGs and LLMs to address093

the challenge of multi-hop question answering,094

with a particular focus on scenarios involving evolv-095

ing factual knowledge. Therefore, we review ex-096

isting literature on multi-hop question answering,097

knowledge editing, and the augmentation of LLMs098

with knowledge graphs1.099

2.1 Multi-Hop Question Answering100

Multi-hop question answering is more challenging101

because it requires not only recalling facts but also102

appropriately aggregating and chaining them. Facts103

can be sourced from a knowledge graph (Lin et al.,104

2018; Cheng et al., 2023; Zhong et al., 2023), tables105

1Due to space constraints, some of the literature is located
in Appendix B.

(Yin et al., 2016), free-form text (Yang et al., 2018; 106

Welbl et al., 2018), or a heterogeneous combina- 107

tion of these sources (Chen et al., 2020; Mavi et al., 108

2022; Lei et al., 2023). With the development of 109

LLMs, prompt-based methods combined with an 110

optional retrieval module have become a popular 111

approach for handling multi-hop question answer- 112

ing (Khattab et al., 2022; Press et al., 2023; Zhong 113

et al., 2023). While most previous works focus on 114

a static information base, our approach targets a 115

dynamic domain, accommodating changes in facts. 116

2.2 Knowledge Editing 117

As highlighted in Yao et al. (2023), two paradigms 118

exist for editing knowledge: modifying model pa- 119

rameters and preserving model parameters. 120

2.2.1 Modifying Model Parameters 121

In the case of modifying model parameters, this can 122

be further categorized into meta-learning or locate- 123

and-edit approaches. Meta-learning methods, as 124

discussed in (De Cao et al., 2021; Mitchell et al., 125

2022a), utilize a hyper network to learn the nec- 126

essary adjustments for editing LLMs. The locate- 127

then-edit paradigm, as demonstrated in (Dai et al., 128

2022; Meng et al., 2022, 2023; Li et al., 2023a; 129

Gupta et al., 2023; Zhang et al., 2024), involves 130

initially identifying parameters corresponding to 131

specific knowledge and subsequently modifying 132

them through direct updates to the target parame- 133

ters. 134

2.2.2 Preserving Model Parameters 135

In the case of preserving model parameters, the 136

introduction of additional parameters or external 137

memory becomes necessary. The paradigm of ad- 138

ditional parameters, as presented in (Dong et al., 139

2022; Hartvigsen et al., 2022; Huang et al., 2022), 140

incorporates extra trainable parameters into the lan- 141

guage model. These parameters are trained on 142

a modified knowledge dataset, while the original 143

model parameters remain static. On the other hand, 144

memory-based models (Mitchell et al., 2022b; 145

Zhong et al., 2023) explicitly store all edited exam- 146

ples in memory and employ a retriever to extract 147

the relevant edit facts for each new input, guiding 148

the model in generating the edited output. 149

While previous evaluation paradigms have pri- 150

marily focused on validating the recall of edited 151

facts, Zhong et al. (2023) introduced MQuAKE, 152

a benchmark that includes multi-hop questions in- 153

volving counterfactual or temporal edits. The two 154
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datasets within MQuAKE assess whether meth-155

ods can accurately answer questions where the re-156

sponse should change due to edited facts.157

3 GMeLLo: Graph Memory-based158

Editing for Large Language Models159

In this section, we introduce our method GMeLLo160

for multi-hop question answering with knowledge161

editing (Figure 2).162

3.1 Extracting Fact Triples from Edited163

Information Using LLMs164

KGs play a pivotal role in enhancing the capabil-165

ities of LLMs by offering external knowledge for166

improved inference and interpretability, as demon-167

strated by recent studies (Pan et al., 2023; Rawte168

et al., 2023). Apart from merely storing updated169

information in an external memory, such as a list170

of separate sentence statements as seen in conven-171

tional approaches (Zhong et al., 2023), we utilize172

the KG to maintain inherent connections and en-173

sure the integration of the latest information.174

In our approach, we leverage Wikidata (Vran-175

dečić and Krötzsch, 2014), a widely recognized176

KG, as the foundational knowledge base. When177

updated facts are received, we utilize LLMs to ex-178

tract entities from the sentences and determine their179

relationships (selecting a relation from the prede-180

fined list). This process generates edited fact triples,181

which are then used to update the KG (see Figure182

2). Updating the KG with an edited fact triple in-183

volves identifying the connections in the KG based184

on the subject entity and relation, breaking these185

connections, and establishing a new connection186

based on the triple.187

We incorporate in-context learning (Dong et al.,188

2023) to ensure the LLMs have thorough under-189

standing of the task. Furthermore, given the possi-190

bility that LLMs may generate relations not present191

in the predefined relation list (Chen et al., 2024),192

we use a retrieval model to identify the most similar193

relation (i.e., the closest relation in the embedding194

space) from the predefined relation list. The integra-195

tion of retrieval model makes the triple extraction196

process more robust.197

3.2 Extracting Relation Chain from Questions198

Using LLMs199

As the world evolves rapidly, the training data for200

LLMs can quickly become outdated. However,201

since the evolution of linguistic patterns typically202

progresses at a slower pace, the extensive training 203

data of LLMs should enable them to effectively 204

comprehend most sentence patterns. In this paper, 205

we employ LLMs to extract the relation chain from 206

a sentence, encompassing the mentioned entity in 207

the question and its relations with other uniden- 208

tified entities. Similar to the fact triple exaction 209

3.1, we task LLMs with selecting a relation from a 210

predefined list to mitigate varied representations of 211

the same relation. Take a question sentence from 212

the MQuAKE-CF (Zhong et al., 2023) dataset as 213

an example, 214

Question
What is the capital of the country of citizenship
of the child of the creator of Eeyore?
Relation Chain
Eeyore->creator->?x->child->?y
->country of citizenship
->?z->capital->?m

The presented question necessitates a 4-hop rea- 215

soning process. With "Eeyore" as the known entity 216

in focus, the journey to the final answer involves 217

identifying its creator ’?x’, moving on to the cre- 218

ator’s child ’?y’, obtaining the child’s country of 219

citizenship ’?z’, and culminating with the retrieval 220

of the country’s capital ’?m’. All the relations, such 221

as ’creator,’ ’child,’ ’country of citizenship,’ and 222

’capital,’ are chosen from a predefined list of rela- 223

tions. The relation chain encapsulates all essential 224

information for deriving the answer. 225

To enable LLMs to extract relation chains and 226

generate outputs in a structured template, we pro- 227

vide several examples of relation chain extraction 228

in the prompt and utilize in-context learning(Dong 229

et al., 2023), as detailed in Appendix A.4. 230

3.3 Converting Relation Chain into a Formal 231

Query 232

Once the relation chain is obtained, the next step 233

involves integrating the known entity and the rela- 234

tions into a formal query template. Consider a KG 235

represented in RDF2 format and a corresponding 236

SPARQL3 query, the relation chain elucidated in 237

Section 3.2 should be represented as follows, 238

PREFIX ent: <http://www.kg/entity/> 239

PREFIX rel: <http://www.kg/relation/> 240

SELECT DISTINCT ?id ?label WHERE { 241

ent:E0 rel:R0 ?x. 242

2https://www.w3.org/RDF/
3https://www.w3.org/TR/sparql11-query/
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Multi-hop question 
• What is the capital of the 

country of citizenship of the 
child of the creator of Eeyore?

KG

Edited Facts
• The headquarters of Yamaha 

Corporation is located in the 
city of Naka-ku.

• The author of David 
Copperfield is Thomas Mann.

• Star Trek was created by 
Stephen King.

• ……

SELECT DISTINCT ?id ?label 
WHERE {   
ent:E0 rel:R0 ?x.   
?x rel:R1 ?y. 
?y rel:R2 ?z.  
?z rel:R3 ?id.   
?id rdfs:label ?label.
}
LIMIT 1

Formal Query

• <Yamaha Corporation, headquarters 
location, Naka-ku>

• <David Copperfield, author, Thomas 
Mann>

• <Star Trek, creator, Stephen King>
……

Edited Fact Triples

Relevant Edited Facts
• A. A. Milne’s child is Cosette

Relation Chain
Eeyore->creator->?x-
>child->?y->country 
of citizenship->?z-
>capital->?m

Questions & Edited Facts Extract

Extract

Retrieve

Template 
Filling

QA

KBQA

GMeLLo

Final
Answer

3.1
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3.4

3.4
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LLM
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Figure 2: The illustration depicts our proposed method, GMeLLo. We begin by utilizing LLMs to extract entities
and relations from edited facts, resulting in a list of edited fact triples. These triples are then used to update a KG.
Similarly, we employ LLMs to extract relation chains from a given question. By populating this information into a
template, we generate a formal query suitable for use in KBQA (Lan et al., 2022). Simultaneously, we utilize LLMs
for question answering, providing an answer based on the relevant edited facts retrieved. In cases where the LLM’s
answer contradicts that of the KG, we defer to the KG’s answer as the final response.

?x rel:R1 ?y.243

?y rel:R2 ?z.244

?z rel:R3 ?id.245

?id rdfs:label ?label.246

}247

LIMIT 1248

In this context, "ent" and "rel" serve as prefixes249

for entity and relation, respectively. The identifier250

"E0" uniquely represents "Eeyore" within the KG,251

while the identifiers for "creator," "child," "country252

of citizenship," and "capital" are denoted as "R0",253

"R1", "R2", and "R3" respectively. After identi-254

fying the entity "?id", we retrieve its string label255

"?label" as the final answer.256

3.4 Integrating LLM-based QA and KBQA257

This subsection outlines the integration of the pro-258

posed KBQA module with the LLM-based QA259

module within the GMeLLo framework.260

LLM-based question answering. When a ques-261

tion arises, we retrieve the top-x relevant facts us-262

ing the pre-trained Contriever (Izacard et al., 2022)263

model from a list of edited fact sentences. We then264

prompt the LLMs to generate answers based on the265

question and these pertinent facts. Compared to the266

"split-answer-check" pipeline in MeLLo (Zhong267

et al., 2023), this LLM-based QA method is ex-268

pected to be simpler and yield more accurate results 269

when the facts are provided accurately. 270

However, addressing multi-hop questions, espe- 271

cially those where the edited facts pertain to inter- 272

mediary hops, presents a challenge in accurately 273

retrieving the relevant information and perform- 274

ing correct multi-hop question answering. This 275

challenge is particularly pronounced when dealing 276

with a large volume of edited facts. For instance, 277

accurately identifying the relevant fact given the 278

question in Figure 2 and producing the correct 279

final answer is difficult. 280

KBQA. To address the challenges of LLM-based 281

question answering, we integrate responses from 282

KBQA to refine the outputs from the LLMs, as de- 283

tailed in Sections 3.1-3.3. When the relation chain 284

and fact triples are accurately derived, the KBQA 285

system provides the correct answer. However, if the 286

relation chain is incorrectly extracted, the search 287

path in the KG may become invalid, leading the 288

KBQA system to yield no output. In such instances, 289

we accept the response from the LLMs as the final 290

answer. 291

4 Experiment 292

In the upcoming section, we will conduct experi- 293

ments to demonstrate the effectiveness of employ- 294
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ing our GMeLLo methodology.295

4.1 Experiment Setup296

4.1.1 Dataset297

Our experiment focuses on the multi-hop question-298

answering benchmark, MQuAKE (Zhong et al.,299

2023), which comprises two datasets: MQuAKE-300

CF 4, designed for counterfactual edits, and301

MQuAKE-T, specifically tailored for updates in302

temporal knowledge.303

The MQuAKE-CF dataset comprises 3,000 N-304

hop questions (N ∈ {2, 3, 4}), each linked to one305

or more edits. This dataset functions as a diagnos-306

tic tool for examining the effectiveness of knowl-307

edge editing methods in handling counterfactual308

edits. The MQuAKE-T dataset consists of 1,868309

instances, each associated with a real-world fact310

change. Its purpose is to evaluate the efficacy of311

knowledge editing methods in updating obsolete312

information with contemporary, factual data. A313

table of statistics is available in Appendix A.1.314

4.1.2 Evaluation Settings315

To evaluate our models, we adhere to the testing316

settings outlined by Zhong et al. (2023). Specif-317

ically, instances are batched in groups of size k,318

with k ∈ 1, 100, 1000, 3000 for MQuAKE-CF, and319

k ∈ 1, 100, 500, 1868 for MQuAKE-T. For exam-320

ple, in the MQuAKE-CF dataset, when k = 100,321

the 3000 instances are split into 30 groups, and we322

report the average performance as the final result.323

For each test instance, the dataset includes three324

multi-hop questions that convey the same meaning.325

In alignment with Zhong et al. (2023), if the model326

correctly answers any one of these questions, we327

consider the instance to be accurately resolved.328

4.1.3 Baselines329

To demonstrate the effectiveness of our approach,330

we conduct comparisons with the following SOTA331

knowledge editing methods.332

• MEND (Mitchell et al., 2022a). It trains a333

hyper-network to generate weight updates by334

transforming raw fine-tuning gradients based335

on an edited fact.336

• MEMIT (Meng et al., 2023). It updates feed-337

forward networks across various layers to in-338

corporate all relevant facts.339

4Following Zhong et al. (2023), our experiments on
MQuAKE-CF are carried out on a randomly sampled sub-
set of the complete dataset, comprising 3000 instances in
total(1000 instances for each of 2, 3, 4-hop questions).

• MeLLo (Zhong et al., 2023). It employs a 340

memory-based approach for multi-hop ques- 341

tion answering, storing all updated facts in an 342

external memory. 343

Given the substantial costs associated with train- 344

ing, deploying, and maintaining larger LLMs (Li 345

et al., 2023b), and the challenges of scaling up 346

knowledge editing methods that require model pa- 347

rameter modifications, this paper primarily focuses 348

on smaller LLMs, specifically GPT-J (6B) (Wang 349

and Komatsuzaki, 2021) and Vicuna (7B) (Chiang 350

et al., 2023). However, to showcase GMeLLo’s 351

effectiveness with larger LLMs in practical scenar- 352

ios, we also report the performance of both MeLLo 353

and GMeLLo on the MQuAKE-CF dataset when 354

k = 3000. 355

4.1.4 Knowledge Graph Setting 356

Considering Wikidata’s community-driven nature, 357

guaranteeing a dynamic and comprehensive dataset 358

across a spectrum of knowledge domains, we use 359

Wikidata (Vrandečić and Krötzsch, 2014) as the 360

foundational KG for this experiment. To align the 361

relations in the question and fact sentences with 362

those in WikiData (Vrandečić and Krötzsch, 2014), 363

we follow the following steps: 364

• We select the first 500 item properties5 from 365

WikiData as the base relations. Items repre- 366

sent either concrete or abstract entities, such 367

as a person (Piscopo and Simperl, 2019). 368

• Next, we employ GPT-3.5-Turbo to examine 369

each multi-hop question in the test samples 370

to determine if it contains any of the base 371

relations. 372

• Afterward, we rank the frequencies of each 373

relation and choose the top 50 relations as 374

candidates for use in relation chain extraction 375

and edited fact triple extraction. 376

To stay updated with the latest information on 377

WikiData, we utilize the WikiData API service6 378

and the WikiData Query Service7. The correctness 379

of our KBQA result hinges on the accurate extrac- 380

tion of both edited fact triples and relation chains. 381

If the relation chain is found to be incorrect, we 382

5https://www.wikidata.org/w/index.php?title=
Special:ListProperties/wikibase-item&limit=500&
offset=0

6https://www.wikidata.org/w/api.php
7https://query.wikidata.org/sparql

5

https://www.wikidata.org/w/index.php?title=Special:ListProperties/wikibase-item&limit=500&offset=0
https://www.wikidata.org/w/index.php?title=Special:ListProperties/wikibase-item&limit=500&offset=0
https://www.wikidata.org/w/index.php?title=Special:ListProperties/wikibase-item&limit=500&offset=0
https://www.wikidata.org/w/api.php
https://query.wikidata.org/sparql


Base Model Method
MQuAKE-CF MQuAKE-T

k=1 k=100 k=1000 k=3000 k=1 k=100 k=500 k=1868

GPT-J-6B

MEMIT 12.3 9.8 8.1 1.8 4.8 1.0 0.2 0.0
MEND 11.5 9.1 4.3 3.5 38.2 17.4 12.7 4.6
MeLLo 20.3 12.5 10.4 9.8 85.9 45.7 33.8 30.7
GMeLLo 76.3 53.4 49.5 49.0 86.9 82.1 81.5 81.5

Vicuna-7B
MeLLo 20.3 11.9 11.0 10.2 84.4 56.3 52.6 51.3
GMeLLo 71.3 46.5 42.5 41.9 97.1 86.3 85.4 85.1

Table 1: Performance comparison of GMeLLo and other approaches on the MQuAKE-CF and MQuAKE-T datasets
using GPT-J-6B or Vicuna-7B as the base language models. Adhering to the methodology outlined by Zhong et al.
(2023), instances are grouped into batches of size k. For the MQuAKE-CF dataset, k varies from 1 to 3000, and for
the MQuAKE-T dataset, it ranges from 1 to 1868. For example, in the MQuAKE-CF dataset, when k = 100, the
3000 instances are organized into 30 groups, and the average performance reported as the final result. The metric
used is accuracy.

conduct an online search on WikiData to determine383

if the relation chain leads to an entity that could po-384

tentially yield an incorrect answer for the specific385

question, which takes about 1 second.386

4.1.5 Strategies for Managing Unforeseen387

Relationships388

As previously noted, since LLMs may produce re-389

lations that are similar in meaning but not identical,390

we employ the pretrained Contriever model (Izac-391

ard et al., 2022) to retrieve the most similar relation392

(i.e., the closest relation in the embedding space)393

from the base list of relations. This replacement394

is performed when undefined relations are encoun-395

tered during both edited fact triple extraction and396

relation chain extraction.397

4.2 Main Results398

As shown in Table 1, our GMeLLo significantly399

outperforms all existing methods on the both the400

MQuAKE-CF dataset and the MQuAKE-T dataset401

(Zhong et al., 2023), particularly when handling a402

large number of edits.403

The performance degradation in MeLLo is pri-404

marily due to its challenges in identifying relevant405

facts as the number of edits increases. When k=1,406

the model utilizes only the facts directly related407

to the input question for context. However, as k408

increases, the model faces the challenge of discern-409

ing relevant facts from a broader memory. Our410

proposed GMeLLo model mitigates this by em-411

ploying an explicit symbolic graph representation,412

which enhances the system’s ability to update and413

retrieve relevant facts effectively. This feature sig-414

nificantly boosts the scalability of GMeLLo, mak-415

ing it well-suited for real-world question answering 416

applications that require managing large volumes 417

of rapidly changing information. 418

In addition, we evaluated MeLLo and GMeLLo 419

using two larger models, GPT-3.5-Turbo-Instruct 420

and GPT-3.5-Turbo8, on the MQuAKE-CF dataset 421

with k=30009. The accuracy rates achieved by 422

MeLLo and GMeLLo with GPT-3.5-Turbo-Instruct 423

were 30.7% and 51.4%, respectively. While 424

GMeLLo achieved an accuracy of 66.4% with GPT- 425

3.5-Turbo, the same model consistently returned 426

errors when tested with MeLLo, suggesting that 427

the prompts may require modification for compati- 428

bility with chat completion models. These results 429

indicate that GMeLLo performs well even when 430

scaled to larger LLMs. 431

4.3 Ablation Study 432

To gain a comprehensive understanding of the per- 433

formance of various components, i.e., LLM-based 434

QA and KBQA, we conduct an experiment to illus- 435

trate the impact of LLM-based QA and KBQA as 436

the number of edits increases. 437

As demonstrated in Table 2, the performance 438

of KBQA remains consistent, as all edited facts 439

are converted to triples and all relation chains are 440

extracted from the test questions, regardless of the 441

value of ’k’. However, as the parameter ’k’ in- 442

creases, more edited facts are stored in the external 443

memory. Consequently, selecting the relevant ed- 444

its to accurately answering the questions becomes 445

increasingly challenging for LLM-based QA. 446

8https://platform.openai.com/docs/models/gpt-3-5-turbo
9The model text-davinci-003 used in Zhong et al.

(2023) was deprecated on January 4, 2024.
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Base Model Method
MQuAKE-CF MQuAKE-T

k=1 100 1000 3000 k=1 100 500 1868

GPT-J-6B
QA 71.0 24.2 14.3 12.2 32.3 18.0 15.7 15.5
KBQA 43.3 43.3 43.3 43.3 80.2 80.2 80.2 80.2
GMeLLo 76.3 53.4 49.5 49.0 86.9 82.1 81.5 81.5

Vicuna-7B
QA 72.6 27.0 16.5 13.5 96.9 63.0 59.2 58.2
KBQA 35.9 35.9 35.9 35.9 73.6 73.6 73.6 73.6
GMeLLo 71.3 46.5 42.5 41.9 97.1 86.3 85.4 85.1

Table 2: Ablation study of GMeLLo. QA involves directly using LLM for answering the multi-hop questions.
KBQA involves using LLM to transform edited fact sentences into triples, update WikiData, convert question
sentences into relation chains, and generate formal KG queries for question answering. GMeLLo combines these
methods by using KBQA to correct answers from LLM-based QA.

When k=1 and all relevant facts are provided447

to the LLMs for question answering, the LLM-448

based QA proves to be quite effective. However,449

a more realistic scenario involves multiple edits450

occurring simultaneously, where each question is451

asked separately (i.e., k>1). The performance show-452

cased in Table 2 demonstrates the effectiveness of453

our GMeLLo, highlighting that KBQA serves as454

a valuable enhancement to LLM-based QA within455

evolving environments.456

4.3.1 Further Analysis457

To evaluate the impact of KBQA on LLM-based458

QA within the GMeLLo framework, we conducted459

an analysis comparing the responses from LLMs460

to those from the KG. We consider the KG’s re-461

sponse as the final answer. Therefore, comparing462

to only using LLM-based QA, if the answer from463

LLMs is correct but the answer from the KG is464

incorrect, this leads to a decline in performance.465

Conversely, if the answer from LLMs is incorrect466

but the answer from the KG is correct, performance467

improves. If the KBQA provides no response, per-468

formance remains unchanged. As illustrated in Ta-469

ble 3, when there are discrepancies between KBQA470

and LLM-based QA responses, the likelihood of471

KBQA providing the correct answer increases as472

the parameter k increases.473

4.4 Qualitative Analysis474

Table 2 illustrates that Vicuna exhibits superior475

performance in directly handling the QA task,476

particularly when provided with the exact edited477

facts. Conversely, GPT-J excels in sentence analy-478

sis tasks, showcasing its high performance in the479

KBQA task.480

4.4.1 Inferior Performance of GPT-J in QA 481

Table 2 shows that the performance of GPT-J and 482

Vicuna in conducting QA tasks is comparable on 483

the MQuAKE-CF dataset when k=1. However, 484

GPT-J exhibits notably lower performance on the 485

MQuAKE-T dataset. Further analysis revealed that 486

GPT-J struggles in answering questions with only 487

an edited fact pertaining to its intermediary infor- 488

mation, such as: 489

Sample from MQuAKE-CF
Facts: Midfielder is associated with the sport
of Gaelic football
Question: What is the capital of the country
where the sport associated with Kieron Dyer’s
specialty was first played?
Predicted Answer: Bondi Junction
Answer: Dublin

Sample from MQuAKE-T
Facts: The name of the current head of the
Philippines government is Bongbong Marcos
Question: Who is the head of government of
the country that Joey de Leon is a citizen of?
Predicted Answer: Benigno Aquino III
Answer: Bongbong Marcos

However, it can achieve the correct answer in 490

KBQA because it accurately extracts the fact triple 491

and relation chain of the question. Given that 492

all test samples in MQuAKE-T contain only one 493

edited fact, while approximately 63.6% of test sam- 494

ples in MQuAKE-CF consist of more than two 495

edited facts, GPT-J is able to connect most of the 496

information together. Therefore, it achieves better 497

performance in the MQuAKE-CF dataset. 498
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Base Model
Scenario MQuAKE-CF MQuAKE-T

LLM KG Performance k=1 100 1000 3000 k=1 100 500 1868

GPT-J-6B

✖ ✔ ↑ 8.1 22.9 24.9 25.0 44.0 47.2 47.9 48.0
✔ ✖ ↓ 12.5 2.4 1.2 0.7 0.7 0.4 0.3 0.3
✔ ⃝ - 34.2 7.0 4.0 3.7 7.1 2.8 2.4 2.3

Vicuna-7B

✖ ✔ ↑ 7.7 17.8 19.6 20.0 4.2 19.7 21.4 21.7
✔ ✖ ↓ 21.8 3.9 2.0 1.2 7.2 4.2 4.0 3.9
✔ ⃝ - 32.7 7.4 4.0 3.4 35.7 19.8 18.1 17.7

Table 3: Further analysis for scenarios where the answers from LLM and KG contradict each other. The values are
expressed as percentages. It is important to note that the total number of test questions is three times the number of
test instances. For instance, in MQuAKE-CF, each test instance comprises three distinct questions with the same
meaning, totaling 9,000 test questions. Symbols used: ↑ indicates improved performance, ↓ indicates reduced
performance, and ⃝ denotes no response from KBQA, resulting in no impact on the final output (-).

4.4.2 Inferior Performance of Vicuna in499

KBQA500

Compared to GPT-J, Vicuna performs less effec-501

tively in the KBQA task. Aside from misunder-502

standings, the main reasons are as follows:503

• It often makes errors in the sequence. For ex-504

ample, given the fact "The author of Misery505

is Richard Dawkins", its output fact triple is506

"Richard Dawkins->author->Misery". How-507

ever, the correct sequence is "Misery->author-508

>Richard Dawkins".509

• It frequently makes errors in selecting a rela-510

tion from the list. For example, it often out-511

puts a relation chain as "Mike->citizenship-512

>country->head of state", instead of "Mike-513

>country of citizenship->head of state".514

It is important to note that even if the relation chain515

is incorrect, the KBQA system may still provide the516

correct answer because of some loops in WikiData,517

such as the country of the USA is the USA.518

Although Vicuna is not as effective overall, we519

still find that in some cases it can correctly extract520

relations, but cannot provide the correct answer521

directly. An example is given as follows:522

Sample from MQuAKE-CF
Facts: Point guard is associated with the sport
of cricket
Question: What is the capital of the country
from which Erik Spoelstra’s sport comes?
Predicted Answer: Miami
Answer: London

4.5 Further Discussion 523

KG offers a clearer representation of multi-hop 524

information and its updates. In GMeLLo, we har- 525

ness the strengths of both KBQA and LLM-based 526

QA, benefiting from KBQA’s high precision and 527

LLM-based QA’s extensive coverage. Our experi- 528

ments reveal that GPT-J excels in extracting rela- 529

tion chains and fact triples, whereas Vicuna demon- 530

strates superior performance in LLM-based QA. 531

Given that KBQA and LLM-based QA operate as 532

separate modules in GMeLLo, we can optimize 533

their use by employing different LLMs in each 534

module, maximizing their effectiveness in practical 535

applications. 536

5 Conclusion 537

In this paper, we present GMeLLo, a method de- 538

signed for multi-hop question answering in dy- 539

namic environments. Except leveraging LLMs for 540

question answering, we also leverage the capabili- 541

ties of LLMs to extract the triples from edited fact 542

sentence to update KG, and use the capabilities of 543

LLMs to analyze question sentences and generate 544

a relation chain, and finally get the formal query 545

by filling in a formal query template. Finally, we 546

combine KBQA and LLM-based QA to bolster the 547

multi-hop question answering capability within a 548

dynamic environment. This approach capitalizes 549

on the strengths of both LLMs and KGs. By utiliz- 550

ing LLMs for analyzing question sentences and QA 551

to ensure the coverage, and KBQA to provide ac- 552

curate results, we achieve a synergy between these 553

two methodologies. 554
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Limitations555

Despite the promising results, it is important to ac-556

knowledge that this investigation is still in its early557

stages. Although our performance significantly sur-558

passes baseline approaches in multi-hop questions559

in dynamic domains, particularly for large knowl-560

edge bases and complex questions, there is still561

room for further improvement. Our future research562

includes563

• Leveraging more sophisticated prompting564

techniques, such as Chain of Thought (CoT)565

(Wei et al., 2022), to enable more accurate566

multi-hop reasoning.567

• Refining the predefined relation list to en-568

hance its accuracy.569

• Enhancing the KG to support more complex570

question answering, such as inquiries involv-571

ing historical information.572

We believe these improvements can further enhance573

the performance and scalability of the system, en-574

abling it to handle more complex and diverse real-575

world applications.576
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A Implementation851

A.1 Dataset Statistics852

Table 4 provides a summary of the statistics for the853

MQuAKE-CF and MQuAKE-T datasets.

#Edits 2-hop 3-hop 4-hop Total

MQuaKE-CF

1 513 356 224 1,093
2 487 334 246 1,067
3 - 310 262 572
4 - - 268 268
All 1,000 1,000 1,000 3,000

MQuaKE-T 1 (All) 1,421 445 2 1,868

Table 4: Statistics of MQuAKE dataset (Zhong et al.,
2023).

854

A.2 Hyperparmers Settings855

To ensure reproducibility, we set the temperature856

to zero in all experiments. Table 5 shows that re-857

trieving the top-6 edited facts from external mem-858

ory provides the best average performance on the859

MQuAKE-CF dataset for k > 1. Consequently,860

we include top-6 edited facts in the prompt for sub-861

sequent experiments on this dataset when k > 1.862

Similarly, for the MQuAKE-T dataset when k > 1,863

we opted to incorporate the top-1 edited fact in the864

prompt.865

A.3 Predefined Relations Utilized in the866

Prompts for Relation Chain and Fact867

Triple Extraction868

After filtering by GPT-3.5-Turbo, the first 50869

relations utilized in MQuAKE-CF dataset are:870

[’country of origin’,’sport’, ’country of citizen-871

ship’, ’capital’, ’continent’, ’official language’,872

’head of state’, ’head of government’, ’creator’,873

’country’, ’author’, ’headquarters location’, ’place874

of birth’,’spouse’, ’director / manager’,’religion875

or worldview’, ’genre’, ’work location’, ’per-876

former’,’manufacturer’, ’developer’, ’place of877

death’, ’employer’, ’educated at’,’member of sports878

team’, ’head coach’, ’languages spoken, writ-879

ten or signed’, ’notable work’, ’child’, ’founded880

by’, ’location’, ’chief executive officer’, ’original881

broadcaster’, ’chairperson’, ’occupation’, ’position882

played on team / speciality’,’member of’, ’lan-883

guage of work or name’, ’director’, ’league’, ’home884

venue’, ’native language’, ’composer’, ’place of885

origin (Switzerland)’, ’officeholder’,’religious or-886

k=100 k=1000 k=3000 Average

Top-4 15.6 9.1 7.2 10.63
Top-5 16.8 8.3 6.9 10.67
Top-6 16.6 8.5 7.4 10.83
Top-10 15.3 9.0 8.0 10.77
Top-100 8.2 4.7 3.7 5.53

Table 5: Hyperparameter search for top-x in Vicuna-
based QA systems on the MQuAKE-CF dataset.

der’, ’publisher’, ’original language of film or TV 887

show’, ’ethnic group’,’military branch’]. 888

After GPT-3.5-Turbo filtering, the MQuAKE-T 889

dataset includes a total of 35 relations. The relation 890

list is [’head of government’, ’country of citizen- 891

ship’, ’head of state’, ’country of origin’, ’country’, 892

’headquarters location’, ’location’, ’sport’, ’per- 893

former’, ’genre’, ’developer’, ’employer’, ’manu- 894

facturer’, ’place of death’, ’place of birth’, ’author’, 895

’member of’, ’capital’, ’member of sports team’, 896

’chief executive officer’, ’notable work’, ’director / 897

manager’, ’original broadcaster’, ’creator’, ’work 898

location’, ’educated at’, ’located in the administra- 899

tive territorial entity’, ’head coach’, ’place of pub- 900

lication’, ’location of formation’, ’director’, ’pro- 901

ducer’, ’transport network’, ’continent’, ’child’] 902

A.4 Prompt Setup and Post-Processing 903

The prompts used for edited fact triple extraction, 904

relation chain extraction, and LLM-based QA are 905

depicted in Figures 3, 4, and 5. The edited triple 906

can be regarded as a specialized relation chain, with 907

only one relation between entities and all entities 908

known. All samples in the prompt are selected 909

from the complete MQuAKE-CF dataset, ensur- 910

ing they are distinct from the test samples. To

Sentence: The headquarters of University of Cambridge is located in 
the city of Washington, D.C.
Relation Chain: University of Cambridge->headquarters location-
>Washington, D.C.
......
Given the above samples, please help me analyze the relation chain 
of the following sentence. All the relations should be selected from 
['country of origin','sport', ...].
Sentence: The chief executive officer of Boeing is Marc Benioff
Relation Chain:

Prompt for Transforming the Edited Sentences to Triples

Figure 3: The prompt used for transforming edited fact
sentences to triples.

911
improve the performance of LLMs in extracting 912

relation chains and ensure that outputs conform to 913

a specified format, we employ a 4-shot learning ap- 914
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Question: What is the birthplace of the author of "The Little Match 
Girl"?
Relation Chain: The Little Match Girl->author->?x->place of birth-
>?y
......
Given the above samples, please help me analyze the relation chain 
of the following sentence. All the relations should be selected from 
['country of origin','sport', ...].
Question: What is the continent where the CEO responsible for 
developing Windows 8.1 was born?
Relation Chain:

Prompt for Transforming the Question Sentences to Relation Chains

Figure 4: The prompt used for transforming question
sentences to relation chains.

Facts: Hans Christian Andersen was born in the city of Brittany
Question: What is the birthplace of the author of "The Little Match 
Girl"?
Answer: Brittany
......
Facts: Windows 8.1 was developed by Boeing; The chief executive 
officer of Boeing is Marc Benioff; California is located in the 
continent of Europe; Marc Benioff was born in the city of California
Question: What is the continent where the CEO responsible for 
developing Windows 8.1 was born?
Answer: 

Prompt for LLM-based QA

Figure 5: The prompt used in LLM-based QA.

proach for the MQuAKE-CF dataset and a 3-shot915

learning approach for the MQuAKE-T dataset. For916

MQuAKE-CF, the approach involves presenting917

the model with samples of one 2-hop question, one918

3-hop question, and two 4-hop questions. In con-919

trast, for MQuAKE-T, the model is presented with920

one 2-hop question, one 3-hop question, and one921

4-hop question.922

To address the limitations of GPT-J and Vicuna923

in conforming to the desired output format, we924

establish a heuristic rule for extracting essential925

information from their outputs. For instance, in the926

context of relation chain extraction, this heuristic927

is outlined as follows:928

• Narrow the attention to the output sentence929

containing the "->" indicator.930

• Divide the sentence based on the "->" delim-931

iter.932

• Regard the initial segment as the predicted933

entity. Subsequently, process the following934

segments sequentially as relations, provided935

they do not begin with "?".936

A.5 Strategies for Managing Sequence Errors937

in Extracting Fact Triples938

While LLMs consistently identifies relations accu-939

rately—such as ’head of state,’ ’chief of depart-940

ment,’ and ’head of government’—it often makes 941

errors in their sequencing. To address this, we em- 942

ploy Spacy10 to detect instances where the object 943

of an edited triple is not a person. If it is not, we 944

adjust the sequence of the object and subject in the 945

triple accordingly. 946

B The Distinctions Between Our 947

GMeLLo and Other Methods 948

While both GMeLLo and MeLLo (Zhong et al., 949

2023) are memory-based models targeting multi- 950

hop question answering in an evolving environ- 951

ment, they differ in the following aspects: 952

• MeLLo employs in-context learning to di- 953

rect LLMs in splitting the question into sub- 954

questions, answering each, and verifying 955

against relevant edited facts for contradic- 956

tions. In contrast, GMeLLo retrieves perti- 957

nent edited facts for the multi-hop question 958

and presents them alongside the question to 959

LLMs for answering. 960

• Except storing edited facts as isolated sen- 961

tences in an external memory, we leverage 962

LLMs to translate these sentences into triples 963

and update the KG. In addition to obtaining 964

an answer from LLMs, we utilize KBQA to 965

enhance the precision of multi-hop question 966

answering within an evolving environment. 967

Recently, the advent of LLMs has spurred the 968

development of LLM-based KBQA systems (Baek 969

et al., 2023; Sen et al., 2023; Nie et al., 2024). 970

However, our GMeLLo are different from these 971

works in the following aspects: 972

• Firstly, we consider question answering in 973

a dynamic environment, where changes in 974

the knowledge graph need to accounted for, 975

whereas they do not. 976

• Secondly, we focus on multi-hop questions, 977

whereas they deal with standard KBQA tasks, 978

including intersection and difference ques- 979

tions etc. 980

• Thirdly, the KBQA and LLM-based QA are 981

handled separately, using the KBQA answer 982

as the final answer. In contrast, they retrieve 983

triples from the knowledge graph and incorpo- 984

rate them into the prompt to guide LLM-based 985

QA. 986
10https://spacy.io/
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Model Method
Number of Hops

2 3 4 Avg

GPT-J-6B

MEND 13.9 11.3 9.5 11.5
MEMIT 22.5 6.0 8.4 12.3
MeLLo - - - 20.3
GMeLLo 89.5 73.7 65.6 76.3

Table 6: The breakdown performance on the MQuAKE-
CF dataset with respect to the number of hops when
k = 1.

C Multi-Hop Performance Analysis987

We study the breakdown of performance on the988

MQuAKE-CF dataset with respect to the num-989

ber of hops when k = 1. Table 6 provides the990

hop-specific performance of different methods. Al-991

though MQuAKE did not provide the hop perfor-992

mance for MeLLo, it can be inferred that the av-993

erage hop performance should not exceed 65.6%,994

given that the overall performance is 20.3%.995
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