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Abstract

This paper introduces a novel approach for high-quality

deepfake detection called Localized Artifact Attention Net-

work (LAA-Net). Existing methods for high-quality deep-

fake detection are mainly based on a supervised binary

classifier coupled with an implicit attention mechanism.

As a result, they do not generalize well to unseen ma-

nipulations. To handle this issue, two main contributions

are made. First, an explicit attention mechanism within

a multi-task learning framework is proposed. By combin-

ing heatmap-based and self-consistency attention strate-

gies, LAA-Net is forced to focus on a few small artifact-

prone vulnerable regions. Second, an Enhanced Feature

Pyramid Network (E-FPN) is proposed as a simple and ef-

fective mechanism for spreading discriminative low-level

features into the final feature output, with the advantage

of limiting redundancy. Experiments performed on sev-

eral benchmarks show the superiority of our approach in

terms of Area Under the Curve (AUC) and Average Preci-

sion (AP). The code is available at https://github.

com/10Ring/LAA-Net.

1. Introduction

Thanks to the development of generative models,

tremendous advances in deepfake creation have been wit-

nessed. Unfortunately, these fake visual data can be em-

ployed for malicious purposes, as shown in [4, 48]. The fact

that deepfake generation techniques are rapidly gaining in

realism only exacerbates this issue. It is, therefore, crucial

to design methods capable of automatically detecting deep-

fakes, including the most realistic ones that are commonly

referred to as high-quality deepfakes. Nonetheless, detect-

ing high-quality deepfakes remains extremely challenging

as they usually enclose subtle and localized artifacts.

(a)

(b)

Figure 1. Comparison of LAA-Net (•) with respect to existing

methods, namely, Multi-attentional (•) [55], SBI (•) [41], Xcep-

tion (•) [37], RECCE (•) [6], CADDM (•) [14], using (a) the

AUC performance with respect to different ranges of Mask SSIM,

and (b) its associated boxplots. *The results were obtained us-

ing the official source codes pretrained on FF+ [37] and testing on

Celeb-DFv2 [25]. Figure best viewed in colors.

Recent works have mostly focused on improving the

generalization capabilities of deepfake detection methods

by adopting multi-task learning [7, 24, 54] and/or heuris-
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tic fake data generation [24, 41] strategies. However, most

of these methods fail to model localized artifacts, which are

critical for detecting high-quality deepfakes. This could be

explained by the fact that Vanilla Deep Learning (DL) ar-

chitectures are mainly used. These common architectures,

such as XceptionNet [9] and EfficientNet [44], tend to learn

global features, ignoring more localized cues [50, 55]. With

the use of successive convolutions, localized features across

layers gradually fade. Hence, proposing suitable mecha-

nisms for capturing local and subtle artifacts turns out to be

necessary.

To the best of our knowledge, only a few research works

have explored this research direction [50, 55]. They mainly

introduce attention modules that implicitly model subtle

inconsistencies through low-level representations [50, 55].

Nevertheless, they still rely on single binary classifiers

trained with real/deepfake images without considering any

additional strategy for avoiding generalization issues. This

considerably restricts the practical usefulness of these meth-

ods.

Hence, our goal is to address the detection of high-

quality deepfakes and, at the same time, improve the gener-

alization performance. We argue that this can be achieved

by designing an attention module compatible with generic

deepfake detection strategies. In particular, the solution

would be to introduce an explicit fine-grained mechanism

within a multi-task learning framework supported by an ap-

propriate pseudo-fake synthesis technique. Moreover, in ad-

dition to such a learning strategy, we posit that an adequate

architecture preserving low-level features could implicitly

contribute to better capturing localized artifacts.

More concretely, this paper proposes a novel fine-

grained approach called Localized Artifact Attention Net-

work (LAA-Net) that relies on a multi-task learning frame-

work. First, a new fine-grained mechanism that aims at fo-

cusing on small regions centered at the vulnerable pixels

is introduced. By vulnerable pixels, we mean the pixels

that are more likely to showcase a blending artifact1. This

is achieved by considering two auxiliary branches, namely,

a heatmap branch and a self-consistency branch. On the

one hand, the heatmap branch allows localizing the set of

vulnerable pixels while taking into account their neighbor-

hood. On the other hand, the self-consistency branch esti-

mates the similarity of pixels with respect to a randomly se-

lected vulnerable point. To simulate fake data and generate

ground-truth heatmaps and self-consistency matrices that

are predicted by the additional branches, blending-based

data synthesis such as [24, 41] are leveraged. Second, the

proposed architecture incorporates a novel, simple, yet ef-

fective Feature Pyramid Network (FPN) [27] termed En-

hanced FPN (E-FPN). It enables making use of multi-scale

features while avoiding redundancy. In fact, it has been

1A more formal definition is given in Section 3.2

shown that reducing feature redundancy contributes to the

regularization of Deep Neural Networks (DNNs) [2]. While

the proposed attention mechanism guided by the vulnera-

ble points helps the network to focus explicitly on artifact-

prone regions, E-FPN forces the model to consider implic-

itly local cues. The association of these two complemen-

tary components makes LAA-Net a suitable candidate for

fine-grained and generic deepfake detection. As reflected

in Figure 1, our approach achieves better and more stable

Area Under the Curve (AUC) performance as compared to

existing methods [6, 14, 37, 41, 55] regardless of the quality

of deepfakes, quantified using the Mask Structural SIMilar-

ity (Mask-SSIM2). For a more comprehensive evaluation,

in addition to the standard AUC, other metric is reported,

namely, Average Precision (AP). We report experiments on

several deepfake benchmarks and show that LAA-Net out-

performs the state-of-the-art (SoA).

Contributions. In summary, the paper contributions are:

1. A novel multi-task learning method for fine-grained and

generic deepfake detection called LAA-Net. It is trained

using real data only.

2. An explicit attention mechanism for focusing on vul-

nerable points combining heatmap-based and self-

consistency attention strategies.

3. A new FPN design, called E-FPN, ensures the efficient

propagation of low-level features without incurring re-

dundancy3.

4. Extensive experiments and a comprehensive analysis

reported on several benchmarks, namely, FF++ [37],

CDF2 [25], DFD [15], DFDC [13], and DFW [57].

Paper Organization. The remainder of the paper is orga-

nized as follows: Section 2 reviews related works. Section 3

introduces the proposed approach, and Section 4 reports the

experiments and discusses the results. Finally, Section 5

concludes this work and suggests future investigations.

2. Related Works: Attention-based Deepfake

Detection

Prior works are diverse in the way they approach the

problem of deepfake detection [1, 31, 32, 35, 36, 42, 49].

Earlier methods generally formulate it as a purely binary

classification [10, 37], leading to poor generalization ca-

pabilities. As a solution, two main strategies have been

investigated by the research community, namely, multi-

task learning [5–7, 19, 24, 54] and/or pseudo-fake gener-

ation [3, 24, 33, 41, 52].

2The Mask-SSIM [25, 29] has been proposed as a metric for quan-

tifying the quality of deepfakes [25]. The Mask-SSIM is computed by

computing the similarity in the head region between the fake image and its

original version using the SSIM score introduced in [51]. Hence, a higher

Mask-SSIM score corresponds to a deepfake of higher quality.
3E-FPN is generic and can be used in conjunction with any traditional

encoder-decoder architecture.
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Figure 2. Overview of the proposed LAA-Net approach: it is formed by two components, namely, (1) an explicit attention mechanism

based on a multi-task learning framework composed of three branches, i.e., the binary classification branch, the heatmap branch, and the

self-consistency branch. The heatmap and self-consistency ground-truth data are generated based on the detected vulnerable points, and

(2) an Enhanced Feature Pyramid Networks (E-FPN) that aggregates multi-scale features.

Despite their great potential, the aforementioned mod-

els are less robust when considering high-quality deepfakes.

Indeed, these SoA methods mainly employ traditional DNN

backbones such as XceptionNet [9] and EfficientNet [44].

Hence, through their successive convolution layers, they

implicitly generate global features. As a result, low-level

cues, that can be very informative, might be unintention-

ally ignored, leading to poor detection performance of high-

quality deepfakes. It is, therefore, crucial to design adequate

strategies for modeling more localized artifacts.

Alternatively, some attention-based methods such as [50,

55] have been proposed. Specifically, they have made at-

tempts to integrate attention modules for implicitly focus-

ing on low-level artifacts [50, 55]. Unfortunately, the two

aforementioned methods make use of a unique binary clas-

sifier solely trained with real and deepfake images. This

means that they do not consider any pseudo-fake gener-

ation technique or multi-task learning strategy. Conse-

quently, as demonstrated experimentally, they do not gener-

alize well to unseen datasets in comparison to other recent

techniques [3, 41, 52].

3. Localized Artifact Attention Network (LAA-

Net)

Our goal is to introduce a method that is robust to high-

quality deepfakes yet capable of handling unseen manipu-

lations. Accordingly, we introduce a fine-grained method

called Localized Artifact Attention Network (LAA-Net) il-

lustrated in Figure 2. LAA-Net incorporates: (1) an explicit

attention mechanism and (2) a new architecture based on an

enhanced FPN, called E-FPN.

First, the proposed attention mechanism aims at explic-

itly focusing on blending artifact-prone pixels referred to

as vulnerable points (a formal definition is given in Sec-

tion 3.1). For that purpose, a hand-free annotation of

vulnerable points is proposed by leveraging a blending-

based data synthesis. Specifically, a multi-task learning

framework composed of three simultaneously optimized

branches, namely (a) classification, (b) heatmap regres-

sion, and (c) self-consistency regression, is introduced, as

depicted in Figure 2. The classification branch predicts

whether the input image is fake or real, while the two other

branches aim at giving attention to vulnerable pixels. Sec-

ond, E-FPN allows extracting multi-scale features without

injecting redundancy. This enables modeling low-level fea-

tures, which can better discriminate subtle inconsistencies.

3.1. Explicit Attention to Vulnerable Points

3.1.1 Blending-based Data Synthesis

We start by recalling blending-based data synthesis

methods such as [24, 41]. In fact, the proposed method re-

lies on this kind of pseudo-fake generation and, therefore

avoids using actual deepfakes and manually annotating data

to train the proposed multi-task learning framework. Let us

consider a manipulated face image denoted by IM. The im-

age IM can be obtained by combining (e.g., blending) two

images denoted by IF and IB as follows,

IM = M⊙ IF + (1−M)⊙ IB , (1)

where IF refers to the foreground image enclosing the de-

sired facial attributes, IB indicates a background image, M

is the deformed Convex Hull mask with values varying be-

tween 0 and 1, and ⊙ denotes the element-wise multiplica-

tion operator.
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Figure 3. Extraction of the vulnerable points.

3.1.2 Proposed Multi-task Learning Framework

In addition to the deepfake classification branch, the net-

work learns to focus on specific regions by taking advantage

of the parallel Heatmap and Self-consistency branches. Our

hypothesis is that deepfake detection can be formulated as a

fine-grained classification. Therefore, giving more attention

to the vulnerable points should be an effective solution for

detecting high-quality deepfakes. For the sake of clarity, we

start by formally defining the notion of ‘vulnerable points’.

Definition 1 - Vulnerable points in a deepfake image are

the pixels that are more likely to carry blending artifacts.

As discussed in Section 3.1.1, any deepfake generation ap-

proach involves a blending operation for mixing the back-

ground and the foreground of two different images IB and

IF , respectively. This implies the presence of blending ar-

tifacts regardless of the used generation approach. Thus,

we posit that the vulnerable points can be seen as the pixels

belonging to the blending regions with the most equivalent

contributions from both IB and IF .

In this paper, we assume that we work under a realis-

tic setting where we only have access to real data dur-

ing training. A blending-based augmentation is, therefore,

considered and leveraged for defining vulnerable pixels.

Specifically, inspired from [24], a blending boundary mask

B = (bij)i,j∈[[1,D]] is firstly computed as follows,

B = 4 . M⊙ (1−M) , (2)

with 1 being an all-one matrix. Note that M is defined in

Eq. (1). The variable D is the height and width of B, and

bij its value at the position (i, j). A higher value of bij
indicates that the position (i, j) is more impacted by the

blending. Hence, if an input image is real, B should be set

to 0. Then, the set of vulnerable pixels denoted by P is

defined as follows,

P = argmax
(i,j)∈[[1,D]]2

(B), (3)

where [[ ]] defines an integer interval. Figure 3 illustrates

the extraction of vulnerable points. In the following, we

describe how the notion of vulnerable points is used within

the heatmap and self-consistency branches.

Heatmap Branch. In general, forgery artifacts not only

appear in a single pixel but also affect its surroundings.

Hence, considering vulnerable points as well as their neigh-

borhood is more appropriate for effectively discriminating

deepfakes, especially in the presence of images with local

irregularities caused by noise or illumination changes. To

model that, we propose to use a heatmap representation that

encodes at the same time the information of both vulnerable

points as well as their neighbor points.

More specifically, ground-truth heatmaps are generated

by fitting an Unnormalized Gaussian Distribution for each

pixel pk ∈ P . The pixel pk is considered as the center of

the Gaussian Mask Gk. To take into account the neigh-

borhood information of pk, the standard deviation of Gk is

adaptively computed. In particular, inspired from the work

of [23], the standard deviation σk of pk is computed based

on the width and the height of the blending boundary mask

B with respect to the point pk. Similar to [23], a radius rk
is computed based on the size of the set of virtual objects

that overlap the mask centered at pk with an Intersection

over Union (IoU) greater than a threshold t. In all our ex-

periments, we set t to 0.7 and we assume that σk = 1
3rk.

Hence, Gk = (gkij)i,j∈[[1,D]] is computed as follows,

gkij = e
−

i2+j2

2σ2
k , (4)

where i and j refer to the pixel position. The ground-truth

heatmap H is finally constructed by superimposing the set

G = {Gk}k∈[[1,card(P)]]. A figure depicting the heatmap

generation process is provided in supplementary materials.

For optimizing the heatmap branch, the following focal

loss [26] is used,

LH =
D
∑

i,j

−(1− h̃ij)
γ log h̃ij , (5)

such that,

h̃ij =

{

ĥij if hij = 1 ,

1− ĥij otherwise ,
(6)

with ĥij and hij being the value of the predicted heatmap

Ĥ and the ground-truth H at the pixel location (i, j), re-

spectively. The hyperparameter γ is used to stabilize the

adaptive loss weights.

Self-consistency Branch. To enhance the proposed atten-

tion mechanism, the idea of learning self-consistency pro-

posed in [54] is revisited to fit our context. Instead of com-

puting the consistency values for each pixel of the mask,
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we consider only the vulnerable location. Since the set

P might include more than one pixel (the blending mask

can include several pixels with equal values), we randomly

choose one of them that we denote by ps for generating

the self-consistency ground-truth matrix. Hence, the gen-

erated matrices denoted by C are 2-dimensional and not 4-

dimensional as in the original method. Given the randomly

selected vulnerable point ps = (u, v), the self-consistency

C matrix is computed as,

C = 1− |buv.1−B| , (7)

where |.| refers to the element wise modulus and 1 is an

all-one matrix.

This refinement allows for reducing the model size and,

consequently, the computational cost. It can also be noted

that even though our method is inspired by [54], our self-

consistency branch is inherently different. In [54], the con-

sistency is calculated between the foreground and back-

ground, whereas we measure the consistency between the

vulnerable point and the other pixels of the blended mask.

The self-consistency loss LC is then computed as a bi-

nary cross entropy loss between C and the predicted self-

consistency Ĉ.

Training Strategy. The network is optimized using the

following loss,

L = LBCE + λ1LH + λ2LC , (8)

where LBCE denotes the binary cross-entropy classification

loss. LH and LC are weighted by the hyperparameters λ1

and λ2, respectively. Note that only real and pseudo-fakes

are used during training.

3.2. Enhanced Feature Pyramid Network (E­FPN)

Feature Pyramid Networks (FPN) are widely adopted

feature extractors capable of complementing global repre-

sentations with multi-scale low-level features captured at

different resolutions [27]. This makes them ideal candidates

for implicitly supporting the heatmap and self-consistency

branches towards fine-grained deepfake detection. Al-

though some attempts have been made to exploit multi-scale

features [14], no previous works have considered FPN in the

context of deepfake detection.

Over the last years, several FPN variants have been pro-

posed for numerous computer vision tasks [26, 27, 38, 47].

Nevertheless, these FPN-based methods usually lead to the

generation of redundant features, which might, in turn, lead

to the overfitting of the model [2]. Moreover, as described

in Section 1, small discrepancies are gradually eliminated

through the successive convolution blocks [55], going from

high-resolution low-level to low-resolution high-level fea-

tures. Consequently, the last block outputs usually contain

global features where local artifact-sensitive features might

be discarded. To overcome this issue, we introduce a new

alternative referred to as Enhanced Feature Pyramid Net-

work (E-FPN) that is integrated in the proposed LAA-Net

architecture. The E-FPN goal is to propagate relevant infor-

mation from high to low-resolution feature representations.

As shown in Figure 4, we denote the output shape of the

N−1 latest layers by (n(l), D(l), D(l)) with l ∈ [[2, N ]]. For

the sake of simplicity, we assume that the shape of the fea-

ture maps is square. For a given layer l, n(l), D(l) and F(l)

correspond, respectively, to its feature dimension, its height

and width, and its output features. For strengthening the

textural information in the ultimate layer F(N), we propose

to take advantage of the features generated by previous lay-

ers F(l) with l ∈ [[2, N − 1]]. Concretely, for each layer l, a

convolution followed by a transpose convolution is applied

to F(l+1). The obtained features are denoted by E(l) and

have the same shape as F(l). Then, a sigmoid function is

applied to E(l) returning probabilities. The latter indicates

the pixels that contributed to the final decision. For enrich-

ing F(l+1) while avoiding redundancy related to the most

contributing pixels, the features F(l) are filtered by comput-

ing (1 − sigmoid(E(l)))γw resulting in a weighted mask.

The latter is concatenated along the same axis with E(l) for

obtaining the final features. This operation is iterated for all

the layers l ∈ [[2, N − 1]]. In summary, the final representa-

tion F′(l) is obtained as follows,

F′(l) = (F(l) ⊙ (1− sigmoid(E(l)))γw ⊕E(l)) , (9)

where E(l) = T(f(F′(l+1)) with F′(l+1) = F(l+1) if

l = N − 1, such that f and T, are respectively the con-

volution and transpose convolution operators, and ⊕ refer

to the concatenation operator. The hyper-parameter γw is

set to 1 in all our experiments. The relevance of E-FPN in

the context of deepfake detection is experimentally demon-

strated in Section 4, as compared to the traditional FPN.

4. Experiments

In this section, we start by presenting the experimental

settings. Then, we compare the performance of LAA-Net

to SoA methods, both qualitatively and quantitatively. Fi-

nally, we conduct an ablation study to validate the different

components of LAA-Net.

4.1. Experimental Settings

Datasets. The FF++ [37] dataset is used for training and

validation. In our experiments, we follow the standard split-

ting protocol of [37]. This dataset contains 1000 origi-

nal videos and 4000 fake videos generated by four differ-

ent manipulation methods, namely, Deepfakes (DF) [11],

Face2Face (F2F) [46], FaceSwap (FS) [22], and Neural-

Textures (NT) [45]. In the training process, we utilize real
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Figure 4. Architecture of the proposed Enhanced Feature Pyramid Network (E-FPN).

Method

Training set Test set

Real Fake

In-dataset Cross-dataset

FF++ CDF2 DFW DFD DFDC

AUC (%) AUC (%) AP (%) AUC (%) AP (%) AUC (%) AP (%) AUC (%) AP (%)

Xception [37] ✓ ✓ 99.09 61.18 66.93 65.29 55.37 89.75 85.48 69.90 91.98

FaceXRay+BI [24] ✓ ✓ 99.20 79.5 - - - 95.40 93.34 65.5 -

LRNet [43] ✓ ✓ - 53.20 - - - 52.29 - - -

LocalRL [8] ✓ ✓ 99.92 78.26 - - - 89.24 - 76.53 -

TI2Net [28] ✓ ✓ - 68.22 - - - 72.03 - - -

Multi-attentional [55] ✓ ✓ - 68.26 75.25 73.56 73.79 92.95 96.51 63.02 -

RECCE [6] ✓ ✓ - 70.93 70.35 68.16 54.41 98.26 79.42 - -

SFDG [50] ✓ ✓ 99.53 75.83 - 69.27 - 88.00 - 73.63 -

EIC+IIE [20] ✓ ✓ 99.32 83.80 - - - 93.92 - 81.23 -

AltFreezing [52] ✓ ✓ 98.6 89.50 - - - 98.50 - - -

CADDM [14] ✓ ✓ 99.79 93.88 91.12 74.48 75.23 99.03 99.59 - -

UCF [53] ✓ ✓ - 82.4 - - - 94.5 - 80.5 -

Controllable GS [17] ✓ ✓ - 84.97 - - - - - 81.65 -

PCL+I2G [54] ✓ 99.11 90.03 - - - 99.07 - 74.27 -

SBI [41] ✓ 99.64 93.18 85.16 67.47 55.87 97.56 92.79 86.15 93.24

AUNet [3] ✓ 99.46 92.77 - - - 99.22 - 86.16 -

Ours (w/ BI) ✓ 99.95 86.28 91.93 57.13 56.89 99.51 99.80 69.69 93.67

Ours (w/ SBI) ✓ 99.96 95.40 97.64 80.03 81.08 98.43 99.40 86.94 97.70

Table 1. In-dataset and Cross-dataset evaluation in terms of AUC and AP on multiple deepfake datasets. Bold and Underlined highlight

the best and the second-best performance, respectively.

images only to dynamically generate pseudo-fakes, as dis-

cussed in Section 3. To evaluate the generalization ca-

pability of the proposed approach as well as its robust-

ness to high-quality deepfakes, we test the trained model

on four datasets incorporating different quality of deep-

fakes, namely, Celeb-DFv2 [25] (CDF2), DeepFake De-

tection [15] (DFD), DeepFake Detection Challenge [13]

(DFDC) and Wild Deepfake [57] (DFW). To assess the

quality of the considered datasets, we compute the Mask-

SSIM2 for each benchmark. In particular, CDF2 [25] is

formed by the most realistic deepfakes with an average

Mask-SSIM [29] value of 0.92, followed by DFD and

DFDC with an average Mask-SSIM of 0.88 and 0.84, re-

spectively. We note that computing the Mask-SSIM [25]

for DFW was not possible since real and fake images are

not paired.

Evaluation Metrics. To compare the performance of

LAA-Net with the state-of-the-art, we report the common

Area Under the Curve (AUC) metric at the video-level and

the Average Precision (AP) as in [14, 24, 41, 54]. More

metrics, namely, Average Recall (AR) and mean F1-score

(mF1) are provided in supplementary materials.

Implementation Details. To train our model, 128 training

and 32 validation frames are used. RetinaNet [26] is used

to crop faces with a conservative enlargement (by a factor

of 1.25) around the face center. Note that all the cropped

images are then resized to 384 × 384. In addition, 68 fa-

cial landmarks are extracted per frame using Dlib [21]. We

adopt the EFNB4 variant of the EfficientNet [44] pretrained

on ImageNet [12]. For each training epoch, 8 frames are

dynamically selected and used for online pseudo-fake gen-
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Method Fake Saturation Contrast Block Noise Blur Pixel

Xception [9] ✓ 99.3 98.6 99.7 53.8 60.2 74.2

FaceXray [24] ✓ 97.6 88.5 99.1 49.8 63.8 88.6

LipForensics [18] ✓ 99.9 99.6 87.4 73.8 96.1 95.6

CADDM [14] ✓ 99.6 99.8 99.8 87.4 99.0 98.8

Ours 99.96 99.96 99.96 53.9 98.22 99.80

Table 2. Robustness inspection on the FF++ with different types

of perturbation. Bold and Underline highlight the best and the

second-best performance, respectively.

C H E-FPN
Test set AUC (%)

CDF2 DFD DFDC DFW Avg.

× × × 74.54 92.24 70.81 59.81 74.35

× ✓ × 80.89 94.53 77.93 67.12 80.12(↑5.77)

× × ✓ 84.21 95.03 80.68 65.47 81.35(↑7.00)

× ✓ ✓ 95.56 98.54 82.21 74.98 87.82(↑13.47)

✓ × ✓ 79.87 94.60 71.70 72.47 79.66(↑5.31)

✓ ✓ × 91.56 98.27 78.35 73.02 85.30(↑10.95)

✓ ✓ ✓ 95.40 98.43 86.94 80.03 90.20(↑15.85)

Table 3. Ablation study under the cross-dataset setup of the Con-

sistency branch (C), Heatmap branch (H), and E-FPN.

eration. The model is trained for 100 epochs with the SAM

optimizer [16], a weight decay of 10−4, and a batch size

of 16. We apply a learning rate scheduler that increases

from 5.10−5 to 2.10−4 in the first quarter of the training and

then decays to zero in the remaining quarters. We freeze the

backbone at the first 6 epochs and only train the remaining

layers. For data augmentation, we apply horizontal flipping,

random cropping, random scaling, random erasing [56],

color jittering, Gaussian noise, blurring, and JPEG com-

pression. The parameters λ1 and λ2, defined in Eq. (8), are

set to 10 and 100. Furthermore, label smoothing [34] is uti-

lized as a regularizer. To generate pseudo-fakes, two blend-

ing synthesis techniques are considered, namely, Blended

Images (BI) [24] and Self-Blended Images (SBI) [41]. All

experiments are carried out using a GPU Tesla V-100.

4.2. Comparison with State­of­the­art

In-dataset Evaluation. We compare the performance of

LAA-Net to existing methods under the in-dataset protocol

of [3, 14, 41, 50, 52, 54]. The first column in Table 1 reports

the obtained results on the testing set of FF++. It can be

seen that all methods achieve competitive performance on

the forgeries of the FF++ dataset. Our method combined

with SBI outperforms all methods with an AUC of 99.96%,

while using only real data for training.

Cross-dataset Evaluation. We evaluate LAA-Net under

the challenging cross-dataset setup [6, 50]. Table 1 reports

the obtained results on CDF2, DFW, DFD, and DFDC, re-

spectively. It can be noted that LAA-Net achieves state-of-

the-art results on the four considered benchmarks, thereby

demonstrating its robustness to different quality of deep-

fakes. The best performance is reached using SBI as a data

synthesis, confirming the importance of modeling subtle ar-

tifacts. The performance of LAA-Net (w/BI) is slightly su-

perior to LAA-Net (w/SBI) only on DFD, with an improve-

ment of 1.08% and 0.4% of AUC and AP, respectively. A

plausible explanation could be the fact that deepfake detec-

tion in DFD is less challenging. In fact, numerous methods

report AUC and AP scores exceeding 98%.

Furthermore, LAA-Net clearly outperforms attention-

based approaches such as Multi-attentional [55] and

SFDG [50] by a margin of 27.14% and 19.57% in terms of

AUC and AP on CDF2, respectively. This confirms the su-

perior generalization capabilities of LAA-Net as compared

to [50, 55]. These results are further supported by high AR

and mF1, which are provided in the supplementary materi-

als.

Robustness to Perturbations. Since deepfake videos are

easily altered on various social platforms, the robustness

of LAA-Net against some common perturbations is investi-

gated. Following the same settings of [14, 18], we evaluate

the performance of LAA-Net on FF++ [37] by applying dif-

ferent corruptions. The results are reported in Table 2. As

our method focuses on vulnerable points, it can be seen that

color-related changes such as saturation and contrast do not

impact the performance. However, the proposed method is

extremely sensitive to structural perturbations such as Gaus-

sian Noise. In future work, strategies for ensuring more ro-

bustness to structural perturbations will be investigated. For

instance, denoising methods [30, 40] will be considered for

solving this issue.

Qualitative Results. We provide Grad-CAMs [39] in Fig-

ure 5, to visualize the image regions in deepfakes that are

activated by LAA-Net, SBI [41], Xception [37], and Multi-

attentional (MAT) [55] on FF++ [37]. Generally, attention-

based methods such as MAT [55] and LAA-Net focus more

on localized regions. However, in some cases, MAT [55]

concentrates on irrelevant regions such as the background

or the inner face areas. Conversely, LAA-Net consistently

identifies blending artifacts and shows interesting capabili-

ties on mouth-rendered Neural Textures (NT).

4.3. Ablation Study

Table 3 reports the cross-dataset performance of LAA-

Net when discarding the following components: E-FPN, the

consistency branch denoted by C and the heatmap branch

denoted by H. The best performance is reached when all the

components are integrated. It can be seen that the proposed

explicit attention mechanism through the heatmap branch

contributes more to improving the result. A qualitative ex-

ample visualizing Grad-CAMs [39] with different compo-

nents of LAA-Net is also given in Figure 6. The illustration

clearly shows that by combining the three components, the

network activates more precisely the blending region.
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EFNB4 Test Set AUC (%)

E-FPN Integration CDF2 DFD DFW DFDC

F(6) F(5) F(4) F(3) F(2) FPN E-FPN FPN E-FPN FPN E-FPN FPN E-FPN

(a)
√

91.56 98.27 73.02 78.35

(b)
√ √

93.42 91.79 98.59 97.12 73.78 71.39 78.40 75.80

(c)
√ √ √

88.72 92.86 97.96 98.95 69.40 74.93 71.91 83.97

(d)
√ √ √ √

88.35 95.40 98.89 98.43 70.94 80.03 79.02 86.94

(e)
√ √ √ √ √

92.16 94.22 96.58 97.31 65.17 72.54 74.31 82.90

Avg 90.84 93.16 98.06 98.02 70.46 74.38 76.40 81.59

Table 4. Traditional FPN versus E-FPN, using the SBI-based data synthesis under the cross-dataset protocol. Bold and Underline indicate

the best and the second-best performance, respectively. We report the results when integrating features F(i) from different layers.

Original SBI Xception MAT LAA-Net

DF

F2F

FS

NT

REAL

Figure 5. Grad-CAM [39] visualization on different types of ma-

nipulation from FF++ [37]. LAA-Net is compared to SBI [41],

Xception [37], and MAT [55].

Input w/o E-FPN w/o H w/o C Ours

Figure 6. GradCAM [39] visualization of different components in

LAA-Net. w/o E-FPN, w/o H, and w/o C refer to ablating E-FPN,

heatmap branch, and self-consistency branch, respectively.

4.4. E­FPN versus Traditional FPN

To assess the effectiveness of the low-level features in-

jected by E-FPN into the final feature representation, we

combine different feature levels and compare the results

of E-FPN and traditional FPN [26, 27] in Table 4. It can

be seen that in general E-FPN outperforms FPN except for

F(5). This confirms the relevance of employing multi-scale

features and the need for reducing their redundancy in the

context of deepfake detection.

4.5. Sensitivity Analysis

In this subsection, we analyze the impact of the two hy-

perparameters, λ1 and λ2 given in Eq. (8). Table 5 shows

the experimental results for different values of λ1 and λ2. It

can be noted that our model is robust to different hyperpa-

rameter values, with the best average performance obtained

with λ1 = 10 and λ2 = 100.

λ1 λ2
Test Set AUC (%)

CDF2 DFDC DFW Avg

1 1 90.69 78.12 70.98 79.93

10 10 95.73 85.87 73.56 85.05

100 100 93.72 78.60 75.25 82.52

100 10 93.05 83.86 76.72 84.54

10 100 95.40 86.94 80.03 87.46

Table 5. Sensitivity analysis: The impact of the hyper-parameters

λ1 and λ2 using the cross-dataset protocol on three datasets in

terms of AUC.

5. Conclusion

In this paper, a fine-grained deepfake detection method

called LAA-Net is introduced with the aim of detecting

high-quality deepfakes while remaining generic to unseen

manipulations. For that purpose, two different components

are proposed. On the one hand, we argue that by making

the network focus on the most vulnerable points, we can de-

tect both global and subtle artifacts. To this end, an explicit

attention mechanism within a multi-task learning frame-

work is used. In addition to the binary classification branch,

heatmap and self-consistency branches are defined with re-

spect to the vulnerable points. On the other hand, a novel

E-FPN module for aggregating multi-scale features is pro-

posed; hence enabling the integration of more localized fea-

tures. The results reported on several benchmarks show the

superiority of LAA-Net as compared to the state-of-the-art,

including attention-based methods. In future works, strate-

gies for improving the robustness to noise will be investi-

gated. In addition, an attempt to extend this idea by taking

into account the temporal dimension will be explored.
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