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ABSTRACT

When and how can an attention mechanism learn to selectively attend to infor-
mative tokens, thereby enabling detection of weak, rare, and sparsely located
features? We address these questions theoretically in a sparse-token classifica-
tion model in which positive samples embed a weak signal vector in a randomly
chosen subset of tokens, whereas negative samples are pure noise. For a sim-
ple single-layer attention classifier, we show that in the long-sequence limit it
can, in principle, achieve vanishing test error when the signal strength grows only
logarithmically in the sequence length L, whereas linear classifiers require

√
L

scaling. Moving from representational power to learnability, we study training
at finite L in a high-dimensional regime, where sample size and embedding di-
mension grow proportionally. We prove that just two gradient updates suffice for
the query weight vector of the attention classifier to acquire a nontrivial align-
ment with the hidden signal, inducing an attention map that selectively amplifies
informative tokens. We further derive an exact asymptotic expression for the test
error of the trained attention-based classifier, and quantify its capacity—the largest
dataset size that is typically perfectly separable—thereby explaining the advantage
of adaptive token selection over nonadaptive linear baselines.

Attention-based architectures (Vaswani et al., 2017) have proven in recent years to be a major driver
of progress in a wide spectrum of learning tasks, ranging from language processing (Kenton &
Toutanova, 2019; Brown et al., 2020) to computer vision (Dosovitskiy et al., 2021). A core strength
of these models is the ability of attention layers to dynamically weigh the importance of different in-
put tokens, enabling the model to selectively focus on the most relevant information. This flexibility
makes transformers particularly effective at capturing subtle patterns and features within complex,
high-dimensional data, even when such information is dispersed throughout the input sequence.
Despite the ubiquity of attention-based models in contemporary deep learning practice, a rigorous
theoretical understanding of their working mechanism is still in its early stages. A large body of
theoretical works has focused on understanding the benefits of attention in simple solvable models,
e.g. (Geshkovski et al., 2023; Ahn et al., 2023; Von Oswald et al., 2023; Edelman et al., 2022; Hahn,
2020; Bordelon et al., 2024; Bietti et al., 2023; Maulen-Soto et al., 2025), with particular focus de-
voted to single-layer architectures. Recently, a line of studies has demonstrated the advantages of
attention-based architectures for sparse token regression tasks—settings where labels depend only
on a small subset of input tokens (Oymak et al., 2023; Marion et al., 2024; Sanford et al., 2023; Wang
et al., 2024; Mousavi-Hosseini et al., 2025; Zhang et al., 2025; Ren et al., 2024). In such tasks, at-
tention mechanisms dynamically identify and prioritize the relevant tokens, significantly enhancing
learning efficiency. In contrast, fully-connected architectures require exponentially more samples
(Mousavi-Hosseini et al., 2025) or neurons (Sanford et al., 2023) as the input sequence length grows.
In many applications, however, the sparsity of informative features is frequently compounded by ad-
ditional challenges, notably the weakness and rarity of the underlying signals. For example, cancer
diagnosis from computed tomography scans involves detecting lesions — features that are typically
subtle (weakness), appear in varying locations (sparsity), and occur infrequently (rarity). All these
characteristics significantly complicate the detection problem. Motivated by scenarios of this kind,
we examine a statistical classification problem in which positive samples contain weak signals em-
bedded within a small, randomly selected subset of tokens. We analyze the capacity of a single
attention layer to learn to adaptively identify and enhance these sparse, weak, and potentially rare
signals. Specifically, our main contributions are as follows:
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• In the limit of large sequence length L, we show that an attention model can detect signals
that are exponentially weaker in L than those detectable by non-adaptive linear classifiers.

• Moving from representational power to learnability, we study training at finite L and
derive an exact characterization—down to explicit constants—of the test error for the
attention model after two gradient updates, followed by full optimization of the last-layer
weights, in the limit of high-dimensional token embeddings with proportionally large
sample size. These sharp asymptotic results quantify precisely how the test error depends
on the number of samples, the sequence length, and the signal strength.

• Our analysis demonstrates that merely two gradient steps suffice for the attention model to
develop meaningful internal representations. Consequently, the classifier can dynamically
identify and selectively focus on the relevant subset of signal-bearing tokens—effectively
amplifying the signal-to-noise ratio—and outperform linear classifiers.

• To provide a complementary perspective on the advantage of attention, we characterize the
capacity of the attention model, defined as the maximal dataset size that can be perfectly fit
with high probability, and compare it with the corresponding capacity of linear classifiers.

Related works
Theoretical analysis of transformers and attention models. The expressivity of attention-based
architectures has been extensively studied in recent literature. Fu et al. (2024) established that a
single multi-head attention layer with fixed weights can represent a broad class of permutation-
invariant functions. Edelman et al. (2022) observed that the statistical capacity of bounded-norm
attention models scales only logarithmically with sequence length, suggesting a strong inductive
bias toward sparse functions dependent on only a subset of input tokens.
Sparse token regression/classification tasks. A special class of sparse functions is studied in
further detail by Sanford et al. (2023), who consider a sequence-to-sequence task on length L
sequences, where outputs correspond to the average of a dynamically selected subset of R < L to-
kens. Whereas fully-connected architectures require Ω(L) hidden units to represent such functions,
attention models only need Ω(R) and can provably learn the task via gradient-based training on the
population risk (Wang et al., 2024). Complementing these findings, Mousavi-Hosseini et al. (2025)
establish corresponding results demonstrating significant separations in terms of sample complexity.
Similarly, Marion et al. (2024); Duranthon et al. (2025) prove that a softmax attention layer can
learn a single-token regression up to Bayes-optimal error, whereas linear attention fails, and linear
regression on flattened samples performs poorly due to its inability to adapt to dynamic sparsity. Ad-
ditionally, recent work by Zhang et al. (2025) analyzes a sparse classification task where the relevant
token locations are fixed across samples. Closer to our work, Oymak et al. (2023) study a related
classification task with the same model as the one considered here, and prove that it reaches a good
accuracy after three steps of gradient descent, outperforming linear regression with average-pooling.
Our current work builds upon and significantly extends this line of research along multiple fronts.
On the technical level, we crucially extend the analysis of sparse token tasks to arbitrary convex
losses beyond the square loss which is considered in prior works (Marion et al., 2024; Mousavi-
Hosseini et al., 2025; Wang et al., 2024; Oymak et al., 2023). Our extension importantly includes
classical loss functions such as the logistic loss, of particular relevance for classification tasks.
Furthermore, while most theoretical works have focused on studying the challenges posed by
signal sparsity, we further address the often concurrent hurdles of signal rarity and weakness. We
demonstrate that attention mechanisms can adaptively address all three challenges by dynamically
selecting informative tokens and amplifying their signals. In these respects, our manuscript provides
a fully rigorous and encompassing analysis of empirical risk minimization in a classification setting.

1 PROBLEM SETUP

Sparse token classification We consider a binary classification task on L × d covariates, seen as
sequences of L tokens embedded in d dimensions. Positive samples contain a weak signal added to
a random subset of tokens; negative signals do not display the signal. The learning task consists of
discriminating samples with the signal from those devoid thereof. In a similar spirit to the sparse-
token regression/classification problems studied in (Sanford et al., 2023; Oymak et al., 2023; Wang
et al., 2024; Marion et al., 2024; Mousavi-Hosseini et al., 2025), the difficulty of the task lies in the
fact that the location of the signal varies from sample to sample — consequently, any successful
classifier must dynamically detect and attend to the relevant tokens. Formally, let D = {Xi, yi}i∈[n]
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be the training data where each sample Xi ∈ RL×d has rows representing token embeddings, and
the labels yi ∈ {−1,+1} are such that P(yi = 1) =: π ∈ (0, 1). We assume that the token matrices
{Xi}i∈[n] are independent and drawn from one of two probability distributions. Specifically, for
negative samples (namely given yi = −1),

Xi = Zi, (1)

where Zi ∈ RL×d is a matrix whose entries are i.i.d. standard normal random variables. In contrast,
for positive samples (yi = 1),

Xi = θviξ
⊤ + Zi, (2)

where ξ is a fixed signal vector with ∥ξ∥ = 1, θ > 0 is the parameter indicating the sig-
nal strength, and vi is a random binary-valued vector indicating the location of the hidden fea-
tures: vi = [11∈Ri

. . . 1L∈Ri ]
⊤
. Ri denotes the subset of tokens that contain the signal,

and is assumed to have fixed cardinality |Ri| = R ∈ N. The law of vi is thus supported on
{x ∈ {0, 1}L :

∑
ℓ xℓ = R}, and we furthermore assume its marginals pj = P(vj = 1) for j ∈ [L]

to satisfy ∥p∥ ≤ CR/
√
L for some constant C > 0. This assumption essentially requires that the

distribution is sufficiently spread out across tokens, and is not localized on any privileged tokens —
thereby making its detection particularly challenging. In particular, when the law of the non-zero
elements of v is the uniform distribution on all subsets of [L], ∥p∥ = R/

√
L. Therefore, an algorithm

with the capacity to generalize on the task must be able to adaptively identify the subset Ri contain-
ing the signal, if the sample is positive, in addition to learning the signal vector ξ. The latter point is
further rendered non-trivial by the observation that in (2), the signal part θviξ⊤ is of norm O(θ

√
R),

which is considerably weaker than the background noise term ∥Zi∥= O(
√
Ld) when d and/or L are

large — thereby making the signal hard to detect. Note that this scaling differs from that considered
in (Marion et al., 2024) where both terms are comparable in size — a regime corresponding to a
more easily detectable signal in the limit of large dimension d.
Intuitively, the data distribution (2) could be interpreted as a simple model of a vision task, where
each token corresponds to a patch of an input image (e.g. a computed tomography scan), and where
the location of the feature ξ signals the presence of a certain pattern (e.g. a lesion) at the correspond-
ing position. This pattern is sparse (R < L), weak (∥θvξ⊤∥ ≪ ∥Z∥), and potentially rare (small
π). The data distribution and task is similar in spirit to that considered in (Oymak et al., 2023),
with however two important differences. While in (Oymak et al., 2023) the signal is present in all
samples, in the current work the signal is totally absent from negative samples, posing the additional
challenge of rarity. In addition, the relevant tokens Ri are devoid of any noise in (Oymak et al.,
2023) and contain only the clean signal. On the other hand, in (2) the weak signal ξ is corrupted by
the additive noise Zi, posing the challenge of signal weakness.

1.1 TWO LINEAR CLASSIFIER BASELINES

We first introduce two simple linear classifiers that will serve as reference models, providing bench-
marks against which the attention model—specified in the next subsection—will be evaluated.
Vectorized linear classifier — The first baseline flattens each matrix-valued input Xi ∈ RL×d into
an Ld-dimensional feature vector vec(Xi) = [(X1

i )
⊤ . . . (XL

i )
⊤]⊤, which is then fed to a linear

classifier. Explicitly, the classifier is

Lvecw,b(X) = sign(⟨w, fvec(X)⟩+ b) where fvec(X) = vec(X), w ∈ RLd, b ∈ R. (3)

As noted in (Marion et al., 2024), the location of the signal within the vector would then be shifting
from sample to sample due to the randomness of Ri — making it challenging for this vectorized
linear classifier to pinpoint the relevant features.
Pooled linear classifiers— A possible remedy would be to instead average the input along its first
dimension, rather than flattening it. More precisely, the classifier becomes

Lpoolw,b (X) = sign(⟨w, fpool(X)⟩+ b) where fpool(X) =
1

L

∑
k∈[L]

Xk, w ∈ Rd. (4)

While such an average-pooling featurization bypasses the challenge of dynamically shifting signal
positions, it introduces another complication. Specifically, after averaging, the norm of the signal
term ∥1⊤Lviξ⊤/L∥ = O(R/L) can become significantly weaker compared to the background noise
term ∥1⊤LZi/L∥ = O(

√
d/L), especially when R is small and L is large. In other words, the
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averaging procedure effectively reduces the signal-to-noise ratio. These intuitions will be made
precise in the following section by Theorem 1 and Proposition 1, which show that a large signal
strength θ is needed to counteract these limitations, in order for linear classifiers to generalize.

1.2 AN ATTENTION MODEL

Ideally, to remedy the issue of signal dilution suffered by the pooled linear classifier, a non-uniform,
sample-dependent reweighting of the tokens should instead be deployed, selectively placing more
weights on tokens that embed the signal. As we will discuss and formalize, such a reweighting
can be readily implemented by an attention-based mechanism. This intuition motivates the principal
model analyzed in this work: a single-layer attention-based architecture designed to tackle the sparse
token classification task. Specifically, we consider the model

Aq,w,b(X) = sign
(
⟨fq(X), w⟩+ b

)
, with fq(X) = X⊤softmax(βXq). (5)

This attention model Aq,w,b is parameterized by two trainable weight vectors q, w ∈ Rd and a train-
able scalar bias b ∈ R. In (5), the parameter β represents the inverse temperature of the softmax
activation. The formulation (5) is a simplified attention model widely studied in theoretical contexts
(see, e.g., (Oymak et al., 2023; Marion et al., 2024)), in which the representation fq(X) can be
viewed as analogous to the [CLS] token used for classification and readout in transformer archi-
tectures (Kenton & Toutanova, 2019). A detailed discussion connecting this simplified model with
standard self-attention architectures can be found in (Marion et al., 2024; Tarzanagh et al., 2023).
Dynamic reweighting and signal amplification— An important feature of the model (5) is that the
weight vector w acts not directly on the raw input X , but instead on the attention-based feature:

fq(X) =
∑
k∈[L]

eβ⟨Xk,q⟩∑
ℓ∈[L]

eβ⟨Xℓ,q⟩X
k, (6)

where each token Xk is reweighted according to the scores eβ⟨X
k,q⟩. Crucially, in contrast to the

naive average-pooling (4) discussed in subsection 1.1 (which corresponds to the special case of
q = 0d), the attention scores dynamically adapt to the input tokens. Therefore, in principle, the
attention mechanism can allocate greater weight to tokens containing the signal ξ, thus mitigating
the diminished signal-to-noise ratio described following (4). Such improvement occurs when the
internal attention parameter q aligns non-trivially with the signal vector ξ; this alignment increases
the inner product ⟨Xk, q⟩ and consequently enhances the attention weights (6) for the signal-bearing
tokens. In Section 3 we formalize and rigorously prove this intuitive mechanism.

2 OPTIMAL TEST ERRORS IN THE LIMIT OF LONG SEQUENCES

Before analyzing how effectively the attention model (5) and the two baseline linear classifiers (3)
and (4) perform when trained on the sparse classification task described in Section 1, it is instructive
to first determine the conditions under which these models can, in principle, learn the task. In this
section, we examine the optimal test error of the considered hypothesis classes, measuring their
intrinsic ability to represent the sparse classification problem. Formally, the optimal test error for
any predictor ŷW (X) parametrized by some finite-dimensional parameters W is defined as follows:

E∗
test[ŷ] := inf

W
Etest[ŷW ] where Etest[ŷW ] := PX,y [ŷW (X) ̸= y] . (7)

The optimal test error corresponds to the smallest misclassification error achievable by the classifier,
provided its parameters W are selected optimally. Concretely, for the vectorized and pooled linear
classifiers defined herein,W is given by (w, b) ∈ RLd×R and (w, b) ∈ Rd×R respectively whereas
for the attention model one has W = (w, q, b) ∈ Rd × Rd × R. In this section, we view θ,R as
sequences depending on L, and focus on the L→ ∞ regime.
Proposition 1. Suppose that the limit SNR := limL→∞ θR/

√
L exists. Then, the optimal test error

of the pooled linear classifier (4) satisfies

lim
L→∞

E∗
test[L

pool] =


0 if SNR = ∞,

(1− π)Φ(b∗) + πΦ(−b∗ − SNR) if SNR ∈ (0,∞)

min(π, 1− π) if SNR = 0

. (8)
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In the above display, b∗ = −SNR
2 − 1

SNR log(1/π − 1) and Φ(·) is the cumulative distribution
function of the standard normal distribution.

We note that a similar result appears in (Oymak et al., 2023) (Appendix A) for the pooled classifier,
but for a different data distribution, and without a trainable bias.

Theorem 1. Suppose that the limit SNR := limL→∞
θR√
L

exists. Then the optimal error of the
vectorized classifier (3) satisfies

lim
L→∞

E∗
test[L

vec] =

{
0 if SNR = ∞,

min(π, 1− π) if SNR = 0
(9)

and lim infL→∞ E∗
test[L

vec] > 0 if SNR ∈ (0,∞).

The proofs of Proposition 1 and Theorem 1 are detailed in Appendix B. Concretely, to generalize
perfectly on sparse signals R = Θ(1), both the pooled and vectorized linear classifiers require a
strong signal strength θ = Ω(

√
L). If the signal is weaker, namely θ = o(

√
L), the model performs

no better that the naive predictor that always outputs the majority label and E∗
test = min(π, 1 − π).

In the case where SNR ∈ (0,∞), Theorem 1 shows that the optimal test error is bounded away from
zero by a strictly positive number. In sharp contrast to the linear classifiers, the attention model can
perfectly classify data with a much smaller signal strength:

Theorem 2. Consider the attention model A given in (5). In the limit L → ∞ with R = Θ(1),
suppose that the signal strength θ satisfies lim infL→∞ θ/ logL > 0. Then, one has E∗

test[A] = 0.

The proof of Theorem 2 can be found in Appendix C. A direct consequence of Theorem 2 is that
a significantly milder signal strength of order θ = logL suffices for the attention model (5) to
perfectly learn the sparse token classification task—provided it employs optimal parameters q, w, b.
Similar results appear in (Oymak et al., 2023) on the optimal error in a related task, but are restricted
to a simpler noiseless case (Zi = 0). While Theorems 1 and 2, and Proposition 1, paint a clear
separation between the attention model and the two linear baselines in terms of representation power
and oracle test errors, they leave the question of learnability largely open. Furthermore, this clear-cut
distinction, which happens in the large-L limit, becomes less pronounced when the sequence length
L is finite. Thus, a more nuanced analysis of the training at finite sample complexity and sequence
length is warranted. This is the objective of the following section.

3 PRECISE ASYMPTOTIC ANALYSIS OF THE LEARNING

In what follows, we turn our attention to the study of the training of the three models on finite
datasets, aiming to precisely characterize the learning behavior of the attention model (5) and the
two linear classifiers (3) and (4) in this regime. Such exact characterizations become tractable
in the high-dimensional embedding limit, as demonstrated by a growing body of literature on
high-dimensional attention mechanisms (Rende et al., 2024; Cui et al., 2024a; Troiani et al., 2025;
Tiberi et al., 2024; Cui, 2025; Erba et al., 2024; Duranthon et al., 2025). We adopt in the remainder
of this manuscript the following high-dimensional, finite-length scaling regime:

Assumption 1 (High-dimensional, finite-length limit). We consider the limit of large embedding
dimension d and comparably large number of samples n, namely d, n → ∞ with fixed ratio
α = n/d = Θ(1). The chosen scaling n ∼ d is such that the detection of the weak signal ξ from
the background Z is statistically possible (Lesieur et al., 2015), yet non-trivial. Meanwhile, the
sequence length L, signal strength θ, and sparsity R, along with all other parameters, remain finite
and fixed.

Training procedure We now turn to the learning process. The attention model (5) can be trained
to solve the sparse token classification task defined in subsection 1 by performing empirical risk
minimization over the dataset D = {Xi, yi}i∈[n], formulated as follows:

q̂, ŵ, b̂ ∈ argmin
q,w,b

R̂D(q, w, b), with R̂D(q, w, b) =
1

n

∑
(X,y)∈D

ℓ(⟨fq(X), w⟩+ b; y)+
λ

2
∥w∥2. (10)
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Here, ℓ : R × {−1, 1} → R is a loss function that is convex with respect to its first argument (for
example, the logistic loss ℓ(z, y) = log(1 + exp(−yz)) or the quadratic loss ℓ(z, y) = 1

2 (z − y)2).
The empirical risk (10) also includes a ridge regularization of strength λ. Notably, compared to
prior studies on sparse token tasks (Sanford et al., 2023; Wang et al., 2024; Mousavi-Hosseini et al.,
2025; Marion et al., 2024; Oymak et al., 2023), our setting extends beyond the squared loss to
general convex loss functions. A natural approach to solving the non-convex optimization problem
(10) is to run gradient descent on the set of trainable parameters q, w, b. In fact, as demonstrated
below, just two gradient steps are sufficient for the query weights q to achieve an alignment with the
signal ξ. This alignment enables the attention model (5) to develop internal representations capable
of effectively identifying and amplifying the hidden signal. Specifically, we consider the following
training procedure:

1. Initialization — Consider a partition of the training data D = D0 ∪D1 into two disjoint sets of
sizes n0 and n1 = n− n0 respectively. We assume α0 = n0/d = Θ(1), and α1 = n1/d = Θ(1).
Initialize the weights of the attention model (5) as w(0) = q(0) = 0d, b(0) = 0.

2. First gradient step on b, q, w — Perform a first gradient step on each of the trainable parameters
on the risk R̂D0

(q, w, b), using the training set D0 with learning rates ηb, ηq, ηw.
3. Second gradient step on q — Note that after a first step, q(1) remains zero. For the attention

model (5) to develop a non-trivial internal representation parametrized by q ̸= 0d, a second
gradient step on q is thus needed, on the risk R̂D0

(q, w, b).
4. Full training of w, b — Having developed a meaningful internal representation parametrized by
q(2), the readout weight w and bias b are finally fully updated by empirical risk minimization on
the retained data D1:

ŵ, b̂ = argmin
w,b

R̂D1
(q(2), w, b). (11)

The performance of the trained model Aq(2),ŵ,b̂ is measured by its its training loss and test error

Etrain = R̂D1
(q(2), ŵ, b̂), Etest = PX,y

[
Aq(2),ŵ,b̂(X) ̸= y

]
. (12)

The primary purpose of the dataset partitioning performed in step 1—splitting the data into two sub-
sets, used respectively for steps 2–3 and step 4—is to simplify the subsequent analysis of step 4. This
partitioning ensures statistical independence between the learned query weights q(2) and the dataset
D1. Adopting a more practical viewpoint, D0 can also be viewed as a pre-training dataset used to
train the query weights q, which can then be frozen as the model is deployed on other datasets, with
only the readout and bias w, b being fine-tuned. Similar stage-wise training protocols with sample
splitting have previously been analyzed in the context of two-layer neural networks (Ba et al., 2022;
Moniri et al., 2023; Cui et al., 2024b; Dandi et al., 2024; 2023), demonstrating how even a single
gradient step on the first-layer weights can yield meaningful internal network features. Analogously,
in our setting, two gradient steps on the query weights q are already sufficient for the attention model
to develop informative internal representations. For transformer models, similar few-step analyses
were conducted for instance in (Bietti et al., 2024; Oymak et al., 2023), however without the final
step of full empirical risk minimization. This final optimization of the output weight w can be taken
as an analog to transfer learning, thus lending to more practical insights for real training procedures.

We are now in a position to present our main technical results: a precise characterization of the test
error (12) achieved by the attention model (5), trained using the four-stage procedure detailed in
subsection 3. In the following sections, we first analyze step 3—demonstrating precisely how the
query weights q(2) develop an alignment with the signal ξ, resulting in nontrivial attention weight-
ings. We then examine how this learned attention mechanism leads to an improvement in the test
error (12), as compared to the baseline linear classifiers (4) and (3) at the conclusion of step 4.

Characterization of the attention weights after two gradient steps The first technical result
characterizes how, at the end of step 3 (see subsection 3), the query weights q = q(2) develop a
non-zero alignment with the signal vector ξ. As will be discussed in a subsequent subsection, this
alignment allows the attention model (5) to develop internal representation adapted to the task.
Theorem 3 (Characterization of the query weights q(2) after two gradient steps). In the asymptotic
limit of Assumption 1, ∥q(2)∥ and ⟨q(2), ξ⟩ converge in probability to deterministic limits, whose
expressions are given in Appendix D.
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Figure 1: Test (left) and train (middle) errors achieved by the attention model (5) and the pooled (4)
and vectorized (3) classifiers, for L = 10, R = 1, π = 0.5, θ = 5, λ = 10−5, ηb,q,w = 0.1, α0 = α1,
trained with the square loss, as a function of the normalized number of samples α1. Solid lines
correspond to the theoretical characterizations of Theorem 4. Dots represent numerical experiments
in dimension d = 1000. Error bars represent one standard deviation over 8 trials. (right) Training
loss Etrain for the attention model (green), and the pooled (red) and vectorized (blue) linear classifiers,
as a function of the sample complexity α1. L = 2, R = 1, θ = 2, π = 0.3. The attention model
has a unit norm query weight q with alignment γ = 0.99 with the signal ξ. Dots correspond to
numerical simulations in dimension d = 2000; error bars represent one standard deviation over 20
trials. Dashed lines: theoretical prediction of the separability thresholds, as given in Conjecture 1.

Theorem 3 precisely characterize the parameters of the attention model (5) at the conclusion of
step 3 of the training procedure described in subsection 3. The detailed proof of Theorem 3 is
provided in Appendix D. A direct consequence of Theorem 3 is that the alignment between the
query weights after two gradient steps q(2) and the signal ξ, as captured by the cosine similarity
⟨q(2), ξ⟩/∥q(2)∥, tends rapidly in absolute value to its maximal value of 1 as the sample complexity α0

is increased, at a 1/α0 rate. This observation is formalized in the following Corollary.

Corollary 1 (Cosine similarity). In the asymptotic limit of Assumption 1, the cosine similarity
⟨q(2), ξ⟩/∥q(2)∥ converges in probability to a limit sq , whose absolute value admits the expansion
|sq| = 1− C/α0 + o (1/α0) . The expression of the constant C is detailed in Appendix D.

Characterization of final test and training errors Having described steps 1 − 3 of the training
procedure 3, we now focus on step 4, where given q(2), the readout weightsw and the bias b are fully
trained on the held-out data batch D1. We note that once q is fixed, the empirical risk minimization
(11) amounts to training a linear model with weights w, b on the high-dimensional non-linear fea-
tures fq(2)(X) (6). While the behavior of such linear classifiers is in general very well understood
in the asymptotic limit of Assumption 1 (Candès & Sur, 2020; Liang & Sur, 2022; Montanari et al.,
2019; Mai et al., 2019; Loureiro et al., 2021; Mignacco et al., 2020a), such works very often build
on the assumption of simple (e.g. Gaussian mixture) data distributions. In the present case however,
the features fq(2)(X) possess a highly non-trivial distribution, as they result from the non-linear
attention mechanism. Fortunately, the softmax acts only on the low-dimensional projection g ∈ RL
of the tokens along the query weights q(2), which can be handled separately. The idea of the proof,
detailed in Appendix E, proceeds from this observation. The final results are succinctly summarized
in the following theorem, while the full technical statement is deferred to Appendix E.

Theorem 4 (Test and training errors after step 4). The test error and training loss associated to the
empirical risk minimization (11) converge in probability in the limit of Assumption 1 to deterministic
limits Etest[A] and Etrain[A], whose expression are deferred for clarity to Appendix E.

Theorem 4 provides an exact characterization—precise down to explicit constants—of the test error
attained by the attention model (5), trained according to the procedure described in subsection 3,
within the high-dimensional limit specified by Assumption 1. The resulting expression is formu-
lated in terms of a small set of scalar summary statistics, which are determined as solutions to a
system of self-consistent equations. While the latter still possess a rather intricate form, they can
considerably simplify in some simple cases, yielding valuable insights. We detail such an instance
in the following, for the case of a square loss in the ridgeless limit. Let us remark that while (Oymak
et al., 2023) also provide error bounds for a three-gradient-steps protocol, Theorem 4 offers tight
error characterizations, exact down to explicit constants. While the same work also reports sharp
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characterizations (Theorem 8) for the special case of the square loss, those results are restricted to a
much simpler learning protocol that involves neither gradient steps nor empirical risk minimization,
and that necessitates further oracle information on the set of relevant tokens.

Baseline classifiers — Having characterized the test error and training loss of the attention model,
we now turn to the case of the two linear classifiers Lpoolw,b , L

pool
w,b , whose parameters w, b are trained

on the dataset D1 through the empirical risk minimization

ŵ, b̂ ∈ argmin
w,b

R̂D1(w, b), with R̂D1(w, b) =
1

n

∑
(X,y)∈D

ℓ(⟨f(X), w⟩+ b; y) +
λ

2
∥w∥2, (13)

where f ∈ {fpool, fvec}, and ℓ is an arbitrary strictly convex loss function. As for the attention
model, a tight characterization can be reached for the associated test error and training loss, leverag-
ing the observation that the distribution of the features fvec(X), fpool(X) are in fact simple Gaussian
mixtures with respectively

(
L
R

)
+ 1 and 2 isotropic clusters. The test error and training loss of gen-

eralized linear classifiers in the high-dimensional limit of Assumption 1 for such data distribution
has been characterized in prior works (Mignacco et al., 2020a; Loureiro et al., 2021). We briefly
summarize the corresponding results below.
Theorem 5 (Errors for the linear classifiers). [(Loureiro et al., 2021)] In the asymptotic limit of
Assumption 1, the test error and training loss for the pooled (resp. vectorized) linear classifier
converge in probability to limits Etrain[Lpool] and Etest[Lpool] (resp. Etrain[Lvec] and Etest[Lvec]).

We defer the precise exposition of the expressions of Etrain[Lvec], Etest[Lvec] to Appendix F. For
completeness, and to help readers connect and compare the proofs of Theorems 5 and 4, we also
present in the same Appendix an alternate sketch of proof using the same leave-one-out approach as
that leveraged in the proof of Theorem 4.

Comparison of the three models — The theoretical predictions for the training and test errors
from Theorem 4 and 5—for both the attention model (5) and the linear baselines (4)(3)—are com-
pared with numerical simulations in dimension d = 1000 in Fig. 1, demonstrating excellent agree-
ment. The figure clearly illustrates how the learned attention mechanism leads to superior test per-
formance compared to the linear classifiers, which lack this adaptive representation capability.
To garner further quantitative insights from the technical results of Theorem 4 and 5, let us focus on
the particular case of a quadratic loss function ℓ(z, y) = 1/2(y − z)2, in the limit of vanishing regu-
larization λ = 0+. In this setting, the characterizations of Theorems 4 and 5 considerably simplify,
revealing further insights, which we describe in the following Corollary.
Corollary 2 (Ridgeless quadratic loss). For a quadratic loss function ℓ(z, y) = 1/2(y − z)2, and
λ = 0, the asymptotic limits Etest[A], Etest[Lpool], and Etest[Lvec] characterized in Theorems 4 and 5
tend to their α1 → ∞ limits E∞

test[A] and E∞
test[L

pool] = E∞
test[L

vec] at a rate 1/α1.

A number of interesting conclusions can be garnered from Corollary 2. First, all three test errors
tend to their respective α1 → ∞ limit at the same 1/α1 rate, as the sample complexity α1 is in-
creased. Furthermore, the two linear classifiers Lpool, Lvec tend to a common limit E∞

test[L]. This
finding somewhat echoes the intuition from Theorem 1, which already suggested that both models
share similar oracle — and thus plausibly infinite sample complexity— behaviors. Lastly, one may
naturally wonder which of the limiting test errors E∞

test[A], E∞
test[L] is lower – in particular, whether

the attention model always achieves a lower error provided it is given sufficient data. The answer
is more nuanced, and crucially depends on the alignment sq (see Corollary 1) between the query
weights q(2) and the signal ξ achieved after step 3 of the training protocol. As shown in Fig. 4 in
Appendix E, E∞

test[A] > E∞
test[L] can hold in some settings for sq sufficiently small. In simple words,

when the query weights have insufficiently aligned with the signal – e.g. as a result of insufficient
data α0 or bad choice of the hyperparameters ηw,b –, the attention suffers from a misaligned internal
representation, and achieves a worse error than the simpler linear classifiers. For moderate and large
sq on the other hand, E∞

test[A] < E∞
test[L] and the attention profits from the advantage of the dynamical

reweighting implemented by its internal representation.

Capacity — The previous subsection compared the three models in terms of their test errors. We
adopt in this subsection a complementary perspective, and analyze the capacity α⋆ of the models
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Aq(2),w,b, L
pool
w,b and Lvecw,b, defined as the (normalized) maximal number of training samples that can

typically be fitted by the models to vanishing training loss. More formally, let ŷ ∈ {A, Lpool, Lvec}
be one of the three models, and let Etrain[ŷ](α1) designate the asymptotic training loss characterized
in Theorems 4 and 5, in the limit of vanishing regularization λ → 0, for the logistic loss ℓ(y, z) =
log(1 + exp(−yz)). The capacity of the model ŷ is then formally defined as

α⋆ŷ = supα≥0{Etrain[ŷ](α) = 0} (14)

For α < α⋆ŷ , the training set is small enough so that it can with high probability be perfectly sep-
arated by the model and Etrain[ŷ](α) = 0. At large sample complexities α > α⋆ŷ , such perfect
classification becomes typically impossible, resulting in a positive training loss Etrain[ŷ](α) > 0.
The capacity of a model captures how easily it can classify samples from a given data distribution,
with a higher capacity thus intuitively reflecting a higher adequacy of the model to the task. An
analytical expression for the capacity can be extracted from the characterizations of the training loss
Etrain provided by Theorems 4 and 5, which we report in the following Conjecture.

Conjecture 1. The capacities of the models Lpool, Lvec,Aq(2),w,b admit the following expressions:

α⋆vec=max
s∈[0,1],b

L(1− s2)
∞∫
0

[
πΦ′

(
b+ θR√

L
s+u

)
+(1−π)Φ′(u−b)

]
u2du

, α⋆A=max
mq,mξ,b

1

E
[
c3z

∞∫
0

Φ′
(

c2zu+y(b+cqmq+cξmξ)

cz

)
u2du

] .
(15)

and α⋆pool = α⋆
vec/L. The expectation in the expression of α⋆A bears on y, cz, cξ, cq whose joint law is

detailed in Lemma 1, and depends in particular on ⟨q(2), ξ⟩.

The derivation of the expressions (15) is detailed in Appendix H. Because they involve some heuris-
tic step, we state the result as a conjecture. The capacity if linear classifiers has been studied in a
rich line of prior works, e.g. (Candès & Sur, 2020; Mignacco et al., 2020a; Loureiro et al., 2021),
impulsed by the seminal work of (Cover, 2006), albeit no analytical expressions have been to our
awareness reported for the data distribution considered in the present work. Such results are on
the other hand scarce for attention-based models. Conjecture 1 contributes to bridging this gap, by
reporting an analytical expression for the capacity of the simple attention model considered in the
present work. The theoretical predictions (15) are plotted in Fig. 1, where they are overlayed upon
numerical evaluations of the training loss Etrain, for the three models, revealing good agreement. In
the probed setting, α⋆vec > α⋆A > α⋆pool, the attention model displays a higher capacity than the pooled
classifier, while the higher capacity of the vectorized classifier can be explained from its operating
in a L−times higher dimensional space. As we discussed above, this higher capacity of the attention
model intuitively hints at a better suitability to the considered data distribution. Finally, we note that
this ordering can vary depending on the parameters of the problem, and crucially on the alignment
sq achieved by the attention model between its query weights q(2) and the signal ξ, as characterized
in Corollary 1. We discuss in Appendix H how a small sq –resulting, for instance, from insufficient
pretraining data α0 or bad choice of hyperparameters ηw,b – can result in the attention having a
lower capacity than the pooled classifier, namely α⋆A < α⋆pool. This echoes a similar observation at
the level of the test error made in the previous subsection, and discussed in Appendix E.

CONCLUSION

We study the sparse token classification task of detecting a sparse, weak, and rare signal embedded in
sequential data. For long sequences, we rigorously establish a clear performance separation between
linear and attention-based classifiers, showing that attention-based models require significantly
weaker signals to achieve perfect generalization. For finite sequences, we provide a sharp analy-
sis of the learning for a simple attention model in a high-dimensional limit. Specifically, our study
demonstrates how merely two gradient steps suffice for the attention mechanism to learn meaningful
internal representations, enabling the model to dynamically identify and focus on tokens containing
the relevant signal. Moreover, we derive a sharp characterization of the resulting test error, quanti-
fying precisely the performance gain achieved by the attention model relative to the linear classifier
baselines. Finally, we put these results in perspective by analyzing the capacity of the three models.
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A AUXILIARY RESULTS

Throughout this appendix, for two random variables X and Y , we write

X
(d)
= Y

to mean that the two random variables are equal in distribution. For example, as is used often in our
derivations, given a matrix G ∈ Rm×n with i.i.d. N (0, 1) entries, an independent Gaussian vector
g ∼ N (0, Im), and another independent random vector u ∈ Rn, a basic fact is

Gu
(d)
= ∥u∥g.

Moreover, for two (possibly random) sequences (an) and (bn), we write
an ≍ bn

if limn→∞|an − bn| = 0, where the convergence may be taken in the almost-sure or in-probability
sense depending on the context.

We first present a statistically equivalent representation of the feature vector fq(X) in the attention
model defined in (6).
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Lemma 1. Let g ∈ RL and z ∈ Rd be two independent random vectors with i.i.d. standard normal
entries. Define two probability vectors

s+ := softmax
(
β(∥q∥g + ⟨q, ξ⟩θv)

)
and s− := softmax(β∥q∥g). (16)

We have

fq(X)
∣∣∣ {y = +1} (d)

=
⟨g, s+⟩q
∥q∥

+ ⟨θv, s+⟩ξ + ∥s+∥P⊥
q z,

and

fq(X)
∣∣∣ {y = −1} (d)

=
⟨g, s−1⟩q

∥q∥
+ ∥s−∥P⊥

q z,

where

P⊥
q = I − qq⊤

⟨q, q⟩

is the orthogonal projection onto the subspace orthogonal to q.

Proof. By the rotational invariance of the isotropic Gaussian distributions, we can write

Z
(d)
=

gq⊤

∥q∥
+ Z̃P⊥

q , (17)

where Z̃ is an independent copy of Z. The result is straightforward after inserting the representation
(17) into (6), which provides

fq(X)
∣∣∣ {y = +1} (d)

=

(
gq⊤

∥q∥
+ Z̃P⊥

q + θvξ⊤
)⊤

softmax (β∥q∥g + βθv⟨q, ξ⟩)

(d)
=

⟨g, s+⟩q
∥q∥

+ ⟨θv, s+⟩ξ + ∥s+∥P⊥
q z.

In the above, we have used the facts that P⊥
q q = 0d and Z̃s+

(d)
= ∥s+∥g. The signal-less case (for

y = −1) follows analogously.

The following result gives a simplified form for the test error that is valid for any q, w ∈ Rd and
b ∈ R. It will be used in the proofs of Theorems 2 and 4.

Lemma 2. Let

µ1 =
⟨q, w⟩
∥q∥

, µ2 = ⟨ξ, w⟩, µ3 =
√
∥w∥2 − µ2

1.

The test error is

Etest = (1− π) · Eg
[
Φ

(
b+ ⟨g, s−⟩µ1

µ3∥s−∥

)]
+ π · Eg

[
Φ

(
−b− ⟨θv, s+⟩µ2 − ⟨g, s+⟩µ1

µ3∥s+∥

)]
,

where s+ and s− are the two vectors defined in (16), and Φ(·) is the cumulative distribution function
of a standard normal distribution.

Proof. By (5),

Etest := (1− π)P
(
⟨fq(X), w⟩+ b > 0

∣∣∣ y = −1
)
+ πP

(
⟨fq(X), w⟩+ b < 0

∣∣∣ y = +1
)
.

The result then follows from the statistical representations given by Lemma 1.

13
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B PROOFS OF PROPOSITION 1 AND THEOREM 1

Proof of Proposition 1

Notice that the pooled classifier corresponds to setting q = 0 in the attention model (6) and we have

⟨f0(X), w⟩+ b
(d)
=

∥w∥√
L
z + 1{y=1}

θR⟨w, ξ⟩
L

+ b

for z ∼ N (0, 1). Absorbing the factor −
√
L/∥w∥ by redefining the variable b, we obtain

E∗
test[ŷ] = inf

w∈Rd,b∈R
(1− π)P (z > b) + πP

(
z +

θR⟨w, ξ⟩
∥w∥

√
L

< b

)
= inf
ρ∈[−1,1],b∈R

(1− π)P (z > b) + πP
(
z +

ρθR√
L
< b

)
= inf
b∈R

(1− π)P (z > b) + πP
(
z +

θR√
L
< b

)
= inf
b∈R

(1− π)Φ (−b) + πΦ

(
b− θR√

L

)
. (18)

Set ℓL = θR/
√
L and Denote gL(b) = (1 − π)Φ(−b) + πΦ(b − ℓL) the function over which the

infimum is taken in (18). For any L, gL admits the derivative

g′L(b) =
e−

b2

2

√
2π

[
−1 + π + πe−

ℓ2L
2 +ℓLb

]
. (19)

We assume without loss of generality that ℓL > 0 since the asymptotic test error shall remain the
same for when ℓL → 0 as L→ ∞. We have that the derivative g′L(b) is zero at

b∗L =
1

2
(ℓL − 2/ℓL log (π/1 − π)) , (20)

where it switches sign from negative to positive. Therefore, the infimum in (18) is attained at b∗L and

E∗
test[ŷ] = (1− π)Φ(−b∗L) + πΦ(b∗L − ℓL)

= (1− π)Φ

(
−1

2
(ℓL − 2/ℓL log (π/1 − π))

)
+ πΦ

(
1

2
(ℓL − 2/ℓL log (π/1 − π))− ℓL

)
.

(21)

Inspecting (21), by continuity of Φ we immediately see that when ℓ = ∞ one has limL→∞ E∗
test[ŷ] =

0 and when ℓ ∈ (0,∞) we obtain the corresponding expression in the statement of Theorem 1.
Notice that for ℓ = 0,

lim
L→∞

−2/ℓL log (π/1 − π) =


−∞, π > 1− π

∞, π < 1− π

0, π = 1/2

and so, again examining (21), it follows that under this regime limL→∞ E∗
test[ŷ] = min(π, 1 −

π).

Proof of Theorem 1

Before dividing into the two separate cases of Theorem 1, we begin with a simplification of the
optimal test error. Writing w = (w1, . . . , wL) with wℓ ∈ Rd, we have

⟨vec(X), w⟩+ b = ∥w∥z + 1y=1θ

L∑
ℓ=1

vℓ⟨wℓ, ξ⟩+ b

14
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for z ∼ N (0, 1). Absorbing ∥w∥ into b gives

E∗
test[ŷ] = inf

w∈RLd,b∈R
(1− π)P (z > b) + πP

(
z + θ

L∑
ℓ=1

vℓ
⟨wℓ, ξ⟩
∥w∥

< b

)

= inf
w∈SLd−1,b∈R

(1− π)P (z > b) + πP

(
z + θ

L∑
ℓ=1

vℓ⟨wℓ, ξ⟩ < b

)
= inf
a∈Sd−1∩Rd

+,b∈R
(1− π)P (z > b) + πP (z + θ⟨v, a⟩ < b) (22)

The last line follows as any optimal w will be of the form wℓ = aℓξ for 1 ≤ ℓ ≤ L where aℓ ≥ 0
and ∥a∥ = 1.

With the representation for E∗
test[ŷ] given in (22), we now establish the separate results of the theo-

rem.

1. Recalling the assumption

∥p∥ = O

(
R√
L

)
where pj = P(vj = 1) for j ∈ [L], (23)

there exists C > 0 such that ∥p∥ ≤ C(R/
√
L) for all L ≥ 1. To begin, defining the

random variable u = θ⟨v, a⟩ and the decreasing function fb(x) = Φ(−x − b), notice that
(22) is equivalent to

inf
a∈Sd−1∩Rd

+,b∈R
(1− π)Φ(b) + πE[fb(u)]. (24)

where the dependence on a persists through u and the expectation is taken with respect to
u.
We first show that if ℓ∗ = ∞, one has E∗

test[ŷ] → 0 as L → ∞. To this end, consider a
“flat” solution a = 1/

√
L · 1L and notice that this gives u = E[u] = θR/

√
L. Thus, we have

Eu[fb(u)] = fb(θR/
√
L) = Φ(−θR/√L− b).

Taking b = −θR/2√L, we have

E∗
test[ŷ] ≤ (1− π)Φ(−θR/2√L) + πΦ(−θR/2√L) L→∞−−−−→ 0.

Next, we show that E∗
test[ŷ] → min(π, 1− π) if ℓ∗ = 0. Observe that for ν > 0,

Eu[fb(u)] ≥ Eu[fb(u)1{u≤k}]
≥ fb(k)P(u ≤ k)

≥ fb(k)

(
1− E[u]

k

)
(25)

where the second and third inequalities above are due to the monotonicity of fb and
Markov’s inequality respectively. Note that

E[u] = θ⟨p, a⟩ ≤ θ∥p∥ ≤ C
R√
L

by our delocalization assumption. Setting νL = (CθR/
√
L)1/2, from (24) and (25), we have

E∗
test[ŷ] ≥ inf

b∈R
(1− π)Φ(b) + πΦ(−νL − b)(1− νL).

Since Φ(−νL − b)(1− νL)
L→∞−−−−→ Φ(−b) uniformly in b ∈ R, we have

lim inf
L→∞

E∗
test[ŷ] ≥ lim inf

L→∞

(
inf
b∈R

(1− π)Φ(b) + πΦ(−νL − b)(1− νL)

)
(26)

= inf
b∈R

(1− π)Φ(b) + πΦ(−b) (27)

= min(π, 1− π). (28)

15
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On the other hand,
lim sup
L→∞

E∗
test[ŷ] ≤ min(π, 1− π)

as the upper bound above can be achieved by setting the original weight vector w = 0d.
This establishes that limL→∞ E∗

test[ŷ] = 0 when ℓ∗ = 0. Finally, we consider the case
where ℓ∗ ∈ (0,∞). Setting ū = max(u,−b), we have

E[fb(u)] ≥ E[fb(ū)] ≥ fb(E[ū]) = Φ(−E[ū]− b) (29)

where the first inequality is due to the monotonicity of fb and the second comes is by
Jensen’s inequality seeing that fb(x) is convex for x ≥ −b. This provides a lower bound

E∗
test[ŷ] ≥ inf

a∈Sd−1∩Rd
+,b∈R

(1− π)Φ(b) + πΦ(−E[ū]− b)

where we remark that E[ū] depends on both a and b. Defining g(b) = −E[ū] − b, one
notices that g is concave, piecewise linear, and non-increasing. As E[u] ≤ θ∥p∥, one finds
that the function

g̃(b) =

{
−θ∥p∥, b ≤ 0

−θ∥p∥ − b, b > 0

is a minorant for g(b) and so

E∗
test[ŷ] ≥ (1− π)Φ(b) + πΦ(g̃(b)) (30)

≥
{
πΦ(−θ∥p∥), b ≤ 0
(1 − π)/2, b > 0

. (31)

Applying the delocalization bound on ∥p∥ then yields the lower bound

lim inf
L→∞

E∗
test[ŷ] ≥ min

(
1− π

2
, πΦ(−Cℓ∗)

)
> 0

where C > 0 was such that ∥p∥ ≤ CR/
√
L. This completes the proof for the first set of

assumptions of Theorem 1.

2. We now turn the the uniformity assumptions, namely when π = 1/2 and v has a uniform
distribution on its support. Setting G(a, b) to be the objective function of (24) and

g(b, t) = 1/2Φ(−b) + 1/2Φ(b− t)

for t ≥ 0, observe that E[g(b, u)] = G(a, b) where we again recall that u depends on a.
Following the same minimization over b in the proof of Proposition 1, we see that

inf
b∈R

g(b, t) =
Φ(−t/2)

2

and so

E∗
test[ŷ] = inf

a∈Sd−1∩Rd
+,b∈R

G(a, b) ≥ inf
a∈Sd−1∩Rd

+

E[Φ(−u/2)]
2

≥ inf
a∈Sd−1∩Rd

+

Φ(−E[u/2])
2

where the last inequality follows from Jensen’s inequality as Φ(−x) is convex for x ≥ 0.
By monotonicity of Φ(−(·)) and since the choice a = 1/

√
L · 1L maximizes E[u], we have

E∗
test[ŷ] ≥

Φ(−ℓL/2)
2

where ℓL = θR/
√
L. Here, one notices that the right-hand-side corresponds to the optimal

test error found for the pooled classifier in (21) when π = 1/2. Notably, the above is
indeed an equality which is seen by evaluatingG as the previously considered values (a, b).
Hence, the uniformity assumptions reduce the optimal test error for the vectorized classifier
to those of the pooled classifier. One then obtains an analogous result to (9).
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C PROOF OF THEOREM 2

We detail in this Appendix the proof of Theorem 2. The proof builds on the following intermediary
proposition, which gives a sufficient condition for vanishing test error, when the query weights q are
constrained in norm.
Proposition 2. Consider the attention model A (5). For τ > 0, let τBd = {x ∈ Rd : ∥x∥ ≤
τ}, we consider the optimal test error E∗

test[A, τ ] = infq∈τBd,w∈Rd,b∈R Etest[Aq,w,b], restraining the
minimization on q to vectors of norm less than or equal to τ . In the limit L → ∞, R = Θ(1),
allowing the signal θ to depend on L, suppose that

lim
L→∞

θeβτθ

L
→ ∞ (32)

Then, the attention model A achieves an optimal test error of E∗
test[A] = 0.

Proof. We remind that from Lemma 2, for any q, w, b the test error can be expressed as

Etest[Aq,w,b] =(1− π)P
(
∥P⊥

q w∥ · ∥s−∥z < b+
⟨w, q⟩
∥q∥

⟨g, s−⟩
)

(33)

+ πP
(
∥P⊥

q w∥ · ∥s+∥z < −b− ⟨w, q⟩
∥q∥

⟨g, s+⟩ − ⟨θv, s+⟩⟨ξ, w⟩
)
. (34)

where
s− = softmax(β∥q∥g) and s+ = softmax(β(∥q∥g + ⟨q, ξ⟩θv)),

P⊥
q = Id − qq⊤/⟨q, q⟩, and z ∼ N(0, 1) is independent of g ∼ N (0, IL). The probability P bears

jointly over the random variables v, g, z. To derive an upper bound on the optimal test error, we can
consider the special case q = τξ, w = ξ. The expression of the test error then simplifies to

Etest[Aq,w,b] =(1− π)P (0 < b+ ⟨g, s−⟩) + πP (0 < −b− ⟨g, s+⟩ − ⟨θv, s+⟩) . (35)
Note that

⟨g, s−⟩ =

∑
i∈[L]

gie
βτgi∑

i∈[L]

eβτgi
=
βτe

β2τ2

2 + 1√
L
z2

e
β2τ2

2 + 1√
L
z1

. (36)

We have introduced the random variables

z1 =

∑
i∈[L]

eβτgi − Le
β2τ2

2

√
L

, z2 =

∑
i∈[L]

gie
βτgi − Lβτe

β2τ2

2

√
L

. (37)

From the central limit theorem, z1, z2 converge in distribution to standard Gaussian variables. By
the same token, one can rewrite

⟨g, s+ + θv⟩ =
eβτθ−1
L B + θeβτθ

L A+ βτe
β2τ2

2 + 1√
L
z2

eβτθ−1
L A+ e

β2τ2

2 + 1√
L
z1

, (38)

introducing the random variables

A =
∑
i∈[R]

eβτgi , B =
∑
i∈[R]

gie
βτgi . (39)

Using the change of variables b = −βτ − b̃/
√
L allows to reach

Etest[Aτξ,ξ,−βτ−b̃/
√

L] = (1− π)P

(
⟨g, s−⟩ − βτ >

b̃√
L

)
+ πP

(
⟨g + θv, s+⟩ − βτ <

b̃√
L

)
(40)

= (1− π)P

 z2 − βτz1

e
β2τ2

2 + 1√
L
z1

> b̃

 (41)

+ πP

θ eβτθ
√
L
A+ eβτθ−1√

L
(B − βτA) + z2 − βτz1

eβτθ−1
L A+ e

β2τ2

2 + 1√
L
z1

< b̃

 . (42)
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Let ϵ > 0. We first focus on the first term, which one can bound as

P

 z2 − βτz1

e
β2τ2

2 + 1√
L
z1

> b̃

 ≤ P
(
z2 − βτz1 > b̃

(
e

β2τ2

2 − 1

))
+ P(|z1| >

√
L). (43)

Let M =
√
2erfc(1− ϵ/8), and let

b̃1 =

√
2
(
1 + β2τ2 − 2β2τ2eβ2τ2(2eβ2τ2 − 1)

)
−1 + e

β2τ2

2

erfc(1− ϵ/8). (44)

and

b̃2 =
√
2
(
1 + β2τ2 − 2β2τ2eβ2τ2(2eβ2τ2 − 1)

)
erfc(1− ϵ/8). (45)

We now fix b̃ = max(b̃1, b̃2). Let L1 be such that for L ≥ L1,

P
(
z2 − βτz1 > b̃

(
e

β2τ2

2 − 1

))
≤ 1− Φ

 b̃
(
e

β2τ2

2 − 1
)

√
2
(
1 + β2τ2 − 2β2τ2eβ2τ2(2eβ2τ2 − 1)

)
+

ϵ

8
,

(46)

P(|z1| > M) ≤ 2− 2Φ(M) +
ϵ

8
. (47)

The existence of such L1 is guaranteed by the convergence in distribution of z1, z2 to joint normal
Gaussian variables. Then for any L > max(M,L1),

P

 z2 − βτz1

e
β2τ2

2 + 1√
L
z1

> b̃

 ≤ ϵ

2
. (48)

Turning to the other term,

P

θ eβτθ
√
L
A+ eβτθ−1√

L
(B − βτA) + z2 − βτz1

eβτθ−1
L A+ e

β2τ2

2 + 1√
L
z1

< b̃

 ≤P(z2 − βτz1 < −b̃) + P(|z1| ≥
√
L)

(49)

+ P

A <
2b̃(e

β2τ2

2 + 1)− eβτθ−1√
L

B

θ e
βτθ√
L

− eβτθ−1√
L

(βτ + b̃/
√
L)


(50)

Let L2 be such that for L ≥ L2,

P
(
z2 − βτz1 > b̃

(
e

β2τ2

2 − 1

))
≤ 1− Φ

 b̃√
2
(
1 + β2τ2 − 2β2τ2eβ2τ2(2eβ2τ2 − 1)

)
+

ϵ

8
,

(51)

P(|z1| > M) ≤ 2− 2Φ(M) +
ϵ

8
. (52)

Finally,

P

A <
2b̃(e

β2τ2

2 + 1)− eβτθ−1√
L

B

θ e
βτθ√
L

− eβτθ−1√
L

(βτ + b̃/
√
L)

 ≤P

A <
2b̃(e

β2τ2

2 + 1) + eβτθ−1√
L

√
θ

θ e
βτθ√
L

− eβτθ−1√
L

(βτ + b̃/
√
L)

+ P(|B| >
√
θ).

(53)

Now, note that

θeβτθ

L

L→∞−−−−→ ∞ =⇒ θ
L→∞−−−−→ ∞. (54)
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From Markov’s inequality,

P(|B| >
√
θ) ≤ E[|B|]√

θ
. (55)

Let L3 be such that for all L ≥ L3,

P(|B| >
√
θ) <

ϵ

8
. (56)

Finally, let us introduce the shorthand

h :=
2b̃(e

β2τ2

2 + 1) + eβτθ−1√
L

√
θ

θ e
βτθ√
L

− eβτθ−1√
L

(βτ + b̃/
√
L)
. (57)

Remark that h→ 0 as L→ ∞. Let L4 be such that for L ≤ L4, h < 1. Using Mill’s inequality,

P(A < h) ≤P(eβτg1 < h) ≤ 1

2

1
1
βτ | log h|

e
− 1

2β2τ2 log h2

. (58)

The right hand side tends to 0: let L5 be such that for all L ≤ L5, it is smaller than ϵ/8. In conclusion,
summarizing, for any L ≥ max(M,L1, L2.L3, L4.L5),

0 ≤ E∗
test[A, τ ] ≤ Etest

[
A
τξ,ξ,

√
2(1+β2τ2−2β2τ2eβ2τ2 (2eβ2τ2−1))erfc(1−ϵ/8)max

(
1, 1

eβ
2τ2/2−1

)
]
< ϵ.

(59)

Thus,

E∗
test[A]

L→∞−−−−→ 0. (60)

This concludes the proof of Proposition 2. We now prove Theorem 2.

Proof. Suppose

lim inf
θ

logL
> 0. (61)

There then exist C > 0, L0, such that for all L ≥ L0, θ > C logL. Then, setting

τ =
1

Cβ
, (62)

observe that

θeβτθ√
L

≥ C logL
√
L

L→∞−−−−→ ∞. (63)

From proposition 2,

0 ≤ E∗
test[A] ≤ E∗

test[A, τ ]
L→∞−−−−→ 0 (64)

D PROOF OF THEOREM 3

Output Weights and Bias. For this bias, the Law of Large Numbers yields

b(1) = − ηb
n0

∑
i≤n0

hi(0, 0, 0)

=
ηb
n0

∑
i≤n0

C(ℓ)yi
P→ C(ℓ)ηb(2π − 1)
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since E[y] = P(y = 1)− P(y = −1) = 2π − 1. Now, decomposing the noise Zi by

Zi =

[
s⊤i
U⊤
i

]
∈ RL×d Ui ∈ Rd×L−1, si ∈ Rd,

and setting

S = [s1 · · · sn] and y =

y1...
yn

 ,
we have

w(1) = − ηw
nL

∑
i≤n0

hi(0, 0, 0)X
⊤
i 1

(d)
= C(ℓ) · ηw

L

(√
LSy +

∑
i≤n0

yiv
⊤
i 1 θRξ

)
≍ C(ℓ) ηw

( Sy

n0
√
L

+
πθRξ

L

)
(65)

where one applies the Law of Large Numbers for the last line above. Using the representation of
(65), we obtain

⟨w(1), ξ⟩ P−−−→
d→∞

γ2

since ⟨ξ,Sy⟩/n0 ∼ N (0, 1
n0

), and

∥w(1)∥ ≍ C(ℓ)ηw

√
∥Sy∥2
n20L

+ (πθR/L)2
P−−−→

d→∞
γ1

as ⟨Sy,Sy⟩/n0 ∼ χ2
d.

Query Weights. Setting

cµ := hµ(0, w
(1), b(1)) and Aµ := X⊤

µ (I − 11⊤/L)Xµ

we have

q(2) = − ηqβ

n0L

∑
µ≤n0

cµAµw
(1). (66)

It will become clear that we require only the first and second moments of cµ conditional on yµ to
characterize ∥q∥ and ⟨q, ξ⟩ for large n0 and d. Specifically, set

E1 = E[cµ], E2 = E[cµ|y = 1], E3 = E[c2µ], E4 = E[c2µ|y = 1]. (67)

Concretely, cµ is given by

cµ =
d

dz
ℓ(z, yµ)|z=mµ

(68)

where
mµ = ⟨w(1), X⊤

µ 1/L︸ ︷︷ ︸
x̄µ

⟩+ b(1)

To find the distribution of mµ, we write

w(1) = w
(1)
−µ +∆µ, ∆µ =

C(ℓ)ηw
n0L

⟨yµ, X⊤
µ 1⟩, (69)
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where w(1)
−µ is obtained from all samples except µ and is therefore independent of Xµ. Substitut-

ing (69) gives the exact identity

mµ =
〈
x̄µ, w

(1)
−µ
〉︸ ︷︷ ︸

noise term

+
〈
x̄µ,∆µ

〉︸ ︷︷ ︸
self term

+b(1)

= C(ℓ)
ηw
n0L

∥X⊤
µ 1∥2

L
yµ + C(ℓ)

ηw
n0L

〈
x̄µ, Srest

〉
+ C(ℓ)ηb(2π − 1),

with Srest :=
∑
j ̸=µ yjX

⊤
j 1 (independent of Xµ). The above representations lends to the following

conditional distributions:

mµ

∣∣∣ {yµ = −1} ∼ N
(
C(ℓ)ηb(2π − 1)− C(ℓ)ηw

α
,
C(ℓ)2η2w
αL2

,

)
mµ

∣∣∣ {yµ = +1} ∼ N
(
C(ℓ)ηb (2π − 1) + C(ℓ)ηw

(
1

α
+
θ2R2

L2

)
,
C(ℓ)2η2w
αL2

)
. (70)

From the above, we see that marginally mµ is Gaussian mixture. Knowing the distributions mµ|yµ
and yµ facilitates the computation of E1, . . . , E4. This can easily be done to machine precision —
such as via Gauss–Hermite quadrature as an example.

Returning to another piece of (66), set bµ := 1yµ ·((211⊤/
√
L−IL)v)[2:L] ∈ RL−1 and decompose

the Gaussian noise Uµ by

Uµ = [gµ Vµ] , gµ ∈ Rd, Vµ ∈ Rd×L−2.

We then decompose the feature gradient Aµ by

Aµ = UµU
⊤
µ + θ2(R · 1{yµ=1} −R2 · 1{yµ=1}/L)ξξ

⊤ + θUµbµξ
⊤ + θξb⊤µU

⊤
µ

= gµg
⊤
µ + VµV

⊤
µ + θ2(R · 1{yµ=1} −R2 · 1{yµ=1}/L)ξξ

⊤

+ θ
√
R · 1{yµ=1} −R2 · 1{yµ=1}/L · (gµξ⊤ + ξg⊤µ )

= gµg
⊤
µ + VµV

⊤
µ + θ2h2µξξ

⊤ + θhµ(gµξ
⊤ + ξg⊤µ )

for

hµ := ∥bµ∥ = 1{yµ=1}
√
R−R2/L.

Now, set

G = [g1 · · · gn] ∈ Rd×n, c =

c1...
cn

 , h =

h1...
hn

 ,
and let Λx := diag(x) ∈ Rk×k for x ∈ Rk, k ∈ N. Observe that

n∑
µ=1

cµVµV
⊤
µ =

L−2∑
j=1

VjΛcV
⊤
j

where — abusing notation — Vj
iid∼ V ∈ Rd×n and V has i.i.d. N (0, 1) entries. Making a final

decomposition of the noise:

G =

[
g̃⊤s
G̃⊤
u

]
, V =

[
ṽ⊤s
Ṽ ⊤
u

]
, g̃s, ṽs ∈ Rn, G̃u, Ṽu ∈ Rn×d−1,
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we obtain

q(2) = − ηqβ

n0L

∑
µ≤n0

cµAµ

w(1)

= − ηqβ

n0L

GΛcG⊤ + V ΛcV
⊤︸ ︷︷ ︸

L− 2 ind. copies

+θ2

(∑
µ

h2µcµ

)
ξξ⊤ + θGΛhcξ

⊤ + (θGΛhcξ
⊤)⊤

w(1)

(d)
= − ηqβ

n0L

Hw(1)

∥w(1)∥

GΛcg̃s + V Λcṽs︸ ︷︷ ︸
L− 2 ind. copies

+ θ · ξ⊤w(1) ·GΛhc


+

(
θ∥w(1)∥c⊤Λhgs + θ2(ξ⊤w(1))

∑
µ

cµh
2
µ

)
ξ

]

= − ηqβ

n0L

Hw(1)

γ1 ·
GΛcg̃s + V Λcṽs︸ ︷︷ ︸

L− 2 ind. copies

+ θ · γ2 ·GΛhc


+

(
θ · γ1 · c⊤Λhgs + θ2 · γ2 ·

∑
µ

cµh
2
µ

)
ξ

]
.

Since 1
n0
c⊤Λhgs

P→ 0 as n0 → ∞, we have

q(2) ≍ −ηqβ
L


1

n0
Hw(1)

γ1 · (GΛcg̃s + V Λcṽs︸ ︷︷ ︸
L− 2 ind. copies

) + θ · γ2 ·GΛhc


︸ ︷︷ ︸

M

+ θ2 · γ2 · (R−R2/L) · E2︸ ︷︷ ︸
N

·ξ


= −ηqβ

L
(M +N · ξ)

Therefore ,

⟨ξ, q(2)⟩ ≍ −ηqβ
L

· (ξ⊤M +N)

and

∥q(2)∥ ≍ ηqβ

L
·
√
M⊤M + 2Nξ⊤M +N2.

By rotational invariance of the isotropic Gaussian, we may take ξ to be the first standard basis vector
in the following derivations. We then have,

ξ⊤M
(d)
=

1

n0

w(1)⊤

∥w(1)∥

γ1 · GΛcg̃s︸ ︷︷ ︸
L− 1 ind. copies

+θ · γ2 ·GΛhc


=

1

n0
· w(1)⊤ GΛcg̃s︸ ︷︷ ︸

L− 1 ind. copies

+θ · γ2
γ1

· w
(1)⊤GΛhc

n0︸ ︷︷ ︸
≍0

≍ 1

n0
· w(1)

1 g̃⊤s Λcg̃s

≍ (L− 1) · γ2 · E1.
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This gives us the alignment

⟨ξ, q(2)⟩ P−−−→
d→∞

−ηqβγ2
L

[
(L− 1)E1 + θ2(R−R2/L)E2

]
= γ

as claimed.

Finally, to compute the magnitude of q(2), all that remains is to determine M⊤M . We have,

M⊤M
(d)
=

1

n20
· γ21 ·

∑
1≤i,j≤L−1

ṽ⊤isΛcV
⊤
i VjΛcṽjs +

2

n20
· θγ1γ2 · c⊤ΛhG⊤GΛcg̃s

+
2

n20
· θγ1γ2 · c⊤ΛhG⊤ V Λcṽs︸ ︷︷ ︸

L− 2 ind. copies

+
1

n20
· θ2γ22 · c⊤ΛhG⊤GΛhc.

Examining each term separately, note that by repeated application of the Law of Large Numbers we
obtain the following:

1

n20
· γ21 ·

∑
1≤i,j≤L−1

ṽ⊤isΛcV
⊤
i VjΛcṽjs =

1

n20
· γ21 ·

L−1∑
i=1

ṽ⊤isΛcV
⊤
i ViΛcṽis +

1

n20
· γ21 ·

∑
i ̸=j

ṽ⊤isΛcV
⊤
i VjΛcṽjs

≍ (L− 1)γ21 ·
(

1

n20
(ṽ⊤s Λcṽs)

2 +
1

n20
ṽ⊤s ΛcṼuṼ

⊤
u Λcṽs +

1

n20
(L− 2)((ṽ⊤s Λcṽs)

2)

)
≍ (L− 1)γ21 ·

(
(L− 1) · E2

1 +
E3

α

)
,

2

n20
· θγ1γ2 · c⊤ΛhG⊤GΛcg̃s +

2

n20
· θγ1γ2 · c⊤ΛhG⊤ V Λcṽs︸ ︷︷ ︸

L− 2 ind. copies

≍ 0,

and
1

n20
· θ2γ22 · c⊤ΛhG⊤GΛhc

(d)
= θ2γ22 · ∥Λhc∥

2

n0
· g

⊤
1 g1
n0

≍ θ2γ22 · (R−R2/L) · E4

α
.

Putting all the terms together, we obtain

M⊤M ≍ (L− 1)γ21 ·
(
(L− 1) · E2

1 +
E3

α

)
+ θ2γ22 · (R−R2/L) · E4

α

and so

∥q(2)∥ =
ηqβ

L
·
[
(L− 1)γ21 ·

(
(L− 1) · E2

1 +
E3

α

)
+ θ2γ22 · (R−R2/L) · E4

α

+ 2N(L− 1) · γ2 · E1 +N2

]1/2
,

where we recall that
N = θ2 · γ2 · (R−R2/L) · E2.

This completes the precise characterization of the magnitude and ξ-alignment of the query vector
q(2) where the definitions for the relevant constants E1, . . . , E4 are found in (67), (68), and (70).

D.1 LARGE α0 BEHAVIOR

To conclude this appendix, we discuss the asymptotic behavior of the cosine similarities
⟨w(1), ξ⟩/∥w(1)∥, ⟨q(2), ξ⟩/∥q(2)∥ of the attention weights w, q after one or two gradient step with the
signal vector ξ, in the limit of large sample complexity α0 ≫ 1. As we summarized in Corol-
lary 1 in the main text, the cosine similarities rapidly approach 1 in absolute value as the sample
complexity α0 is increased. We give here the full technical statement.
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Figure 2: Cosine similarity between the signal ξ and the query weights q(2) (blue) and readout
weights w(1) (red) after step 3 of the training 3, for L = 10, R = 3, π = 0.2, θ = 6, η = 0.5,
and logistic loss ℓ, as a function of the normalized number of samples α0. Solid lines: theoretical
prediction of Theorem 3. Dots: numerical experiments in dimension d = 1000. Error bars represent
one standard deviation over 10 trials.

Corollary 1 (Large α0 asymptotics). Let w(1), q(2) be the readout weights and query weights of
the attention model A (5) at the end of step 3 of the training procedure detailed in subsection 3. In
the asymptotic limit of Assumption 1, the cosine similarities ⟨w(1), ξ⟩/∥w(1)∥, ⟨q(2), ξ⟩/∥q(2)∥ converge
in probability to deterministic limits sw, sq from Theorem 3. When then further taking the limit
α0 → ∞, these limits admit the following asymptotic expansions

sw = 1− L2

2α0(πθR)2
+ o

(
1

α0

)
(71)

|sq| = 1− 1

2α0
(72)

·
η2wC(ℓ)2(L−1)2

L (πG∞
+ + (1− π)G∞

− )2 + (L− 1)(π(G∞
+ )2 + (1− π)(G∞

− )2) + θ2(R− R2

L )(G∞
+ )2(

(L− 1)πG∞
+ + (1− π)G∞

− + θ2(R− R2

L )G∞
+

)2
(73)

+ o

(
1

α0

)
(74)

We denoted

G∞
+ = ℓ′

(
C(ℓ)ηb(2π − 1) +

ηwπR
2θ2

2L2
, 1

)
, G∞

− = ℓ′ (C(ℓ)ηb(2π − 1),−1) . (75)

The sign of sq is on the other hand given by that of

−
[
(L− 1) + θ2R(1− R/L)

]
πG∞

+ − (1− π)G∞
− . (76)

Proof. The proof of Corollary 1 follows straightforwardly from a α0 → ∞ expansion of the expres-
sions of Theorem 3.

Corollary 1 establishes how the weights of the attention model recover the signal vector ξ when
provided with sufficient data, at a rate of 1/α0. The sign is given by an intricate but explicit condition
(76) on all the parameters in the problem ℓ, π, θ, R, L, ηb, ηw, and can in certain cases be negative –
signaling that the query vector q detrimentally anti-aligns with the signal ξ. In order to avoid such
a scenario, the condition (76) can offer some guideline for choosing the hyperparameters ηb, ηw, ℓ.
For example, for the logistic loss ℓ(y, z) = log(1 + exp(−yz)), when π < 1/2 (resp. π > 1/2),
choosing ηb sufficiently large (resp. negative) ensures sq > 0, namely that the query weights q(2)
properly align with ξ when α0 grows.

E PROOF OF THEOREM 4

In this Appendix, we detail the proof of Theorem 4, which we summarized in the main text. We now
present the full technical statement.
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Theorem 4 (Test errors after step 4). Let q denote the query weights after step 3 of the training
procedure 3, and ŵ, b̂ be the minimizers of the empirical risk (11) at step 4. We denote γ = ⟨q, ξ⟩.
In the asymptotic limit of Assumption 1, the associated test error Etest (12) converges in probability
to

Etest[A] = (1− π)Eg,s+,s−

[
Φ

(
b̂+ ⟨g, s−⟩µ1

µ3∥s−∥

)]
+πEg,s+,s−

[
Φ

(
−b̂− ⟨θv, s+⟩µ2 − ⟨g, s+⟩µ1

µ3∥s+∥

)]
,

(77)

with µ3 =
[
ν2 + 1/1 − γ2

(
µ2
1 + µ2

2 − 2γµ1µ2

)
− µ2

1

] 1
2 .The description of the joint law of the finite-

dimensional random variables g, s+, s− ∈ RL is given in Lemma 1. The scalar statistics b̂, µ1, µ2, ν
are defined as the unique solutions of the following variational problem:

µ1, µ2, b̂ = argmin
µq,µξ,b

ϕ(µq, µξ, b) +
λ

2
[µq µξ]

[
1 γ
γ 1

]−1 [
µq
µξ

]
. (78)

In the above display,

ϕ(µq, µξ, b) := Ecz,cq,cξ,z,y [ℓ(z∗ + cqµq + cξµξ + b, y)] +
λ

2
ν2, (79)

where cz, cq, cξ are scalar random variables whose joint law is detailed in Lemma 1, and z ∼
N (0, 1). Finally,

ν2 =
1

λχ
Ecz,cq,cξ,z,y

[
z∗ (z∗ − czνz)

c2z

]
,

1

α1χ
= Ecz,cq,cξ,z,y

[
ℓ′′i (z

∗)c2z
1 + ℓ′′i (z

∗)c2zχ

]
+ λ. (80)

We used the shorthand z∗ := proxc2zχℓ(·+cqµq+cξµξ+b,y)
(czνz). Finally, the training loss Etrain

converges in probability to the minimizer of the right hand side of (78).

Leveraging the equivalence between the attention model with zero query weights A0d,w,b (or, equiv-
alently, vanishing softmax inverse temperature β = 0) with the pooled classifier Lpoolw,b , a similar
characterization for the latter can directly be deduced, as summarized in Theorem 5.

Corollary 3 (Test error and training loss of Lpoolw,b ). The training loss and test error if the pooled

linear classifier Lpoolw,b (4) trained on the empirical minimization (13) converge i probability to limits
Etrain[Lpool], Etest[Lpool], whose expressions fan be read from Theorem 4, if one sets β = 0.

E.1 NOTATIONS AND ASSUMPTIONS

We take the following definition from Karoui (2018).
Definition 1. Let

X = (Xn(u) : n ∈ N, u ∈ Un), Y = (Yn(u) : n ∈ N, u ∈ Un) (81)

be two families of nonnegative random variables, where Un is a possibly n-dependent parameter
set. We write Xn = OLk

(Yn) if

sup
u∈Un

E[|Xn(u)|k] = O( sup
u∈Un

E[|Yn(u)|k])

where “O” refers to the classical big O-notation. That is, for two deterministic sequences (an),
(bn), we say an = O(bn) if there exists some C > 0 such that an ≤ Cbn for all n sufficiently large.

We make the following assumptions on the loss function ℓ (with the first argument denoted z):

(A1) ℓ is non-negative.
(A2) ℓ is convex in its first argument.
(A3) ℓ ∈ C4 in its first argument.
(A4) ℓ has bounded second–fourth derivatives.
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(A5) ℓ is coercive, i.e.,
lim

|z|→∞
ℓ(z;−1) + ℓ(z; 1) = ∞.

Remark 1. The above assumptions are satisfied for many natural choices of loss functions such as
the quadratic loss, Huber loss, and logistic loss.

Remark 2. Having a bounded second derivative immediately implies the existence of a quadratic
majorant of ℓ since for any z ∈ R, a second-order Taylor expansion yields

ℓ(z) = ℓ(0) + ℓ′(0)z +

∫ 1

0

(1− t)ℓ′′(tz)z2 dt ≤ ℓ(0) + ℓ′(0)z +
∥ℓ′′∥∞

2
z2.

E.2 EMPIRICAL RISK MINIMIZATION

In what follows, we study the following learning problem:

min
w,b

1

n1

∑
i∈[n1]

ℓ(⟨fi, w⟩+ b; yi) +
λ

2
∥w∥2, (82)

where ℓ(z; y) is a loss function that is convex with respect to z. Let w∗ be the optimal weight vector
and b∗ be the optimal bias for (82). Our goal is to characterize the following quantities:

µ1 = ⟨q, w∗⟩, µ2 = ⟨ξ, w∗⟩, ν = ∥P⊥
q,ξw

∗∥, (83)

and b∗, where P⊥
q,ξ denotes the projection onto the space orthogonal to q and ξ. Having b∗, µ1, µ2,

and ν will provide for a full characterization of the test error due to Lemma 2.

Remark 3. Recall we have assumed that ∥ξ∥ = 1 and at no loss of generality we also take ∥q∥ = 1,
absorbing ∥q∥ into β. Moreover, as a reminder, γ = ⟨ξ, q⟩. It is easy to check that for γ ̸= ±1,

P⊥
q,ξw = [q ξ]

[
1 γ
γ 1

]−1 [
µq
µξ

]
and that

∥w∥2 = [µq µξ]

[
1 γ
γ 1

]−1 [
µq
µξ

]
+ ∥P⊥

q,ξw∥2.

for a weight vector w with
µq = ⟨q, w⟩, µξ = ⟨ξ, w⟩.

From Lemma 1, we can rewrite the feature vectors {fi} as

fi = cq,iq + cξ,iξ + cz,iP
⊥
q,ξzi,

where {cq,i, cξ,i, cz,i}i≤n1
are scalar random variables that are independent of the isotropic Gaussian

vectors {zi}i≤n1
. We write the joint law of cq,i, cξ,i, cz,i as

cq,i, cξ,i, cz,i ∼
{
P+(cq, cξ, cz), if y1 = 1

P−(cq, cξ, cz), if y1 = −1
.

The exact specification of the joint distributions are given in Lemma 1. Specifically,

P+(cq, cξ, cz) : cq = ⟨g, s+⟩ −
γ∥s+∥z0√
1− γ2

, cξ = ⟨θv, s+⟩+
∥s+∥z0√
1− γ2

, cz = ∥s+∥

(84)

P−(cq, cξ, cz) : cq = ⟨g, s−⟩ −
γ∥s−∥z0√
1− γ2

, cξ =
∥s−∥z0√
1− γ2

, cz = ∥s−∥. (85)

With this new decomposition of the feature vectors, the empirical risk minimization of (82) splits
into (i) a three scalar variable problem of µq, µξ and b, governing the q, ξ plane and a bias, and (ii)
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a (d− 2)-dimensional sub-problem determining the orthogonal component to span{q, ξ}. The next
display formalizes this sequential optimization problem:

min
µq,µξ,b

ϕd(µq, µξ, b) +
λ

2
[µq µξ]

[
1 γ
γ 1

]−1 [
µq
µξ

]
,

where

ϕd(µq, µξ, b) := min
x∈Rd−2

1

n1

∑
i∈[n1]

ℓ(⟨cz,izi, x⟩+ cq,iµq + cξ,iµξ + b; yi) +
λ

2
∥x∥2, (86)

and {zi}i≤n1 is a collection of (d− 2)-dimensional, isotropic, normal random vectors.

Henceforth, our goal is to characterize the asymptotic limit of ϕ(µq, µξ, b) and ν2 = ∥x∗∥2, where
x∗ denotes the optimal solution to (86). Since x∗ is a stationary point, we must have

x∗ = − 1

n1λ

∑
i∈[n1]

ℓ′(⟨cz,izi, x∗⟩+ cq,iµq + cξ,iµξ + b; yi)(cz,izi).

Thus,

ν2 = ∥x∗∥2 = − 1

n1λ

∑
i∈[n1]

ℓ′(⟨cz,izi, x∗⟩+ cq,iµq + cξ,iµξ + b; yi)⟨cz,izi, x∗⟩. (87)

In the following, we will denote
ϵi := cq,iµq + cξ,iµξ + b, ℓi(u+ ϵi) := ℓ(u+ ϵi; yi). (88)

to elicit parallels between our derivations and those present in Karoui (2018). For simplicity of
notation, we further write

f̃i = cz,izi

E.3 LEAVE-ONE-OUT: DETERMINISTIC ANALYSIS

The key probabilistic structure in our problem is that different feature vectors are independent. This
naturally prompts us to consider a leave-one-out analysis. We first need to introduce some notation.
From this point forward x is in Rd−2. Let

Φ∗
d := min

x
F ∗
d (x) := min

x

1

n1

∑
i∈[n1]

ℓi(⟨f̃i, x⟩+ ϵi) +
λ

2
∥x∥2 x∗d = argmin

x
F ∗
d (x)

Φ∗
d,\i := min

x
F ∗
d,\i(x) := min

x

1

n1

∑
j ̸=i

ℓj(⟨f̃j , x⟩+ ϵj) +
λ

2
∥x∥2 x∗d,\i = argmin

x
F ∗
d,\i(x)

denote the optimal values and the optimizing solutions of the original optimization problem and its
leave-one-out version, respectively. Going forward, we will often omit the d-dependence of these
quantities to alleviate the notation.

E.3.1 LEAVE-ONE-OUT ANALYSIS

A key step in the following consists in constructing a close approximation x̃i of x∗, with simpler
distributional properties. To that end, we introduce the surrogate optimization problem:

Φ̃d,i := Φ∗
d,\i +min

x
F̃d,i(x), x̃i,d := argmin

x
F̃d,i(x)

where

F̃d,i(x) :=

{
1

n1
ℓi(⟨f̃i, x⟩) +

1

2
(x− x∗\i)

⊤H\i(x− x∗\i)

}
(89)

and
H\i :=

1

n1

∑
j ̸=i

ℓ′′j (⟨f̃j , x∗\i⟩+ ϵj)f̃j f̃
⊤
j + λI

is the (leave-one-out) Hessian matrix. Heuristically, this surrogate problem may be viewed as a
quadratic approximation of Φ∗ in the vicinity of x∗\i. It is straightforward to verify the following
lemma.
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Lemma 3. Let Mi(x; γ) denote the Moreau envelope of ℓi(x), i.e.,

Mi(x; γ) := min
z

ℓi(z) +
(x− z)2

2γ

and let

Proxi(x; γ) := argmin
z

ℓi(z) +
(x− z)2

2γ

be the corresponding proximal operator. Then it holds that

r̃i := ⟨f̃i, x̃i⟩+ ϵi = Proxi(r̃i,\i; γi), (90)

where r̃i,\i := ⟨f̃i, x∗\i⟩+ ϵi and

γi :=
1

n1
f̃⊤i H

−1
\i f̃i. (91)

Moreover,

x̃i = x∗\i −
1

n1
ℓ′i(r̃i)H

−1
\i f̃i (92)

and
Φ̃i = Φ∗

\i +
1

n1
Mi(⟨f̃i, x∗\i⟩).

Remark 4. Let x = Prox(c; γ). It is often convenient to recall the following identity:

ℓ′(x) +
x− c

γ
= 0. (93)

E.3.2 ON THE BOUNDEDNESS OF ℓ′

A key technical difference with the closely related analysis of Karoui (2018) lies in the assumption
made therein that ℓ′ is bounded. We would like the present results to hold for the quadratic loss in
particular, which does not satisfy this assumption. The following lemma bridges this gap by showing
how the optimizer of the inner problem using loss ℓ coincides, with large probability, with that of a
modified loss with bounded first derivative.
Definition 2. Given I > 0, we define the clipped loss ℓclip(·, y) : R 7→ R as follows:

1. ℓclip ∈ C4
b

1 and convex

2. ℓclip(z) = ℓ(r) for z ∈ [−I, I]

3. Letting M = supz∈[−I,I] |ℓ′(z)|, we require that ∥ℓ′clip∥∞ ≤ 2M

4. we further require that ℓclip ≤ ℓ.

The construction given for ℓclip in definition 2 can be achieved in the following manner. Consider
the “bump function”

ψ(t) =

{
exp

(
1

t(t−1)

)
, if t ∈ (0, 1)

0, else

and, fixing a ι > 0, define η : R → [0, 1] by

η(z) =


0, z ≤ I∫ (z−I)/ι

0 ψ(t) dt∫ 1
0
ψ(t) dt

, z ∈ (I, I + ι),

1, z ≥ I + ι

Note that η ∈ C∞ with bounded derivatives of all orders. Now, consider the left and right linear
extensions of ℓ,

L−(z) = ℓ(−I) + ℓ′(−I)(z + I), L+(z) = ℓ(I) + ℓ′(I)(z − I),

1Four times differentiable with continuous and bounded derivatives.
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which allow us to define ℓclip as the piecewise function

ℓclip(z) =



L−(z), z ≤ −I − ι

(1− η(−z))ℓ(z) + η(−z)L−(z), z ∈ (−I − ι,−I)
ℓ(z), z ∈ [−I, I]
(1− η(z))ℓ(z) + η(z)L+(z), z ∈ (I, I + ι)

L+(z), z ≥ I + ι

The prescribed properties of definition 2 are then easily verified from basic calculus.
Lemma 4 (Clipped loss derivative). Recall that

x∗ = argmin
x

1

n1

∑
i∈[n1]

ℓi(⟨f̃i, x⟩+ ϵi) +
λ

2
∥x∥. (94)

For a given δ ∈ (0, 1), let

R2 :=
2

λ
E [ℓ(ϵ; y)] , I := (1 +R)

√
2 log

2n1
δ

+ 1 +

√
µ2
q +

(µqγ + µξ)
2

1− γ2
+ |b|+

√
Lθ2 (95)

where ϵ ∼ cqµq + cξµξ + b. Define

x∗clip = argmin
x

1

n1

∑
i∈[n1]

ℓclip,i(⟨f̃i, x⟩+ ϵi) +
λ

2
∥x∥. (96)

Then, with probability at least 1− δ,

x∗ = x∗clip. (97)

Proof. The strategy consists in controlling the supremum supi∈[n1] |r
clip
i | of the residuals rclipi =

z∗ [z∗ − czνZ]. Since by construction ∥ℓ′clip∥∞ < CpolyLog(n1), one can apply the results of
Karoui (2018) to the clipped problem, showing that

|rclipi | ≤ |Proxclip(⟨x∗clip,\i, f̃i⟩+ ϵi, γi)|+ δ(1) ≤ |gi| ∥x∗clip,\i∥+ δ(1) + |ϵi| (98)

using the contractivity of the proximal operator. We used the shorthand gi =
〈
x∗
clip,\i/∥x∗

clip,\i∥, f̃i

〉
.

Note that from Karoui (2018), δ(1) := supi |r
clip
i − Proxclip(⟨x∗clip,\i, f̃i⟩ + ϵi, γi)| =

OLk

(
polyLog(n1)√

n1

)
. From the identity Fclip,\i(x

∗
clip,\i) ≤ Fclip,\i(0), one can bound

∥x∗clip,\i∥
2 ≤ 2

λn1

∑
j ̸=i

ℓclip(ϵj ; yj) ≤ R2 + δ(2), (99)

with δ(2) = OL2

(
polyLog(n1)√

n1

)
. Using the identity |

√
1 + x − 1| ≤ |x|, we have ∥x∗clip,\i∥ ≤

R+ |δ(2)|. Summarizing,

sup
i

|rclipi | ≤ (sup
i

|gi|)(R+ |δ(2)|) + δ(1) + sup
i

|ϵi|. (100)

For n1 large enough, from Markov’s inequality,

P[δ(1) > 1] ≤ δ

6
, P[|δ(2)| > 1] ≤ δ

6
. (101)

We now need to control the term supi |ϵi|. From (84), for any given and fixed µξ, µq, b and remem-
bering ∥s±∥ ≤ 1, one can bound

|ϵi| ≤ aϵ∥gi∥1 + bϵ|z0,i|+ cϵ (102)

with

aϵ = |µq|, bϵ =

∣∣∣∣∣µq γ√
1− γ2

+ µξ
1√

1− γ2

∣∣∣∣∣ , cϵ = |b|+
√
Lθ2. (103)
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We remind that all entries of g ∈ RL, alongside with z0, are normal-distributed. Then, for any h,
using an union bound

P
[
sup
i

|ϵi| ≥
√
a2ϵ + b2ϵh+ cϵ

]
≤
∑
i∈[n1]

P
[
aϵ∥gi∥1 + bϵ|z0,i| ≥

√
a2ϵ + b2ϵh

]
. (104)

Examining more closely the summand P[aϵ∥gi∥1 + bϵ|z0,i| ≥ h], one has

P
[
aϵ∥gi∥1 + bϵ|z0,i| ≥

√
a2ϵ + b2ϵh

]
≤

∑
s∈{−1,+1}L+1

P
[
aϵs1gi,1 + · · ·+ bϵsL+1z0,i ≥

√
a2ϵ + b2ϵh

]
(105)

from a coarse union bound, remarking that the left hand side appears in the right hand side sum.
Now that one has ridden of the absolute value, observe that each term in the summand is distributed
as N (0,

√
a2ϵ + b2ϵ). Thus,

Pr

[
sup
i

|ϵi| ≥
√
a2ϵ + b2ϵh+ cϵ

]
≤ 2L+1n1

e−
1
2h

2

h
. (106)

In particular, for h =
√
2 log n1,

Pr

[
sup
i

|ϵi| ≥
√
a2ϵ + b2ϵ

√
2 log n1 + cϵ

]
≤ 2L+1 1√

2 log n1
. (107)

Let us again suppose n1 is large enough so that this probability is smaller than δ/6.

Thus, for n1 large enough, the probability of the complementary event of ∆ = {δ(1) < 1} ∩
{δ(2) < 1} ∩ {supi |ϵi| <

√
a2ϵ + b2ϵ

√
2 log n1 + cϵ} is bounded as P[∆] ≤ δ/2. Now, for any

t ≥ 2 +
√
a2ϵ + b2ϵ

√
2 log n1 + cϵ

P[sup
i

|rclipi | > t] ≤ P
[
sup
i

|gi| >
t− δ(1)

R+ |δ(2)|

]
(108)

≤ P
[{

sup
i

|gi| >
t− δ(1) − supi |ϵi|

R+ |δ(2)|

}
∩∆

]
+
δ

2
(109)

≤ P

[
sup
i

|gi| >
t− 1− (

√
a2ϵ + b2ϵ

√
2 log n1 + cϵ)

R+ 1

]
+
δ

2
(110)

≤
∑
i∈[n1]

P

[
|gi| >

t− 1− (
√
a2ϵ + b2ϵ

√
2 log n1 + cϵ)

R+ 1

]
+
δ

2
(111)

≤ n1e
− 1

2

(
t−1−(

√
a2
ϵ+b2ϵ

√
2 log n1+cϵ)

(1+R)

)2

+
δ

2
(112)

where the last line follows by Mill’s inequality. In particular,

P

[
sup
i

|rclipi | > (1 +R)

√
2 log

2n1
δ

+ 1 +
√
a2ϵ + b2ϵ

√
2 log n1 + cϵ

]
≤ δ. (113)

The last step of the proof comes from the simple observation that with probability at least 1− δ, for
all i ∈ [n1], ℓi(ri) = ℓclip,i(ri), and so under this event we have

−λx∗ =
1

n1

∑
i∈[n1]

ℓi(ri) =
1

n1

∑
i∈[n1]

ℓclip,i(ri). (114)

Therefore, x∗ satisfies the stationarity condition for the clipped problem. By uniqueness of the
minimizer x∗clip, we have

x∗ = x∗clip (115)

in this event.
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A consequence of Lemma 4 is that one can assume, without loss of generality up to an event of
probability δ, that the first derivative ℓ′ is bounded. More precisely,

∥ℓ′∥∞ = O (polyLog(n1)) . (116)

This enables in particular the borrowing of a number of results from Karoui (2018), where such an
assumption is leveraged. Henceforth, we worth under the (1 − δ)-probability event where x∗ =
x∗clip and work strictly with the clipped loss ℓclip, however we omit notation and simply write ℓ for
simplicity.

E.3.3 CONCENTRATION RESULTS

We first introduce and recall several quantities of importance in this section. For i, j ∈ [n1], we
write

ri = ⟨f̃i, x∗i ⟩+ ϵi, r̃j,i = ⟨f̃j , x̃i⟩+ ϵj , r̃j,\i = ⟨f̃j , x∗\i⟩+ ϵj .

The following lemma establishes that the introduced surrogate estimator x̃i constitutes a good ap-
proximation of the full minimizer x∗ as well as further concentration results.

Lemma 5 (Approximation by surrogate estimator). We have, for any k,

sup
i∈[n1]

∥x∗ − x̃i∥ = OLk

(
polyLog(n1)

n1

)
and sup

i∈[n1]

∥x∗\i − x̃i∥ = OLk

(
1

√
n1

)
, (117)

Moreover,

Var(∥x∗∥2) = O

(
polyLog(n1)

n1

)
. (118)

Furthermore, at the level of the residuals, one has the bounds

sup
i∈[n1]

|ri − r̃i| = OLk

(
polyLog(n1)√

n1

)
(119)

Proof. The proof follows directly from Lemmas C.2, Theorem C.6 and Proposition C.7 of Karoui
(2018). The statement on the residuals corresponds to Theorem 2.2 of the same work.

The lemma thus shows that the squared norm ∥x∗∥2 concentrates. We denote in the following by
ν2 := E

[
∥x∗∥2

]
its limiting value. The statement on the residual can be further complemented by

the following lemma, which covers the off-diagonal terms.

Lemma 6. We further have ∑
j ̸=i

(rj − r̃j,i)
2 = OLk

(
polyLog(n1)

n1

)
, (120)

where we write r̃j,i = ⟨f̃j , x̃i⟩+ ϵj .

Proof. From the definition of x̃i, one has

−λx̃i = −λx∗\i + (H\i − λI)(x̃i − x∗\i) +
1

n1
ℓ′(r̃i)f̃i (121)

=
1

n1

∑
j ̸=i

(ℓ′′(r̃j\i)(r̃j,i − r̃j\i) + ℓ′(r̃j\i))f̃j +
1

n1
ℓ′(r̃i)f̃i. (122)

Subtracting the stationarity condition for x∗,

−λ(x∗ − x̃i) =
1

n1

∑
j ̸=i

(ℓ′(rj)− ℓ′′(r̃j\i)(r̃j,i − r̃j\i)− ℓ′(r̃j\i))f̃j +
1

n1
(ℓ′(ri)− ℓ′(r̃i))f̃i

(123)
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Thus for k ̸= i

−λ(rk − r̃k,i) =
1

n1

∑
j ̸=i

(ℓ′(rj)− ℓ′′(r̃j\i)(r̃j,i − r̃j\i)− ℓ′(r̃j\i))⟨f̃j , f̃k⟩+
1

n1
(ℓ′(ri)− ℓ′(r̃i))⟨f̃i, f̃k⟩

(124)
The last term can be controlled as∣∣∣∣ 1n1 (ℓ′(ri)− ℓ′(r̃i))⟨f̃i, f̃k⟩

∣∣∣∣ ≤ ∥ℓ′′∥∞OLk

(
polyLog(n1)

n1

)
(125)

using the Lemma 5. We focus on the first term now. Note that

ℓ′′(r̃j\i)(r̃j,i − r̃j\i) + ℓ′(r̃j\i) = ℓ′(r̃j,i)−
1

2
ℓ(3)(řj)(r̃j,i − r̃j\i)

2 (126)

for some řj ∈ (r̃j,i, r̃j\i), from a Taylor expansion. Thus, from another application of the mean
value theorem

ℓ′(rj)− ℓ′′(r̃j\i)(r̃j,i − r̃j\i)− ℓ′(r̃j\i) = ℓ′′(šj)(rj − r̃j,i) +
1

2
ℓ(3)(řj)(r̃j,i − r̃j\i)

2 (127)

for some šj ∈ (rj , r̃j,i). Let us introduce the vectors δ, ε ∈ Rn−1, defined for k ̸= i as
δk = (rk − r̃k,i), (128)

εk =
1

2n1

∑
j ̸=i,k

(
ℓ(3)(řj)(r̃j,i − r̃j\i)

2⟨f̃j , f̃k⟩ (129)

+
1

2n1
ℓ(3)(řk)(r̃k,i − r̃k\i)

2∥fk∥2 +
1

n1
(ℓ′(ri)− ℓ′(r̃i))⟨f̃i, f̃k⟩

)
(130)

and the diagonal matrix Λ̌ ∈ R(n−1)×(n−1) with diagonal elements Λ̌jj = ℓ′′(šj) for j ̸= i. Then,

−λδ = 1

n1
F\iF

⊤
\i Λ̌δ + ε (131)

where F\i ∈ R(n−1)×d has rows {f̃j}j ̸=i. This implies

δ = −
(

1

n1
F\iF

⊤
\i Λ̌ + λIn1−1

)−1

ε = −Λ̌
1
2

(
1

n1
Λ̌

1
2F\iF

⊤
\i Λ̌

1
2 + λIn1−1

)−1

Λ̌− 1
2 ε. (132)

But

∥Λ̌ 1
2

(
1

n1
Λ̌

1
2F\iF

⊤
\i Λ̌

1
2 + λIn1−1

)−1

Λ̌− 1
2 ∥ = ∥

(
1

n1
Λ̌

1
2F\iF

⊤
\i Λ̌

1
2 + λIn1−1

)−1

∥ ≤ 1

λ
, (133)

using the fact that similar matrices share the same operator norm. Thus

∥δ∥ ≤ 1

λ
∥ε∥. (134)

On ε — We now turn our attention to ε. Using the closed-form expression for r̃j,i − r̃j\i from
Lemma 3: ∣∣∣∣∣∣ 1

2n1

∑
j ̸=i,k

ℓ(3)(řj)(r̃j,i − r̃j\i)
2⟨f̃j , f̃k⟩

∣∣∣∣∣∣ (135)

=

∣∣∣∣∣∣ 1

2n31

∑
j ̸=i,k

ℓ(3)(řj)⟨f̃j , f̃k⟩ℓ′(r̃i,i)2f̃⊤i H−1
\i f̃j f̃

⊤
j H

−1
\i f̃i

∣∣∣∣∣∣ (136)

=

∣∣∣∣∣∣ℓ
′(r̃i,i)

2

2n31
f̃⊤i H

−1
\i

∑
j ̸=i,k

ℓ(3)(řj)⟨f̃j , f̃k⟩f̃j f̃⊤j

H−1
\i f̃i

∣∣∣∣∣∣ (137)

≤ ℓ′(r̃i,i)
2

2n31
∥H−1

\i f̃i∥
2∥
∑
j ̸=i,k

ℓ(3)(řj)⟨f̃j , f̃k⟩f̃j f̃⊤j ∥ (138)

≤ 1

2λ2
OLk

(
polyLog(n1)

n21

)
∥F⊤

\i\kDF\i\k∥. (139)
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In the last step, we denoted D the diagonal matrix with elements Djj = ℓ(3)(řj)⟨f̃j , f̃k⟩. Further-
more,

∥F⊤
\i\kDF\i\k∥ ≤ ∥F\i\k∥2∥D∥ = ∥F⊤

\i\kF\i\k∥∥D∥ (140)

≤ OLk
(polyLog(n1)n1)∥ℓ(3)∥∞ sup

j ̸=i,k
|⟨f̃j , f̃k⟩| = OLk

(polyLog(n1)n1) (141)

Using the fact that the maximum of n1 independent standard Gaussians is OLk
(polyLog(n1)).

Thus, ∣∣∣∣∣∣ 1

2n1

∑
j ̸=i,k

ℓ(3)(řj)(r̃j,i − r̃j\i)
2⟨f̃j , f̃k⟩

∣∣∣∣∣∣ = OLk

(
polyLog(n1)

n1

)
. (142)

The remaining two terms of εk can be shown to be OLk
(polyLog(n1)/n1) and so

|εk| ≤ OLk

(
polyLog(n1)

n1

)
(143)

Finally,

∥δ∥ ≤ OLk

(
polyLog(n1)√

n1

)
, (144)

which concludes the proof.

Lemma 7 (On γi). We have

sup
i∈[n1]

|γi − c2z,iχ| = OLk

(
1

√
n1

)
where χ =

1

n1
tr[H−1]. (145)

We called

H :=
1

n1

∑
j∈[n1]

ℓ′′j (rj)f̃j f̃
⊤
j + λI (146)

the full Hessian.

Proof. This follows from Corollary D.7 and Lemma E.4 in Karoui (2018).

Lemma 8 (Φ∗ concentrates). We have

Var[Φ∗] = O

(
polyLog(n1)

n1

)
(147)

Proof. Appealing to the Efron-Stein lemma, we have

Var[Φ∗] ≤
∑
i∈[n1]

E
[
(F ∗(x∗)− F\i(x

∗
\i))

2
]

(148)

The summand can be controlled as

E
[
(F ∗(x∗)− F\i(x

∗
\i))

2
]
≤ 2E

[(
F ∗
\i(x

∗)− F\i(x
∗
\i)
)2]

+
2

n21
E
[
ℓi(ri)

2
]

(149)

We first control the second term.
1

n21
E
[
ℓi(ri)

2
]
≤ 1

n21
2
(
ℓi(0)

2 + ∥ℓ′∥2∞E
[
r2i
])
. (150)

As we will later show in Remark 5, the moments of ri are indeed bounded, making the right hand-
side O(polyLog(n1)/n2

1). Note that the current result is not used to reach Remark 5, so there is no
circular argument. We finally examine the first term. By the mean value theorem,

F ∗(x∗)− F\i(x
∗
\i) =

〈
1

n1

∑
j ̸=i

ℓ′i(řj)f̃i + λ
x∗ + x∗\i

2
, x∗ − x∗\i

〉
, (151)
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where řj belongs to the (unordered) interval (rj , r̃j,\i). We now show that both terms in the scalar
product are small. First, we will use the fact that the first term is close to F\i(x

∗
\i), which is by

definition of x∗\i vanishing. More precisely,

∥ 1

n1

∑
j ̸=i

ℓ′i(řj)f̃i + λ
x∗ + x∗\i

2
∥ = ∥ 1

n1

∑
j ̸=i

(ℓ′i(řj)− ℓ′i(r̃j,\i))f̃i + λ
x∗ − x∗\i

2
∥ (152)

≤ 1

n1

∑
j ̸=i

∥ℓ′′i ∥∞|řj − r̃j,\i|+
λ

2
∥x∗ − x∗\i∥ (153)

= OLk

(
polyLog(n1)√

n1

)
. (154)

Since řj ∈ (rj , r̃j,\i),

|řj − r̃j,\i| ≤ |rj − r̃j,\i| = OLk

(
polyLog(n1)√

n1

)
(155)

from Theorem 2.2 of Karoui (2018). From Theorem 2.2. and Lemma C.2 of Karoui (2018), we
further have ∥x∗ − x∗\i∥ = OLk

(polyLog(n1)/√n1). Therefore, from Cauchy-Schwartz,

|F ∗(x∗)− F\i(x
∗
\i)| = OLk

(
polyLog(n1)

n1

)
. (156)

Putting everything together,

E
[
(F ∗(x∗)− F\i(x

∗
\i))

2
]
= O

(
polyLog(n1)

n21

)
(157)

and

Var[Φ∗] = O

(
polyLog(n1)

n1

)
(158)

from the Efron-Stein inequality, concluding the proof.

Lemma 9 (χ concentrates). Recall χ = 1/n1 tr[H−1]. The following concentration result holds:

Var[χ] = O

(
polyLog(n1)

n1

)
. (159)

Proof. From the Efron-Stein lemma,

Var[χ] ≤
∑
i∈[n1]

E
[
(χ− χ\i)

2
]
, (160)

where χ\i = 1/n1 tr[H
−1
\i ]. We recall

H\i =
1

n1

∑
j ̸=i

ℓ′′(r̃j\i)f̃j f̃
⊤
j + λIn1

. (161)

Let us further decompose

E
[
(χ− χ\i)

2
]
≤ 2E

[
(χ− χ̃i)

2
]
+ 2E

[
(χ̃i − χ\i)

2
]
, (162)

defining

χ̃i =
1

n1
tr[H−1

i ], Hi =
1

n1

∑
j ̸=i

ℓ′′(r̃j,i)f̃j f̃
⊤
j + λIn1 . (163)
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We first focus on E
[
(χ− χ̃i)

2
]
.

χ− χ̃i =
1

n1
tr[H−1(Hi −H)H−1

i ] (164)

=
1

n1

∑
j ̸=i

[ℓ′′(rj)− ℓ′′(r̃j,i)]
f̃⊤j H

−1H−1
i f̃j

n1
+

1

n1
ℓ′′(ri)

f̃⊤i H
−1H−1

i f̃i
n1

(165)

=
1

n1

∑
j ̸=i

ℓ(3)(řj)(rj − r̃j,i)
f̃⊤j H

−1H−1
i f̃j

n1
+

1

n1
ℓ′′(ri)

f̃⊤i H
−1H−1

i f̃i
n1

(166)

where we used the mean value theorem and řj ∈ (rj , r̃j,i). Thus,

|χ− χ̃i| ≤
1

n1
|⟨δ, ϱ⟩|+OLk

(
∥ℓ′′∥∞polyLog(n1)

λ2n1

)
. (167)

we introduce the vectors δ, ϱ ∈ Rn1−1 with elements

δj = (rj − r̃j,i) (168)

ϱj = ℓ(3)(řj)
f̃⊤j H

−1H−1
i f̃j

n1
. (169)

The latter can be controlled as ∥ϱ∥ = OLk
(
√
n1polyLog(n1)) while from Lemma 7, ∥δ∥ =

OLk
(polyLog(n1)/√n1)). Thus, the Cauchy-Schwarz inequality implies

|χ− χ̃i| = OLk

(
polyLog(n1)

n1

)
. (170)

We now examine E
[
(χ̃i − χ\i)

2
]
. From a Taylor expansion,

χ̃i − χ\i =
1

n1

∑
j ̸=i

ℓ(3)(r̃j\i)(r̃j,i − r̃j\i)
f̃⊤j H

−1
\i H

−1
i f̃j

n1
(171)

+
1

2n1

∑
j ̸=i

ℓ(4)(šj)(r̃j,i − r̃j\i)
2
f̃⊤j H

−1
\i H

−1
i f̃j

n1
(172)

for some ŝj ∈ (r̃j,i, r̃j\i). From Lemma C.4 of Karoui (2018), |r̃j,i− r̃j\i| = OLk
(polyLog(n1)/√n1),

from which it follows that the second term is OLk
(polyLog(n1)/n1). The objective is now to approxi-

mate Hi in the first term by the f̃i− independent Hessian H\i, to unravel all statistical dependencies
on f̃i. The correction is∣∣∣∣∣∣ 1n1

∑
j ̸=i

ℓ(3)(r̃j\i)(r̃j,i − r̃j\i)
f̃⊤j H

−1
\i (H

−1
i −H−1

\i )f̃j

n1

∣∣∣∣∣∣ (173)

≤ ∥ℓ(3)∥∞ sup
j ̸=i

|r̃j,i − r̃j\i|
1

n1

∑
j ̸=i

∥f̃j∥2

λn1
∥H−1

i −H−1
\i ∥ (174)

≤ ∥ℓ(3)∥∞ sup
j ̸=i

|r̃j,i − r̃j\i|
1

n1

∑
j ̸=i

∥f̃j∥2

λ3n1
∥Hi −H\i∥. (175)

But

∥Hi −H\i∥ = ∥ 1

n1

∑
j ̸=i

ℓ(3)(t̂j)(r̃j,i − r̃j\i)f̃j f̃
⊤
j ∥ ≤ sup

j ̸=i

∣∣∣ℓ(3)(t̂j)(r̃j,i − r̃j\i)
∣∣∣ ∥Σ̂\i∥ (176)

where Σ̂\i is the empirical covariance of the features, excluding the i−th. Putting everything to-
gether yields∣∣∣∣∣∣ 1n1

∑
j ̸=i

ℓ(3)(r̃j\i)(r̃j,i − r̃j\i)
f̃⊤j H

−1
\i (H

−1
i −H−1

\i )f̃j

n1

∣∣∣∣∣∣ = OLk

(
polyLog(n1)

n1

)
. (177)
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Thus, going back to the original objective,

E
[
(χ̃i − χ\i)

2
]
= E


 1

n1

∑
j ̸=i

ℓ(3)(r̃j\i)(r̃j,i − r̃j\i)
f̃⊤j H

−2
\i f̃j

n1

2
+O

(
polyLog(n1)

n21

)
(178)

Leveraging the closed-form expression of r̃j,i − r̃j\i, the first term can be written as

E


ℓ′(r̃i,i) 1

n21

∑
j ̸=i

ℓ(3)(r̃j\i)f̃
⊤
j H

−1
\i f̃i

f̃⊤j H
−2
\i f̃j

n1

2


≤ E
[
ℓ′(r̃i,i)

4
] 1

2 E{f̃j}j ̸=i

∥ 1

n21

∑
j ̸=i

ℓ(3)(r̃j\i)
f̃⊤j H

−2
\i f̃j

n1
H−1

\i f̃j∥
4Eg

[
g4
] 1

2

, (179)

using Minkovski’s inequality; g ∼ N (0, 1) in the expression above. Note that, introducing the
vector h ∈ Rn1−1 with elements hj = ℓ(3)(r̃j\i)f̃

⊤
j H

−2
\i f̃j/n1

∥ 1

n21

∑
j ̸=i

ℓ(3)(r̃j\i)
f̃⊤j H

−2
\i f̃j

n1
H−1

\i f̃j∥ = ∥ 1

n21
h⊤F\iH

−1
\i ∥ ≤ 1

λn21
∥h∥∥F\i∥. (180)

But ∥F\i∥ = OLk
(
√
n1polyLog(n1)), and

∥h∥ ≤
√
n1∥ℓ(3)∥∞ sup

j ̸=i

∣∣∣∣∣ f̃
⊤
j H

−2
\i f̃j

n1

∣∣∣∣∣ ≤ ∥ℓ(3)∥∞
1

λ
√
n1

sup
j ̸=i

∥f̃j∥2 = OLk
(polyLog(n1)

√
n1).

(181)

Thus,

E


ℓ′(r̃i,i) 1

n21

∑
j ̸=i

ℓ(3)(r̃j\i)f̃
⊤
j H

−1
\i f̃i

f̃⊤j H
−2
\i f̃j

n1

2
 = O

(
E
[
ℓ′(r̃i,i)

4
] 1

2
polyLog(n1)

n21

)
.

(182)

To complete the proof, we need control of E
[
ℓ′(r̃i,i)

4
] 1

2 , which is provided by the proof of Lemma
(7), where we established that ℓ′(r̃i,i) = OLk

(1).

E.3.4 LIMITING RESIDUAL DISTRIBUTIONS

It now remains to ascertain the law of r̃, which we describe in the following lemma.

Lemma 10 (Limiting distribution of r̃i\i). The leave-one-out residual admit the simple representa-
tion

r̃i,\i = ϵi + cz,iνZ +OL2

(
polyLog(n1)√

n1

)
(183)

with Z ∼ N (0, 1) independently from ϵi, cz,i.

Proof. We have

r̃i\i − ϵi =
〈
f̃i, x\i/∥x\i∥

〉
∥x\i∥ (184)
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and Z := 1
cz,i

〈
f̃i, x\i/∥x\i∥

〉
∼ N (0, 1). Furthermore, from the proof of proposition C.7 of Karoui

(2018),

∥x\i∥2 = ∥x∗∥2 +OL2

(
polyLog(n1)

n1

)
(185)

= ν2 +OL2

(
polyLog(n1)√

n1

)
+OL2

(
polyLog(n1)

n1

)
(186)

= ν2 +OL2

(
polyLog(n1)√

n1

)
. (187)

Therefore,

∥x\i∥ = ν

√
1 +OL2

(
polyLog(n1)√

n1

)
= ν +OL2

(
polyLog(n1)√

n1

)
, (188)

using the inequality |
√
1 + x− 1| ≤ |x| in the last step. Finally,

E
[
Z2
(
∥x\i∥ − ν

)2]
= E

[(
∥x\i∥ − ν

)2]
= O

(
polyLog(n1)

n1

)
, (189)

in other words

Z
(
∥x\i∥ − ν

)
= OL2

(
polyLog(n1)√

n1

)
. (190)

Lemma 11 (Limiting distribution of r̃i,i). Setting χE := E[χ], we have

r̃i,i = Prox(ϵi + cz,iνZ; c
2
z,iχE) +OL2

(
polyLog(n1)√

n1

)
. (191)

Proof. Let us introduce the shorthands δr = r̃i\i − ϵi − cz,iνZ and δχ = γi − c2z,iE [χ]. From
Lemma 3, ∣∣r̃i,i − Prox(ϵi + cz,iνZ; c

2
z,iE [χ])

∣∣ (192)

=
∣∣Prox(ϵi + cz,iνZ + δr; c

2
z,iE [χ] + δχ)− Prox(ϵi + cz,iνZ; c

2
z,iE [χ])

∣∣ (193)

=
1

1 + c2z,iχ̌ℓ
′′(ř)

δr +
ℓ′(ř)

1 + c2z,iχ̌ℓ
′′(ř)

δχ, (194)

using the two-variable mean value theorem, and eliciting the derivatives of the proximal function.
ř, χ̌ are on the line between the points (r̃i\i − ϵi + cz,iνZ + δr, c

2
z,iE [χ] + δχ) and (r̃i\i − ϵi +

cz,iνZ, c
2
z,iE [χ]). From Lemma 11, δr = OL2

(polyLog(n1)/√n1). For the second term

E

[∣∣∣∣∣ ℓ′(ř)

1 + c2z,iχ̌ℓ
′′(ř)

δχ

∣∣∣∣∣
]
≤ ∥ℓ′∥∞|δχ| (195)

But

|δχ| ≤ |γi − cz,iχ|+ cz,i|χ− E [χ] | = OL2

(
polyLog(n1)√

n1

)
(196)

One thus reaches
ℓ′(ř)

1 + c2z,iχ̌ℓ
′′(ř)

δχ = OL2

(
polyLog(n1)√

n1

)
. (197)

Putting everything together, one thus reaches that

r̃i,i − Prox(ϵi + cz,iνZ; c
2
z,iE [χ]) = OL2

(
polyLog(n1)√

n1

)
. (198)
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Remark 5 (Second moment of ri). The second moment E
[
r2i
]

of the responses is O(1), for any
i ∈ [n1].

Proof. Fix any i ∈ [n1]. The moment E
[
r2i
]

can be controlled as

E
[
r2i
]
≤ 2E

[
(ri − r̃i)

2
]
+ 2E

[
r̃2i
]

(199)

≤ 2E
[
Prox(ϵi + cz,iνZ; c

2
z,iE [χ])2

]
+O

(
polyLog(n1)

n1

)
(200)

≤ 4E
[
ϵ2i + c2z,iν

2Z2
]
+O

(
polyLog(n1)

n1

)
= O(1). (201)

E.3.5 COMPUTING THE EXPECTATIONS

Self-consistent equation on ν —
Lemma 12. The expected squared norm ν2E := E

[
∥x∗∥2

]
satisfies

ν2E = − 1

λ
EZ,y,ϵ,cz

[
ℓ′
(
Prox(ϵi + czνEZ; c

2
zχE) + ϵ, y

)
Prox(ϵi + czνEZ; c

2
zχE)

]
+O

(
1

√
n1

)
,

(202)

where r̃ is a random variable distributed as r̃i, given y = yi.

Proof. Using the stationarity condition,

−λx∗ =
1

n1

∑
i∈[n1]

ℓ′i(ri)f̃i. (203)

Thus,

−λν2 =
1

n1

∑
i∈[n1]

E [ℓ′i(ri)(ri − ϵi)] (204)

Since

|ℓ′i(ri)(ri − ϵi)− ℓ′i(r̃i)(r̃i − ϵi)| ≤ [∥ℓ′∥∞ + ∥ℓ′′i ∥∞(|ϵi|+ |ri|)] |ri − r̃i| (205)

From Cauchy-Schwartz’s inequality and Lemma 5,

E [[∥ℓ′∥∞ + ∥ℓ′′i ∥∞(|ϵi|+ |ri|)] |ri − r̃i|] ≤ E
[
(∥ℓ′∥∞ + ∥ℓ′′i ∥∞(|ϵi|+ |ri|))

2
]1/2

O

(
polyLog(n1)√

n1

)
.

(206)
The boundedness of the first expectation follows from Remark 5, and the existence of the second
moment of ϵi follows from the proof of Lemma 4. Thus

1

n1

∑
i∈[n1]

ℓ′i(ri)(ri − ϵi) =
1

n1

∑
i∈[n1]

ℓ′i(r̃i)(r̃i − ϵi) +OL1

(
polyLog(n1)√

n1

)
. (207)

We now appeal to Lemma 11 to elicit the second term. Let δ̃i = r̃i,i − pi, using the shorthand
pi = Prox(ϵi + cz,iνZ; c

2
z,iE [χ]). Then,

|ℓ′i(r̃i)(r̃i − ϵi)− ℓ′(pi)(pi − ϵi)| =
∣∣∣ℓ′′(p̌i)δ̃i(pi + δ̃i − ϵi) + ℓ′(pi)δ̃i

∣∣∣ (208)

≤ ∥ℓ′′∥∞
[
δ̃2i + 2|δ̃i|(|ϵi|+ cz,i|Z|)

]
+ ∥ℓ′∥∞|δ̃i| (209)

Using Cauchy-Schwartz’s inequality, and the fact that δ̃i = OL2
(polyLog(n1)/√n1) from Lemma 11,

the term in square brackets is OL1
(polyLog(n1)/√n1). Thus,

|ℓ′i(r̃i)(r̃i − ϵi)− ℓ′(pi)(pi − ϵi)| = OL1

(
polyLog(n1)√

n1

)
(210)
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and

1

n1

∑
i∈[n1]

ℓ′i(ri)(ri − ϵi) (211)

=
1

n1

∑
i∈[n1]

ℓ′i(Prox(ϵi + cz,iνZi; c
2
z,iE [χ]))(Prox(ϵi + cz,iνZi; c

2
z,iE [χ])− ϵi) (212)

+OL1

(
polyLog(n1)√

n1

)
. (213)

Taking expectation,

ν2 = − 1

λ
EZ,y,ϵ

[
ℓ′
(
Prox(ϵi + czνZ; c

2
zE [χ]) + ϵ, y

)
Prox(ϵi + czνZ; c

2
zE [χ])

]
+O

(
1

√
n1

)
,

(214)

which completes the proof.

Remark 6. Note that alternatively, ν2E may be expressed as

ν2E =
1

λχE
E

[
Prox

(
ϵ+ czνZ; c

2
zχE

) [
Prox

(
ϵ+ czνEZ; c

2
zχE

)
− czνEZ

]
c2z

]
+O

(
1

√
n1

)
.

(215)

by applying (93) to Lemma 12.

Self-consistent equation for χ —
Lemma 13. Recall χ = 1/n1 tr[H−1] and χE = E[χ]. We have

λχE + E

[
ℓ′′(Prox

(
ϵ+ czνEZ; c

2
zχE

)
; y)c2zχE

1 + ℓ′′(Prox (ϵ+ czνEZ; c2zχE) ; y)c
2
zχE

]
=

1

α
+O

(
polyLog(n1)√

n1

)
(216)

Proof. By the construction of the Hessian matrix H , we have

1

n1

∑
i

H−1ℓ′′i (ri)f̃if̃
⊤
i + λH−1 = I.

It follows that
1

n12

∑
i

ℓ′′i (ri)f̃
⊤
i H

−1f̃i + λχ =
1

α
.

Applying the matrix inversion lemma then gives us

1

n1

∑
i

ℓ′′i (ri)c
2
z,iχ̂i

1 + ℓ′′i (ri)c
2
z,iχ̂i

+ λχ =
1

α
,

where

χ̂i =
1

n1
z⊤i Ĥ

−1
i zi

and

Ĥi =
1

n1

∑
j ̸=i ℓ

′′
j (rj)f̃j f̃

⊤
j + λI.

We note that χ̂ is close to 1/n1 tr Ĥ
−1
i . To formalize this intuition, introduce

χ̂\i =
1

n1
z⊤i H

−1
\i zi =

1/n1 tr[H
−1
\i ] +OLk

(
polyLog(n1)√

n1

)
, (217)
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the last equality following from Lemma G.3 of Karoui (2018). But

|χ̂i − χ̂\i| =
∣∣∣∣ 1n1 z⊤i Ĥ−1

i (H\i − Ĥi)H
−1
\i

∣∣∣∣ (218)

≤ 1

λ2
OLk(1)

∣∣∣∣∣∣ 1n1
∑
j ̸=i

ℓ(3)(r̂j)(rj − rj,\i)f̃j f̃
⊤
j

∣∣∣∣∣∣ (219)

≤ 1

λ2
OLk(1)OLk

(polyLog(n1)) sup
j ̸=i

|rj − rj,\i| = OLk

(
polyLog(n1)√

n1

)
. (220)

The derivation mirrors the steps of Lemma 9, and the last bound follows from Theorem 2.2 of Karoui
(2018). Thus,

χ̂i =
1

n1
tr[H−1

\i ] +OLk

(
polyLog(n1)√

n1

)
. (221)

Now in trace form, we approximate 1/n1 tr[H
−1
\i ] back by 1/n1 tr[Ĥ

−1
i ]. This can be done along the

exact same lines as the previous approximation, finally yielding

χ̂i =
1

n1
tr[Ĥ−1

i ] +OLk

(
polyLog(n1)√

n1

)
. (222)

We now show that χ̂i is close to χ:

|χ̂i − χ| = 1

n1
| tr[Ĥ−1

i (H − Ĥi)H
−1]| (223)

=
1

n21
|ℓ′′i (ri)|| tr[Ĥ−1

i f̃if̃
⊤
i H

−1]| (224)

≤ 1

n21
∥ℓ′′∥∞∥Ĥ−1

i H−1∥∥f̃i∥2 = OLk

(
∥ℓ′′∥∞

polyLog(n1)

n1λ2

)
(225)

Furthermore, we can also approximate ℓ′′(ri) ≈ ℓ′′(r̃i). More precisely,

|ℓ′′(ri)− ℓ′′(r̃i)| = OLk

(
∥ℓ(3)∥∞

polyLog(n1)

n1

)
(226)

Thus,
ℓ′′i (ri)c

2
z,iχ̂i

1 + ℓ′′i (ri)c
2
z,iχ̂i

=
ℓ′′i (r̃i)c

2
z,iχ

1 + ℓ′′i (r̃i)c
2
z,iχ

+OLk

(
polyLog(n1)√

n1

)
(227)

Observe that further∣∣∣∣∣ ℓ′′i (r̃i)c
2
z,iχ

1 + ℓ′′i (r̃i)c
2
z,iχ

−
ℓ′′i (r̃i)c

2
z,iE [χ]

1 + ℓ′′i (r̃i)c
2
z,iE [χ]

∣∣∣∣∣ =
∣∣∣∣∣ ℓ′′i (r̃i)c

2
z,i(χ− E [χ])

(1 + ℓ′′i (r̃i)c
2
z,iE [χ])(1 + ℓ′′i (r̃i)c

2
z,iχ)

∣∣∣∣∣ (228)

≤ ∥ℓ′′∥∞OL2

(
polyLog(n1)√

n1

)
, (229)

using the concentration of χ, see Lemma 9, and that 0 ≤ cz,i ≤ 1. Summarizing,

ℓ′′i (ri)c
2
z,iχ̂i

1 + ℓ′′i (ri)c
2
z,iχ̂i

=
ℓ′′i (r̃i)c

2
z,iE [χ]

1 + ℓ′′i (r̃i)c
2
z,iE [χ]

+OL2

(
polyLog(n1)√

n1

)
. (230)

Finally, let δ̃i = r̃i,i − pi, using the shorthand pi = Prox(ϵi + cz,iνZ; c
2
z,iE [χ]). One can control∣∣∣∣∣ ℓ′′i (r̃i)c

2
z,iE [χ]

1 + ℓ′′i (r̃i)c
2
z,iE [χ]

−
ℓ′′i (pi)c

2
z,iE [χ]

1 + ℓ′′i (pi)c
2
z,iE [χ]

∣∣∣∣∣ ≤ 1

λ
∥ℓ(3)∥∞|δ̃i|. (231)

using χ ≤ 1/λ. From Lemma 11, δ̃i = OL2
(polyLog(n1)/√n1). Putting all intermediary results

together, and taking the expectation, it holds that

E

[
ℓ′′(Proxi

(
czνEZ; c

2
zχE

)
; y)c2zχE

1 + ℓ′′(Proxi (czνEZ; c2zχE) ; y)c
2
zχE

]
+ λχE =

1

α
+O

(
polyLog(n1)√

n1

)
, (232)

proving the lemma.
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E.3.6 LAST STEPS

We begin by defining the constants ν and χ as solutions of the following self-consistent equations:

ν2 =
1

λχ
E
[
z∗ [z∗ − czνZ]

c2z

]
, (233)

E
[

ℓ′′(z∗; y)c2zχ

1 + ℓ′′(z∗; y)c2zχ

]
+ λχ =

1

α
(234)

where
z∗ = Prox

(
ϵ+ czνZ; c

2
zχ
)
.

and take for granted that ν and χ exist uniquely. We further assume the regularity conditions for the
map (µq, µξ, b) 7→ (ν,χ).
Assumption 2. The map (µq, µξ, b) 7→ (ν,χ) is continuous and

(νE , χE) → (ν,χ)

as n1 → ∞, where the convergence holds uniformly over (µq, µξ, b) in any compact set.

Define the asymptotic inner objective function by

ϕA(µq, µξ, b) := Ecz,cq,cξ,z,y[ℓ(z∗ + ϵ; y)] +
λ

2
ν2

where we recall that ϵ = µqcq + µξcξ + czz + b, z ∼ N (0, 1) independent of cq , cξ, and cz . Let

G := min
µq,µξ,b

gd(µq, µξ, b), gd(µq, µξ, b) := ϕd(µq, µξ, b) +
λ

2
[µq µξ]

[
1 γ
γ 1

]−1 [
µq
µξ

]
(235)

and

GA := min
µq,µξ,b

gA(µq, µξ, b), gA(µq, µξ, b) := ϕA(µq, µξ, b) +
λ

2
[µq µξ]

[
1 γ
γ 1

]−1 [
µq
µξ

]
(236)

so that G denotes our original optimization problem and GA is the surrogate problem where the
random n1-dependent function ϕ has been replaced by ϕA. In establishing the result of Theorem 4
it remains to establish the asymptotic equivalence between G and GA. We begin with the follow-
ing brief result which establishes the sufficiency in considering minimization of gd and gA over a
compact set in R3.
Lemma 14. Let v = (µq, µξ, b) and set

v∗d = argmin
v∈R3

gd(v), v∗A = argmin
v∈R3

gA(v).

For δ ∈ (0, 1), there exists a compact set V := V(δ) ⊂ R3, not depending on d (equivalently on
n1), such that

v∗d, v
∗
A ∈ V

for all d ∈ N, with probability exceeding 1− δ.

Proof. If a function h : Rp → R is coercive, in the sense that

lim
∥x∥→∞

h(x) = +∞,

then h has bounded level sets

levh(c) := {x ∈ Rp : h(x) ≤ c} for c ∈ R.

To show that gA is coercive note that if ∥v∥ → ∞, but ∥(µq, µξ)∥ remains bounded, then necessarily
|b| → ∞ and (A5) implies gA → ∞. If indeed ∥(µq, µξ)∥ → ∞, then due to the quadratic
regularization term

Q(µq, µξ) =
λ

2
[µq µξ]

[
1 γ
γ 1

]−1 [
µq
µξ

]
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we have
lim

∥(µq,µξ)∥→∞
gA(µq, µξ, b) = ∞.

since ℓ ≥ 0, and so gA is indeed coercive. Moreover, the map v 7→ (ν,χ) is continuous by Assump-
tion 2, and so ϕA is continuous in v by continuity of ℓ and the proximal operator. It then follows that
gA is continuous in v and so, having established coercivity, its level sets are closed and bounded,
hence compact. From similar observations and reasoning, we see that gd(v) is also continuous.
Since {(ϵi, yi)}i≥1 are sub-Gaussian and ℓ has a quadratic majorant by Remark 2, {ℓ(ϵi; yi)}i≥1 are
sub-exponential and so by Bernstein’s Inequality (Vershynin, 2018, Theorem 2.8.1), for any κ > 0
sufficently large,

P

∣∣∣∣∣∣ 1n1
∑
i∈[n1]

ℓ(ϵi; yi)− E[ℓ(ϵ; y)]

∣∣∣∣∣∣ > κ

 ≤ 2 exp (−Cκ2n1)

where C > 0 is an absolute constant. Therefore, taking κ > 0 large so that∑
n1≥1 2 exp (−Cκ2n1) ≤ δ, by a union bound, one can ensure that for

Ωδ :=
⋂
n1≥1


∣∣∣∣∣∣ 1n1

∑
i∈[n1]

ℓ(ϵi; yi)− E[ℓ(ϵ; y)]

∣∣∣∣∣∣ ≤ κ

 ,

P(Ωδ) ≥ 1 − δ. In the remainder of the proof, we work on the event Ωδ . Letting λmin > 0 denote
the smallest eigenvalue of the positive definite matrix in Q(µq, µξ), we have

λλmin

2
∥(µ∗

q,d, µ
∗
ξ,d)∥2 ≤ gd(v

∗
d) ≤ E[ℓ(ϵ, y)] + κ =: β0

where we write the optimal solution by v∗d = (µ∗
q,d, µ

∗
ξ,d, b

∗
d). The first inequality above is due to

gd(v) ≥ Q(µq, µξ) whereas the second follows from gd(v
∗
d) ≤ gd(0). Thus, we find that the first

two components of v∗d are bounded uniformly (independent of d) — in particular

∥(µ∗
q,d, µ

∗
ξ,d)∥ ≤

√
2β0
λλmin

=: B0

Moreover, as
gd(v) ≥ E[ℓ(ϵ, y)]− κ→ ∞

as |b| → ∞ for fixed (µq, µξ) by (A5), there exists B1 > 0 — independent of d — such that

inf
∥(µq,µξ)∥≤B0, |b|>B1

gd(µq, µξ, b) ≥ β0 + 1

Hence, on Ωδ , the minimizer v∗d of gd lies in the set

U := {(µq, µξ, b) : ∥(µq, µξ)∥ ≤ B0, |b| ≤ B1}
which is compact by continuity of gd and importantly does not depend on d. Therefore, taking
β = max(gA(0), β0 + 1), having previously established the level-compactness of gA, we have that

V := U ∪ levgA(β)

is compact and contains v∗A and v∗d for all d ∈ N.

The compactness yielded by the above lemma is an important fact that will be carried in the subse-
quent results. Notably, we remark that all preliminaries that have been established hereunto involv-
ing O(bn) errors terms for some sequence (bn) hold uniformly over the above defined set V . To see
why, simply recall the meaning of writing an = O(bn) is to infer the existence of an n-independent
constant C > 0 such that

an ≤ C · bn
for n sufficiently large. Revisiting our previous results, one can check that, given a sequence an(v)
parameterized by v ∈ V , the map v → C(v), namely the map from the parameter to the order-
defining constant, is continuous. This turns out to be a simple consequences of the continuous of the
loss ℓ. Therefore, supv∈V C(v) <∞, and, as stated, all previous results hold uniformly over v ∈ V .
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Lemma 15 (Uniform convergence to ϕA). We have

sup
v∈V

|Eϕd(v)− ϕA(v)| −→ 0

as d→ ∞

Proof. Let
z∗n1

:= ϵ+ Prox(ϵ+ czνEZ; c
2
zχE),

noting that the dependence on n1 in z∗n1
comes through the deterministic n1-dependent quantities

χE and νE . Recall that by Assumption 2, (νE , χE) −→ (ν,χ) uniformly over V . By continuity of
the proximal operator, applying the continuous mapping theorem together with Slutsky’s theorem
yields convergence of

z∗n1

P−→ ϵ+ z∗.

Note that this convergence holds uniformly over V as the proximal operator is non-expansive (i.e.
Lipschitz). For some r̂i lying between r̃i and ri, and ři between r̃i and z∗n1

, a Taylor expansion
yields

E[ϕd(v)] =
1

n1

∑
i∈[n1]

(
E[ℓ(z∗n1

; yi)] + E[ℓ′(r̂i; yi)(ri − r̃i)] + E[ℓ′(ři; yi)(r̃i − z∗n1
)]

)

+
λ

2
ν2E +O

(
1

√
n1

)
= E[ℓ(z∗n1

; y)] +O

(
polyLog(n1)√

n1

)
+
λ

2
ν2E

where in the second equality we used ∥ℓ′∥∞ = O(polyLog(n1)) and applied the upper bound on
|ri − r̃i| from Lemma 5, and Lemma 11 to bound |r̃i − z∗n1

|. Now, for M > 0, decomposing

E[ℓ(z∗n1
; y)] = E

[
ℓ(z∗n1

; y)1{ℓ(z∗n1
;y)≤M}

]
+ E

[
ℓ(z∗n1

; y)1{ℓ(z∗n1
;y)>M}

]
,

we have that
E
[
ℓ(z∗n1

; y)1{ℓ(z∗n1
;y)≤M}

]
→ E

[
ℓ(z∗ + ϵ; y)1{ℓ(z∗;y)≤M}

]
uniformly over V by the Dominated Convergence Theorem. Uniform convergence of (νE , χE) →
(ν,χ) yields uniform boundedness in L2 of (ℓ(z∗n1

; y))n1≥1 since ℓ has bounded second derivative.
Namely,

sup
v∈V

sup
n1∈N

E[ℓ(z∗n1
; y)2] <∞

which provides uniform integrability of (ℓ(z∗n1
; y))n1≥1. That is for arbitrary ε > 0, there exists

M > 0 for which
sup
v∈V

E
[
ℓ(z∗n1

; y)1{ℓ(z∗n1
;y)>M}

]
< ε

as n1 → ∞ and so, uniformly over V , one has

E
[
ℓ(z∗n1

; y)
]
→ E [ℓ(z∗ + ϵ; y)]

Lastly, by Assumption 2, λν2E/2 −→ λν2/2 uniformly over V , which yields the result.

Lemma 16 (Uniform convergence to Eϕ(v)). We have

sup
v∈V

|ϕ(v)− E[ϕ(v)]| P−→ 0

as d→ ∞
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Proof. We include the parametrization of v in x∗d(v), F
∗
d (v), and other quantities where the param-

eters v = (µq, µξ, b) were previously fixed and hence omitted in the notation. Note that continuous
differentiability of the map v = (µq, µξ, b) 7→ ℓ(⟨cz,izi, x⟩+ cq,iµq + cξ,iµξ + b; yi) carries to the
map v 7→ x∗d(v) because strong convexity from the regularizer λ/2∥x∥2 ensures a unique minimizer
and the Implicit Function Theorem provides that the minimizer depends smoothly on v. Thus, the
map v 7→ x∗d(v) is uniformly bounded over V as the set is compact. Then, observe that

sup
v∈V

λ

2
∥x∗d(v)∥2 ≤ F ∗

d (0; v) =
1

n1

∑
i∈[n1]

ℓ(ϵi(v); yi) = O(polyLog(n1))

by compactness of V and since supi≤n1
|ϵi| = O(polyLog(n1)) by the proof of Lemma 4. Again,

invoking compactness of V and Lemma 4, we have that

sup
v∈V

∥∥∥∥∥∥∇v

 1

n1

∑
i∈[n1]

ℓi(⟨f̃i, x∗d(v)⟩)

∥∥∥∥∥∥ = O(polyLog(n1))

since by the Implicit Function theorem, ∂vx∗d(v) = O(polyLog(n1), and we have that ∥ℓ′∥∞ =
O(polyLog(n1). Putting these results together, we have that ϕd is Lipschitz on V with a poly-
logarithmic constant which we denote by Ld. Namely,

|ϕ(v)− ϕ(w)| ≤ Ld∥v − w∥ = ∥v − w∥ ·O(polyLog(n1))

for v, w ∈ V . Lipschitzness of Eϕ follows by linearity of the expectation and thus the centered
process Z := ϕ − Eϕ is 2Ld-Lipschitz. We finish the proof with a covering-net argument. Fix
ε > 0, set

δd =
ε

4Ld

By compactness of V , let v(1), . . . , v(Nd) be points in V such that

V ⊂ ∪Nd
m=1Bδd(v

(m))

where Bδd(v
(m)) denotes a ball of radius δd centered at v(m). A standard volume argument shows

that we may take Nd = O(polyLog(n1)) as Ld = O(polyLog(n1))
2. Using the variance bound of

Lemma 8, Chebyshev’s inequality yields

P
(
|Z(v(m))| > ε

2

)
= O(polyLog(n1)/n1).

for m ∈ [Nd]. A union bound then provides

P
(
max
m≤Nd

|Z(v(m))| > ε

2

)
= O(polyLog(n1)/n1)

as Nd = O(polyLog(n1)). By construction of the cover {v(1), . . . , v(Nd)}, for any v ∈ V , there
exists v(m) such that

|Z(v)| ≤ |Z(v(m))|+ ε

2
.

Hence,

P
(
sup
v∈V

|ϕ(v)− E[ϕ(v)]| > ε

)
≤ P

(
max
m≤Nd

|Z(v(m))| > ε

2

)
→ 0

as d→ ∞ which concludes the proof.

The following result marks the grand conclusion of the section and completes the proof of Theorem
4.
Lemma 17. We have

|G−GA|
P−→ 0 (237)

as d→ ∞.
2Without loss of generality we may assume V is a closed sphere of radius r > 0 and by (Vershynin, 2018,

Corollary 4.2.13), Nd ≤ (2rδ−1
d + 1)3.
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Proof. Let v∗ and v∗A be the respective minimizers of g and gA, hiding the d-dependence for nota-
tional ease. Setting

∆ = sup
v∈V

|ϕ(v)− ϕA(v)|,

we have
G−GA = g(v∗)− gA(v

∗
A) ≤ g(v∗A)− gA(v

∗
A) ≤ ∆.

By symmetry, we obtain
|G−GA| ≤ ∆

and so the result follows by the triangle inequality in applying Lemma 15 and Lemma 16.

F PROOF OF THEOREM 5

Appendix E details the asymptotic characterization of the learning of the attention model 6, in
the asymptotic limit of Assumption 1. We now expound the related characterization for the linear
classifier baselines Lpoolw,b (4) and Lvecw,b (3), summarized in the main text in Theorem 5. The first part
of the latter for the pooled classifier Lpoolw,b (4) was already covered in Corollary 3 in Appendix E, as
it coincides with a special case of Theorem 4 for the attention model.

We consequently turn to analyzing the learning of the linear classifier acting on the vectorized inputs
Lvecw,b (3), described in subsection 1.1. Formally, let us consider the empirical risk minimization
problem

w∗, b∗ = argmin
w∈RLd,b∈R

1

n

∑
i∈[n]

ℓ(⟨fi, w⟩+ ⟨µ(vi), w⟩+ b, yi) +
λ

2
∥w∥2:= argmin

b∈R
ϕ(b) (238)

where we denote fi := vec(Zi) the flattened background term of the inputs, and µ(vi) =
θvec(viξ

⊤). We denote by pv the law of v over {0, 1}L, and recall that pv(v = 0L) := 1 − π
by definition. Note also that in these notations, y = 1− δv,0L is a function of v.
Proposition 3 (Test error and train loss of the linear classifier on vectorized inputs). The test error
and train loss of the linear classifier acting on the vectorized inputs, described in subsection 1.1,
trained with the empirical risk minimization (238), concentrate in the asymptotic limit of Assumption
1 to

Etrain = min
b

Ey,v′,z [ℓ(z∗ + b, y)] +
λ

2
ν2

Etest = (1− π)Φ

(
b∗

ν

)
+ Ev ̸=0L

[
Φ

(
−b∗ − θm(v)

ν

)]
.

For any v ∈ RL we noted m(v) = v1m1 + · · · + vLmL, where the summary statistics
ν, χ, {mk}k∈[L], b

∗ are given by the set of self-consistent equations:

mk = − 1

λ
Ey,v′,z

[
ℓ′(z∗ + b∗, y)

(
θ2v′k +

mk

ν
z
)]

ν2 = − 1

λ
Ey,v′,z [ℓ′(z∗ + b∗, y)z∗]

L

αχ
= Ey,v′,z

[
ℓ′′(z∗ + b∗, y)

1 + ℓ′′(z∗ + b∗, y)χ

]
+ λ

where v′ ∼ pv , y = 1− δv,0L , z ∼ N (0, 1), and

b∗ = argmin
b

E [ℓ(z∗ + b∗, y)] +
λ

2
ν2.

We employed the shorthand z∗ = proxχℓ(·+b∗,y)(νz +m(v′)).

Note that the data distribution formally coincides with a Gaussian mixture with 2L + 1 isotropic
clusters, and the analysis of logistic regression on such data is covered in Loureiro et al. (2021). In
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this appendix, we rather give a more concise derivation in the specific setting considered, leveraging
once more the leave-one-out approach. The following derivation closely follows the steps of the
proof of Theorem 4, detailed in Appendix E. For the sake of conciseness, we only provide an infor-
mal sketch of the derivation. Before doing so, let us observe that the equations (239) are amenable
to being massaged into a form closer to that of Loureiro et al. (2021); Mignacco et al. (2020a).
Remark 7. The system of self-consistent equations 239 can also be written as

χ̂ =
1

χ
E
[
1− prox′χℓ(·+b∗,y)(νz +m(v′))

]
, χ =

L

α

1

λ+ χ̂
(239)

m̂k =
θ2

χ
E [(z∗ − νz −m(v′)v′k] , mk =

m̂k

λ+ χ̂
(240)

ν̂2 =
1

χ2
E
[
(z∗ −m(v′)− νz)2

]
, ν2 =

L
α ν̂

2 + 1
θ2

L∑
k=1

m̂2
k

(λ+ χ̂)2
. (241)

Proof. We begin by noting that the derivative of the proximal operator reads

∂proxγℓ(·)(ω)

∂ω
=

1

1 + γℓ′′(proxγℓ(·)(ω))
. (242)

Therefore,

χ̂ = E
[

ℓ′′(z∗ + b∗, y)

1 + ℓ′′(z∗ + b∗, y)χ

]
(243)

and the last equation of (239) can thus be written as

χ =
L

α

1

λ+ χ̂
. (244)

Let us now focus on the first equation of (239). We have

0 =λmk + θ2E [ℓ′(z∗ + b∗, y)v′k] +
mk

ν
E [ℓ′(z∗ + b∗, y)z] (245)

= λmk −
θ2

χ
E [(z∗ − νz −m(v′)v′k] +mkE

[
ℓ′′(z∗ + b∗, y)

1 + χℓ′′(z∗ + b∗, y)

]
. (246)

Thus,

mk =
m̂k

λ+ χ̂
. (247)

Finally, starting from the second equation of (239),

0 =λν2 − 1

χ
E
[
(z∗ − νz −m(v′))2

]
− 1

χ
E [(z∗ − νz −m(v′))(νz +m(v′))] (248)

= λν2 − 1

χ
E
[
(z∗ − νz −m(v′))2

]
− 1

θ2

L∑
k=1

m̂kmk + ν2E
[

ℓ′′(z∗ + b∗, y)

1 + χℓ′′(z∗ + b∗, y)

]
(249)

= λν2 − 1

χ2

L

α

1

λ+ χ̂
E
[
(z∗ − νz −m(v′))2

]
(250)

− 1

θ2(λ+ χ̂)

L∑
k=1

m̂2
k + ν2E

[
ℓ′′(z∗ + b∗, y)

1 + χℓ′′(z∗ + b∗, y)

]
(251)

Thus

ν2 =

L
α ν̂

2 + 1
θ2

L∑
k=1

m̂2
k

(λ+ χ̂)2
(252)
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Figure 3: Train loss (left) and test error (right) of the linear classifier acting on the vectorized
outputs, as discussed in subsection 1.1 of the main text, for L = 3, R = 2, θ = 2, π = 0.5, λ = 0.01.
Solid lines: theoretical characterization of Proposition 3. Dots : numerical simulations in dimension
d = 1000. Error bars indicate one standard deviation over 8 trials.

Sketch of the derivation — For a given b, let us introduce

Φ = argmin
w

1

n

∑
j∈[n]

ℓ(⟨fj , w⟩+ ⟨µ(vj), w⟩+ b, yj) +
λ

2
∥w∥2

Φ\i = argmin
w

1

n

∑
j ̸=i

ℓ(⟨fj , w⟩+ ⟨µ(vj), w⟩+ b, yj) +
λ

2
∥w∥2

Φ̃ = Φ\i +min
w

[
1

n
ℓ(⟨fi, w⟩+ ⟨µ(vi), w⟩+ b, yi) +

1

2
(w − w∗

\i)
⊤H\i(w − w∗

\i)

]
,

where the Hessian is defined as

H\i =
1

n

∑
j ̸=i

ℓ′′(⟨fj , w⟩+ ⟨µ(vj), w⟩+ b, yj)(fj + µ(vj))(fj + µ(vj))
⊤ + λILd

Then it holds that

⟨fi + µ(vi), w
∗⟩ = proxχℓ(·,yi)(⟨fi + µ(vi), w

∗
\i⟩)

where

χ =
1

n

[
f⊤i H

−1
\i fi + µ(vi)

⊤H−1
\i µ(vi) + 2f⊤i H

−1
\i µ(vi)

]
≈ 1

n
tr[H−1].

We used that ∥µ(vi)µ(vi)⊤∥, ∥µ(vi)f⊤i ∥ ≪ ∥fif⊤i ∥.

Probabilistic analysis — In similar fashion to the proof of Theorem 4, one can show that the
parameter χ satisfies self-consistently

L

αχ
= Ez,y,v

[
ℓ′′(z∗, y)

1 + ℓ′′(z∗, y)χ

]
+ λ.

where z∗ = proxχℓ(·,y)(νz +m(v)), with m(v) := ⟨µ(v), w∗⟩. Using the stationarity condition

w∗ = − 1

λ

 1

n

∑
j∈[n]

ℓ′(⟨fj , w∗⟩+ ⟨µ(vj), w∗⟩+ b, yj)(fj + µ(vj))


allows to reach

ν2 = − 1

λ
Ey,z [ℓ′(z∗ + b, y)z∗]
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and

m(v) = − 1

λ
Ey,v′

[
ℓ′(z∗ + b, y)(⟨µ(v)µ(v′)⟩+ m(v)

ν
z +

√
∥µ(v)∥2−m(v)

2/ν2ω)

]
= − 1

λ
Ey,v′

[
ℓ′(z∗ + b, y)(⟨µ(v)µ(v′)⟩+ m(v)

ν
z)

]
where z ∼ N (0, 1). Finally

ϕ(b) = E [ℓ(z∗, y)] +
λ

2
ν2.

This completes the derivation, but there is one further simplification. Let us introduce the unit
vectors {ek}k∈L ∈ RdL, where the kd+ 1 to (k + 1)d-th elements of ek correspond to θξ, with all
components otherwise zero. Note that all these vectors are orthogonal to each other. Then one can
write

µ(v) =
∑
k∈[L]

vkek.

Then, simply, one has

⟨µ(v), µ(v′)⟩ = θ2⟨v, v′⟩,

and

m(v) =
∑
k∈[L]

vkmk

with mk := ⟨w, ek⟩. This simplifies the equation for m(v), and yields the characterization of
Proposition 3.

The theoretical predictions for the test and train errors of Proposition 3 are displayed in Fig. 3, and
show a good agreement with numerical experiments performed in dimension d = 1000.

G PROOF OF COROLLARY 2

The full technical statement of Theorem 4, presented in Appendix E, and of Theorem 5, presented
in Appendix F, provide a tight asymptotic characterization of learning errors in terms of a small set
of summary statistics, characterized in turn as the solutions of a set of self-consistent equations. For
the case of the square loss ℓ(y, z) = 1/2(y − z)2, in the limit of vanishing regularization λ = 0+,
these equations considerably simplify, making it possible to reach closed-form expressions for the
test error in particular. These expressions are summarized in Corollary 2 in the main text. In this
appendix, we provide the full technical statement. For ease of presentation, we break the statement
into three proposition which we derive in succession, respectively for the attention model Aq,w,b (6),
the pooled linear classifier Lpoolw,b (4) and the vectorized linear classifier Lvecw,b (3).

G.1 ATTENTION MODEL

Proposition 4. From Theorem 4, in the asymptotic limit of Assumption 1, the test error of the
attention model converges in probability to a limit Etest[A]. For the quadratic loss function ℓ(y, z) =
1/2(y − z)2, this quantity admits a well-defined limit in the limit λ → 0. This limit admits the
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expansion:

Etest[A] = E∞
test[A] (253)

+
1

α1
(1− π)E

e− 1
2

(
b̂∞+⟨g,s−⟩µ∞

1
µ∞
3 ∥s−∥

)2

√
2π

(
δb̂+ ⟨g, s−⟩δµ1 − (b̂∞ + ⟨g, s−⟩µ∞

1 )δµ3/µ∞
3

)
µ∞
3 ∥s−∥

 (254)

+
π

α1
E

[
e
− 1

2

(
−b̂∞−⟨θv,s+⟩µ∞

2 −⟨g,s+⟩µ∞
1

µ∞
3 ∥s+∥

)2

√
2π

(255)

·

(
−δb̂− ⟨θv, s+⟩δµ2 − ⟨g, s+⟩δµ1 + (b̂∞ + ⟨θv, s+⟩µ∞

2 + ⟨g, s+⟩µ∞
1 )δµ3/µ∞

3

)
µ∞
3 ∥s+∥

]
(256)

+ o

(
1

α1

)
. (257)

The limiting error is

E∞
test[A] =(1− π)Eg,s+,s−

[
Φ

(
b̂∞ + ⟨g, s−⟩µ∞

1

µ∞
3 ∥s−∥

)]
(258)

+ πEg,s+,s−

[
Φ

(
−b̂∞ − ⟨θv, s+⟩µ∞

2 − ⟨g, s+⟩µ∞
1

µ∞
3 ∥s+∥

)]
. (259)

We introducedµ∞
1
µ∞
2

b̂∞

 = (I∞)−1J∞,

δµ1

δµ2

δb̂

 = (I∞)−1

δJ + δI

µ∞
1
µ∞
2

b̂∞

 , (260)

where

I∞ =

 E
[
c2q
]

E [cqcξ] E [cq]

E [cqcξ] E
[
c2ξ

]
E [cξ]

E [cq] E [cξ] 1

 , J∞ =

(E [ycq]
E [ycξ]
2π − 1.

)
(261)

,δI =
1

E [c2z]

 E
[
c2qc

2
z

]
E
[
cqcξc

2
z

]
E
[
cqc

2
z

]
E
[
cqcξc

2
z

]
E
[
c2ξc

2
z

]
E
[
cξc

2
z

]
E
[
cqc

2
z

]
E
[
cξc

2
z

]
E
[
c2z
]
 , δJ = − 1

E [c2z]

E
[
ycqc

2
z

]
E
[
ycξc

2
z

]
E
[
yc2z
]
.

 (262)

Finally, we denoted δµ3 = 1/µ∞
3 (1/2ν2 + µ∞

1 δµ1 + µ∞
2 δµ2 − γµ∞

1 δµ2 − γµ∞
2 δµ1) − µ∞

1 δµ1/µ∞
3 .

We remind that the joint law of cz, cξ, cq is given in Lemma 1, and γ is defined in Theorem 3.

Sketch of the derivation— In what follows, we consider the case of quadratic loss

ℓ(x; y) =
1

2
(yx− 1)2.

In our problem, ℓi(x) = ℓ(xi + ϵi; yi). We have

ℓ′i(x) = xi + ϵi − yi and ℓ′′i (x) = 1.

Moreover, for this case, the proximal operator assumes a compact, closed-form expression

Proxi(x; γ) =
x

1 + γ
+

γ

1 + γ
(yi − ϵi).

These closed-form expressions allow us to greatly simplify the self-consistent equations appearing
in Theorem 4. Specifically, we can rewrite (80) as

1

α1
= E

[
c2zχ

1 + c2zχ

]
+ λχ. (263)
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and

ν2 =
E
[
c2zχ(y−ϵ)

2

(1+c2zχ)
2

]
λ+ E

[
c2z

(1+c2zχ)
2

] .
Let χ be the unique solution to (263). In the ridgeless limit (with λ → 0+), it is straightforward to
check that

lim
λ→0+

λχ =
1

α1
− 1, for α1 < 1.

and
lim
λ→0+

χ = χ∗
ridgeless, for α1 > 1,

where χ∗
ridgeless is the unique solution to

1

α1
= E

[
c2b,iχ

1 + c2b,iχ

]
.

We focus on the latter α1 > 1 case in the following. In the ridgeless limit, the fixed point equation
for ν further simplifies to

ν2 =
E
[
c2zχ(y−ϵ)

2

(1+c2zχ)
2

]
E
[

c2z
(1+c2zχ)

2

] .
Then, the function ϕ(µq, µξ, b) assumes the simple form

ϕ(µq, µξ, b) =
1

2
E
[
(y − ϵ)2

1 + c2zχ

]
. (264)

Requiring that the gradients with respect to µq, µξ, b leads to the following characterization for the
minimizers µ1, µ2, b̂

I(α1)

µ1

µ2

b̂

 = J(α1) (265)

with

I(α1) =


E
[

c2q
1+c2zχ

]
E
[
cqcξ

1+c2zχ

]
E
[

cq
1+c2zχ

]
E
[
cqcξ

1+c2zχ

]
E
[

c2ξ
1+c2zχ

]
E
[

cξ
1+c2zχ

]
E
[

cq
1+c2zχ

]
E
[

cξ
1+c2zχ

]
E
[

1
1+c2zχ

]
 , J(α1) =


E
[

ycq
1+c2zχ

]
E
[

ycξ
1+c2zχ

]
E
[

y
1+c2zχ

]
.

 (266)

Note that I(α1) is the Gram matrix of the random variables (cq, cξ, 1) for the inner product ⟨a, b⟩ =
E [ab/1 + c2zχ], and is thus invertible since the random variables are linearly independent

Large α1 behavior We now study in further detail the regime of large sample complexity α1 ≫ 1.
In this limit,

χ =
1

α1E [c2z]
+ o

(
1

α1

)
(267)

while

ν2 =
1

α1

E
[
c2z(y − ϵ∞)2

]
E [c2z]

2 + o

(
1

α1

)
. (268)

Note that the limit ν2 α1→∞−−−−→ 0 implies that for large sample complexity, the readout weights lie in
the span of ξ, q. We denote ϵ∞ = cqµ

∞
1 + cξµ

∞
2 + b̂∞, withµ∞

1
µ∞
2

b̂∞

 = (I∞)−1J∞ (269)

50



2700
2701
2702
2703
2704
2705
2706
2707
2708
2709
2710
2711
2712
2713
2714
2715
2716
2717
2718
2719
2720
2721
2722
2723
2724
2725
2726
2727
2728
2729
2730
2731
2732
2733
2734
2735
2736
2737
2738
2739
2740
2741
2742
2743
2744
2745
2746
2747
2748
2749
2750
2751
2752
2753

Under review as a conference paper at ICLR 2026

where

I∞ =

 E
[
c2q
]

E [cqcξ] E [cq]

E [cqcξ] E
[
c2ξ

]
E [cξ]

E [cq] E [cξ] 1

 , J∞ =

(E [ycq]
E [ycξ]
2π − 1

)
. (270)

The corresponding residual test error is then simply given by adapting (77) to obtain

Etest
α1→∞−−−−→ E∞

test =(1− π)Eg,s+,s−

[
Φ

(
b̂∞ + ⟨g, s−⟩µ∞

1

µ∞
3 ∥s−∥

)]
(271)

+ πEg,s+,s−

[
Φ

(
−b̂∞ − ⟨θv, s+⟩µ∞

2 − ⟨g, s+⟩µ∞
1

µ∞
3 ∥s+∥

)]
, (272)

with µ∞
3 =

[
1/1 − γ2

(
(µ∞

1 )2 + (µ∞
2 )2 − 2γµ∞

1 µ
∞
2

)
− (µ∞

1 )2
] 1

2 . We now turn to ascertaining the
leading correction. We introduceµ1

µ2

b̂

 =

µ∞
1
µ∞
2

b̂∞

+
1

α1

δµ1

δµ2

δb̂

+ o

(
1

α1

)
, (273)

with δµ1

δµ2

δb̂

 = (I∞)−1

δJ + δI

µ∞
1
µ∞
2

b̂∞

 , (274)

where we denote

δI =
1

E [c2z]

 E
[
c2qc

2
z

]
E
[
cqcξc

2
z

]
E
[
cqc

2
z

]
E
[
cqcξc

2
z

]
E
[
c2ξc

2
z

]
E
[
cξc

2
z

]
E
[
cqc

2
z

]
E
[
cξc

2
z

]
E
[
c2z
]
 , δJ = − 1

E [c2z]

E
[
ycqc

2
z

]
E
[
ycξc

2
z

]
E
[
yc2z
]
.

 (275)

Finally, let us denote δµ3 = 1/µ∞
3 (1/2ν2 + µ∞

1 δµ1 + µ∞
2 δµ2 − γµ∞

1 δµ2 − γµ∞
2 δµ1)− µ∞

1 δµ1/µ∞
3 .

Then, the following asymptotic correction holds:
Etest = E∞

test (276)

+
1

α1
(1− π)E

e− 1
2

(
b̂∞+⟨g,s−⟩µ∞

1
µ∞
3 ∥s−∥

)2

√
2π

(
δb̂+ ⟨g, s−⟩δµ1 − (b̂∞ + ⟨g, s−⟩µ∞

1 )δµ3/µ∞
3

)
µ∞
3 ∥s−∥

 (277)

+
π

α1
E

[
e

− 1
2

(
−b̂∞−⟨θv,s+⟩µ∞

2 −⟨g,s+⟩µ∞
1

µ∞
3 ∥s+∥

)2

√
2π

(−δb̂−⟨θv,s+⟩δµ2−⟨g,s+⟩δµ1+(b̂∞+⟨θv,s+⟩µ∞
2 +⟨g,s+⟩µ∞

1 )δµ3/µ
∞
3 )

µ∞
3 ∥s+∥

]
(278)

+ o

(
1

α1

)
. (279)

G.2 POOLED CLASSIFIER

Proposition 5. From Theorem 4, in the asymptotic limit of Assumption 1, the test error of the pooled
classifier model converges in probability to a limit Etest[Lpool]. For the quadratic loss function
ℓ(y, z) = 1/2(y − z)2, this quantity admits a well-defined limit in the limit λ→ 0. This limit admits
the expansion:

Etest[Lpool] =E∞
test[L

pool]− (1− π)
e
− 1

2

(
2π−1−πX2(1−π)

2πX(1−π)

)2

2
√
2π

(
2π − 1− πX 2(1− π)

2πX (1− π)

)
ν2

(µ∞
2 )2

(280)

+ π
e
− 1

2

(
− 2π−1+πX2(1−π)

2πX(1−π)

)2

2
√
2π

(
2π − 1 + πX 2(1− π)

2πX (1− π)

)
ν2

(µ∞
2 )2

+ o

(
1

α1

)
(281)
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The limiting error is

E∞
test[L

pool] = (1− π)Φ

(
2π − 1− πX 2(1− π)

2πX (1− π)

)
+ πΦ

(
−2π − 1 + πX 2(1− π)

2πX (1− π)

)
. (282)

We denoted the signal-to-noise ratio X = θR/
√
L.

Sketch of derivation — We remind that the pooled classifier corresponds to setting the softmax
inverse temperature in the attention model to zero, namely β = 0. In this limit, the joint distribution
of the parameters s+, s−, cz, cξ, cq detailed in (84) simplify to

s+ = s− =
1L
L
,

(
cq

cξ − δy,1
θR
L

)
∼ N

(
02,

1

L(1− γ2)

[
1 −γ
−γ 1

])
, cz =

1√
L
. (283)

Then, the limiting summary statistics µ∞
1 , µ

∞
2 , b̂

∞ are given by µ∞
1 = γµ∞

2 and(
πX 2 + 1 πX
πX 1

)(
µ∞
2 /

√
L

b̂∞

)
=

(
πX

2π − 1

)
(284)

i.e.
µ∞
2√
L

=
2πX (1− π)

1 + πX 2(1− π)
(285)

b̂∞ =
2π − 1− πX 2(1− π)

1 + πX 2(1− π)
(286)

The residual error then reads

E∞
test =(1− π)Φ

(
b̂

µ∞
2 /

√
L

)
+ (1− π)Φ

(
−b̂−X µ∞

2 /
√
L

µ∞
2 /

√
L

)
(287)

= (1− π)Φ

(
2π − 1− πX 2(1− π)

2πX (1− π)

)
+ πΦ

(
−2π − 1 + πX 2(1− π)

2πX (1− π)

)
. (288)

We used the identity

Eg
[
Φ

(
a+ bg

c

)]
= Eg,g′ [1−a−bg+cg≥0] = Φ

(
a√

b2 + c2

)
. (289)

Finally observe that I = α/1 + αI∞, J = α/1 + αJ∞. As a consequence,µ1

µ2

b̂

 =

µ∞
1
µ∞
2

b̂∞

 (290)

and

ν2 =
L

α1

(
1 + b̂2 − 2b̂(2π − 1) +

(µ∞
2 )2

L
(1 + πX 2) + 2Xπ(b̂− 1)

µ∞
2√
L

)
(291)

µ3 =
√
1− γ2µ∞

2 +
L

2α1

1 + b̂2 − 2b̂(2π − 1) +
(µ∞

2 )2

L (1 + πX 2) + 2Xπ(b̂− 1)
µ∞
2√
L√

1− γ2µ∞
2

(292)

+ o

(
1

α1

)
. (293)

It follows that the leading order correction to the test error reads

Etest =E∞
test (294)

− (1− π)
e
− 1

2

(
2π−1−πX2(1−π)

2πX(1−π)

)2

2
√
2π

(
2π − 1− πX 2(1− π)

2πX (1− π)

)
ν2

(µ∞
2 )2

(295)

+ π
e
− 1

2

(
− 2π−1+πX2(1−π)

2πX(1−π)

)2

2
√
2π

(
2π − 1 + πX 2(1− π)

2πX (1− π)

)
ν2

(µ∞
2 )2

+ o

(
1

α1

)
. (296)
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Figure 4: Residual error E∞
test in the α1 → ∞ limit as a function of the alignment γ = ⟨q, ξ⟩

between the attention query weights and the signal vector, for the attention model (blue) and the
linear classifiers (dashed red), trained with the quadratic loss at vanishing regularization. L =
5, R = 1, θ = 3, π = 0.75. Solid lines correspond to the theoretical characterizations (271) and
(287). Dots correspond to numerical simulations in dimension d = 100, and large number of
samples n = 105, averaged over 10 trials, with error bars representing one standard deviation.

Comparison with the attention model We contrast in Fig. 4 the residual errors E∞
test achieved in

the limit of large sample complexity α1 ≫ 1 by the attention-based and linear classifiers. As we
detail in Appendix F, the vectorized and pooled linear classifiers share identical residual test errors.
Interestingly, for a small alignment γ between the attention query weights q and the signal vector ξ,
the attention model performs worse than the linear classifiers, as the discrepancy between q, ξ can
cause the model to spuriously privilege tokens devoid of signal.

G.3 VECTORIZED CLASSIFIER

Proposition 6. From Theorem 4, in the asymptotic limit of Assumption 1, the test error of the pooled
classifier model converges in probability to a limit Etest[Lpool]. For the quadratic loss function
ℓ(y, z) = 1/2(y − z)2, this quantity admits a well-defined limit in the limit λ→ 0. This limit admits
the expansion:

Etest[Lpool] =E∞
test[L

pool] +

{
π e

− 1
2 (−X− b∞

ν∞ )
2

√
2π

b∞+Xν∞

2(ν∞)3
−(1−π) e

− 1
2 ( b∞

ν∞ )
2

√
2π

b∞
2(ν∞)3

}
(297)

·
(

1+πX2−π2X2(1−b∗)

1+πX2 +(b∞)2−2(2π−1)b∞
) L

α1
+ o

(
1

α1

)
, (298)

with

(ν∞)2 =

(
2πX (π − 1)

1 + π(1− π)X 2

)2

, b∞ =
2π − 1− π(1− π)X 2

1 + π(1− π)X 2
. (299)

The limiting error is

E∞
test[L

pool] = (1− π)Φ

(
2π − 1− πX 2(1− π)

2πX (1− π)

)
+ πΦ

(
−2π − 1 + πX 2(1− π)

2πX (1− π)

)
. (300)

We denoted the signal-to-noise ratio X = θR/
√
L.

Sketch of derivation — For the quadratic loss and vanishing regularization, the fixed point equa-
tions of Proposition 3 simplify to

m =
θ2p(1− b∗)

1 + θ2p(1 + (L− 1)ρ)
(301)

ν2 = χ
1 + θ2p+ θ2(L− 1)pρ− θ2Lp2(1− b∗)2

1 + θ2p(1 + (L− 1)ρ)
+

θ2Lp2(1− b∗)2

(1 + θ2p(1 + (L− 1)ρ))2
(302)

− 2χ(2π − 1)b∗ + (b∗)2χ (303)

χ =
L

α− L
(304)
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where p = πR
L and

ρ = δR≥2
R(R− 1)

L(L− 1)

π

p
, b∗ = 1 +

(2π − 2)A

A− θ2Lp2
. (305)

We used a shorthand A := 1 + θ2p(1 + (L − 1)ρ). These expression are amenable to being more
compactly rewritten, introducing the X introduced in Theorem 1. We remind that in the current
setting, X admits the compact expression

X =
θR√
L
. (306)

The self-consistent equations then simplify to

b∗ = 1 +
(2π − 2)(1 + πX 2)

1 + π(1− π)X 2
(307)

m =
1

R

πX 2(1− b∗)

1 + πX 2
(308)

ν2 = χ
1 + πX 2 − π2X 2(1− b∗)

1 + πX 2
+
π2X 2(1− b∗)2

(1 + πX 2)2
− 2χ(2π − 1)b∗ + (b∗)2χ. (309)

α1 → ∞,X = O(1), α1 ≫ L regime — Following a similar derivation as the ones detailed in
the previous subsections, the test error is found to admit the large α1 residual

E∞
test = πΦ

(
−X − b∞

ν∞

)
+ (1− π)Φ

(
b∞

ν∞

)
(310)

with

(ν∞)2 =
π2X 2(1− b∞)2

(1 + πX 2)2
=

(
2πX (π − 1)

1 + π(1− π)X 2

)2

, (311)

b∞ = 1 +
(2π − 2)(1 + πX 2)

1 + π(1− π)X 2
=

2π − 1− π(1− π)X 2

1 + π(1− π)X 2
, (312)

and the asymptotic expansion

Etest = E∞
test+

{
π
e−

1
2 (−X− b∞

ν∞ )
2

√
2π

b∞ + Xν∞

2(ν∞)3
− (1− π)

e−
1
2 (

b∞
ν∞ )

2

√
2π

b∞

2(ν∞)3

}
(313)

·
(

1+πX2−π2X2(1−b∗)

1+πX2 +(b∞)2−2(2π−1)b∞
) L

α1
+ o

(
1

α1

)
(314)

Remark 8 (Comparison with the pooled model). Note that the residual error E∞
test can be explicitly

expressed as

E∞
test = (1− π)Φ

(
(2π − 2)(1 + πX 2)

2πX (1− π)

)
+ πΦ

(
2π − 1 + πX 2(1− π)

2πX (1− π)

)
. (315)

This incidentally corresponds to the residual error achieved by the pooled classifier trained with
ridgeless quadratic loss (287), since for the considered data distribution X = X = θR/

√
L. We

also furthermore have a similar correspondence at the level of the summary statistics, namely b∞ =

b̂∞, ν∞ = µ∞
2 /

√
L, where b̂∞, µ∞

2 /
√
L are defined for the pooled model in (285). Furthermore, the

leading order corrections are related by a simple factor L:
Etest,vector − E∞

test

Etest,pool − E∞
test

= L+ o(1). (316)

Note that a consequence of Remark 8 is that in the α → ∞ limit, for ridgeless regression with a
quadractic loss, the pooled and vectorized models converge to the same solution, in the sense that
the weights of the vectorized model correspond to that of the pooled model stacked L times. Both
models furthermore yield the same limiting test error. Let us also comment that Arnaboldi et al.
(2025) also observe a similar speed up between related flattened and pooled models learning from
sequential data, in a related task, in terms of weak recovery time. The result of Remark 8 instead
bears on the coefficient of the leading asymptotic correction in terms of sample complexity.
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Figure 5: Separability thresholds for the attention model (green), and the pooled (red) and vectorized
(blue) linear classifiers, as given in Conjectures 2, 3 and 2, as a function of the sequence length L
(left) and the attention query/signal cosine similarity γ (right). Left: θ = 2, π = 0.3, γ = 1, and
R = 1 is kept fixed while L is increased. Right: θ = 2, π = 0.3, L = 2, R = 1 and γ is varied.

Remark 9. We note that the joint limit α1, L → ∞, b = α/L = O(1),X = O(1) can also be
analyzed, and is simply given by equations (307) setting

χ =
1

b− 1
(317)

Study of the α1 → ∞ residual error We now examine the behaviour of the residual error E∞
test

with the signal-to-noise ratio X . We first examine the case X → ∞. In this limit,

b∞ = −1 + o(1), (ν∞)2 =
4

X 2
+ o

(
1

X 2

)
(318)

The residual error then decays to zero as

E∞
test ≍

√
2

π

e−
X2

8

X
. (319)

In the opposite limit of small signal X → 0,
b∞ = 2π − 1 + o(1), (ν∞)2 = 4π2(1− π)2X 2 + o(X 2). (320)

Then

E∞
test

X→0−−−→ min(π, 1− π). (321)
These limiting errors stand in coherence with Theorem 1.

H DERIVATION OF CONJECTURE 1

As a corollary of Theorem 4, we derive in the appendix the capacity of the three considered models,
namely the largest number of samples that can typically be perfectly classified, up to vanishing
training error. The corresponding separability threshold was characterized in the seminal work of
Cover (2006), and revisited in many later works, e.g. Gardner & Derrida (1988); Krauth & Mézard
(1989); Candès & Sur (2020); Mignacco et al. (2020a). Note that at the level of the representations
fvec(·), fq(·), fpool(·), the capacity intuitively reflects how well the representations separate positive
and negative samples in feature space, with a larger separability thresholds signaling more markedly
separated classes.
Definition 3 (Separability threshold). Consider the empirical risk minimization problem (11) for the
attention model, or the related problem for the linear classifier models, with logistic loss ℓ(z; y) =
log(1 + e−yz) and vanishing regularization λ = 0+. As stated in Theorem 4, the training loss
converges in probability in the considered asymptotic limit to a limit Etrain. We define the separability
threshold α⋆ of the model as

α⋆ = sup {α ≥ 0 | Etrain = 0}. (322)
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A closed-form characterization of the separability threshold α⋆ can be heuristically derived from
Theorem 4 for each of the three models. We first provide the characterization for the vectorized
classifier.
Conjecture 2 (Separability threshold for the vectorized classifier). The separability threshold for
the vectorized classifier is equal to

α⋆vec = max
s∈[0,1],b

L(1− s2)
∞∫
0

[πΦ′ (b+ X s+ u) + (1− π)Φ′ (u− b)]u2du

(323)

We have used the shorthand X = θR/
√
L.

Proof. First note that the following identity follows from Proposition 3, and most conveniently seen
from the rewriting of Remark 7:

ν2 − L

θ2
m2 =

α

L
E
[
ℓ′(z∗ + b, y)2

]
χ2 (324)

for any given b. We assume that the loss function is of the form ℓ(z, y) = ℓ̃(yz), and satisfies
limz→∞ ℓ̃(z) = 0, while being convex. We assume ℓ̃ to be decreasing, with a monotonically in-
creasing and negative derivative satisfying limz→∞ ℓ̃′(z) = 0−. We denote κ = − limz→−∞ ℓ̃′(z),
which we assume to be finite. Note that all those assumptions are satisfied in particular by the logis-
tic loss function. We again assumed all token locations are symmetric, leading to a solutionmk = m
for all k ∈ [L]. Introducing the cosine similarity s =

√
Lm/θν ∈ [0, 1], and the normalized quantities

γ = χ/ν, b = b/ν, and introducing the random variable u = ℓ̃′((z∗ + b)y)

1− s2 =
α

L
γ2E

[
u2
]
. (325)

But z∗ − δy,1Rm − νz + χyu = 0 by definition of the proximal operator, and z∗ = yℓ̃−1(u) − b,
while z ∼ N (0, 1). Furthermore, u ∈ (−κ, 0) Thus

E
[
u2
]
= −2

0∫
−κ

[
πΦ

(
ℓ̃−1(u)− b−Rm+ χu

ν

)
+ (1− π)Φ

(
ℓ̃−1(u) + b+ χu

ν

)]
udu

(326)

= −2

0∫
−κ

[
πΦ

(
ℓ̃−1(u)

ν
− b−X s+ γu

)
+ (1− π)Φ

(
ℓ̃−1(u)

ν
+ b+ γu

)]
udu.

(327)

Following Mignacco et al. (2020b) we aim to determine the necessary conditions on α such that
there exists a solution satisfying ν = ∞, γ = ∞ – which should hold for a solution achieving zero
training loss. We conjecture the following limit

lim
γ,ν→∞

γ2E
[
u2
]
= 2

∞∫
0

[πΦ (−b−X s− u) + (1− π)Φ (b− u)]udu (328)

=

∞∫
0

[πΦ′ (b+ X s+ u) + (1− π)Φ′ (u− b)]u2du (329)

where we remind that Φ′ is simply a standard Gaussian density. Then, a necessary condition for the
existence of a solution with ν = ∞, γ = ∞ is the existence of an s ∈ [0, 1] so that

α =
L(1− s2)

∞∫
0

[πΦ′ (b+ X s+ u) + (1− π)Φ′ (u− b)]u2du

(330)
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Note that the pooled classifier can be mapped to a special case of the vectorized classifier, formally
evaluating the expression for the vectorized classifier for L,R → 1, θ → θR/

√
L. Leveraging this

connection yields the following conjecture.
Conjecture 3 (Separability threshold for the pooled classifier). The separability threshold for the
pooled classifier is equal to

α⋆pool = max
s∈[0,1],b

(1− s2)
∞∫
0

[πΦ′ (b+ X s+ u) + (1− π)Φ′ (u− b)]u2du

=
α⋆vec
L

. (331)

Finally, a similar characterization can be conjectured from Theorem 4 for the attention model.
Conjecture 4 (Separability threshold for the attention model). The separability threshold for the
pooled classifier is equal to

α⋆A = max
mq,mξ,b

1

Ey,cz,cξ,cq
[
c3z

∞∫
0

Φ′
(
c2zu+y(b+cqmq+cξmξ)

cz

)
u2du

] (332)

Proof. The derivation proceeds in close likeness to that for the vectorized classifiers. First observe
that from Theorem 4, the following identity holds:

ν2 = αχ2E
[
c2zℓ

′(z∗ + cqµq + cξµξ + b, y)2
]

(333)

Introducing the normalized quantities γ = χ/ν, b = b/ν,mq = µq/ν,mξ = µξ/ν, and introducing the
random variable u = ℓ̃′((z∗ + cqµq + cξµξ + b)y), this identity can be compactly rewritten as

1 = αγ2E
[
c2zu

2
]
. (334)

But z∗− czνz+ c2zχyu = 0 by definition of the proximal operator, and z∗ = yℓ̃−1(u)− b− cqµq −
cξµξ, while z ∼ N (0, 1). Thus

E
[
c2zu

2
]
= −2

∫ 0

−κ
E

[
c2zΦ

(
ℓ̃−1(u)
ν + c2zγu− y(b− cqmq − cξmξ

cz
)

)
udu

]
. (335)

Then,

lim
γ,ν→∞

γ2E
[
c2zu

2
]
= 2

∫ ∞

0

E
[
czΦ

(
c2zu− y(b− cqmq − cξmξ)

cz

)
udu

]
=

∫ ∞

0

E
[
c3zΦ

′
(
czu− y(b− cqmq − cξmξ)

cz

)
u2du

]
, (336)

which concludes the derivation.

The theoretical prediction of Conjectures 2, 3 and 4 are contrasted with numerical experiments in
Fig. 1, revealing a good agreement with the point where the training error – defined as the fraction of
misclassified training samples – ceases to be zero. Note interestingly that the separability thresholds
α⋆vec,pool for the vectorized and pooled classifiers are related by a factor L. The latter can be ratio-
nalized by the fact that the vectorized classifiers operates in RLd, while the pooled classifier acts on
the smaller space Rd. Moreover, observe that while the threshold α⋆A for the attention model lies
for large query/signal alignment γ above α⋆pool, it becomes smaller for small values of γ (see Fig.5,
right). This temptingly suggests the intuitive interpretation that when the internal representation
of the attention is misaligned with the signal, the attention model displays a smaller capacity than
the simple pooled linear classifier. This conclusion echoes a similar observation at the level of the
residual errors, see the discussion of Fig. 4 and its discussion in Appendix E.
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