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Abstract001

Large Language Models (LLMs) offer a lucra-002
tive promise for scalable content moderation,003
including hate speech detection. However, they004
are also known to be brittle and biased against005
marginalised communities and dialects. This006
requires their applications to high-stakes tasks007
like hate speech detection to be critically scru-008
tinized. In this work, we investigate the robust-009
ness of hate speech classification using LLMs010
particularly when explicit and implicit markers011
of the speaker’s ethnicity are injected into the012
input. For explicit markers, we inject a phrase013
that mentions the speaker’s linguistic identity.014
For the implicit markers, we inject dialectal015
features. By analysing how frequently model016
outputs flip in the presence of these markers,017
we reveal varying degrees of brittleness across018
3 LLMs and 1 LM and 5 linguistic identities.019
We find that the presence of implicit dialect020
markers in inputs causes model outputs to flip021
more than the presence of explicit markers. Fur-022
ther, the percentage of flips varies across eth-023
nicities. Finally, we find that larger models are024
more robust. Our findings indicate the need025
for exercising caution in deploying LLMs for026
high-stakes tasks like hate speech detection.027

Warning:This paper contains examples of bias028
that can be offensive or upsetting029

1 Introduction030

Language technologies are increasingly being used031

in content moderation tasks, including hate speech032

detection, because of their ability to handle large033

volumes of data (Kumarage et al., 2024; Albladi034

et al., 2025). However, the use of LLMs in a high-035

stakes task like hate speech detection requires cau-036

tion, because LLMs are known to be brittle, biased037

and non-deterministic, especially when additional038

information that is not relevant to the task itself is039

present (Ribeiro et al., 2020). There is extensive040

documentation of biases against marginalized com-041

munities and dialects that leads to disparate treat-042
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Figure 1: Given an unmarked input "Let’s go eat food to-
day", the explicit marker is added by injecting a phrase
that conveys the speaker’s nationality: The Indian per-
son said,"Let’s go eat food today". Implicit markers
are added by introducing dialectal features, including
code-mixed text: "Chalo na, let’s go eat some food to-
day ", where Chalo na (‘let’s go’ in Hindi) is colloquial
addition of code-mixed text common in Indian English
and implicitly indicates that speaker is from India.

ment and representational harms in downstream 043

tasks, including hate speech detection (Sap et al., 044

2019; Ferrara, 2023; Field et al., 2021, 2023; Field 045

and Tsvetkov, 2020; Kiehne et al., 2024; Lin et al., 046

2024; Oliva et al., 2020; Zhang et al., 2024; Raina 047

et al., 2024; Yoder et al., 2022). 048

As LLMs are adopted globally for their remark- 049

able language understanding capabilities, they need 050

to be inclusive of people of all nationalities. How- 051

ever, prior work has shown a preference in these 052

models toward American English (Lee, 2024), 053

while despite it being a global language, different 054

dialects of English are used in different geographi- 055

cal locations (Upton and Widdowson, 2013). 056

In this work, we analyse the robustness of lan- 057

guage models (3 LLMs and 1 LM) in hate speech 058

detection of English sentences spoken by people 059

of varying linguistic identities, as highlighted in 060

Figure 1 illustrates our setup with an example. Our 061

contributions can be summarized as follows. 062

1. We conduct a novel study on the impact of 063

speaker identity to detect hate speech in LLMs. 064
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2. We present a systematic way to inform the065

model of the speaker’s identity using both ex-066

plicit and implicit markers.067

3. Comprehensive experiments on 4 LMs and 2068

datasets highlight their brittleness in different069

settings in the presence of speaker identity.070

2 Experimental Setup071

Data. In this work, we use 2 datasets:072

MPBHSD (Cooke et al., 2023) and HateX-073

plain (Mathew et al., 2021). The MPBHSD dataset074

is derived from Twitter, 4Chan, and Reddit, and075

comprises 600 Hateful (H) and 2400 Not Hateful076

(NH) sentences. The HateXplain dataset is derived077

from Twitter and Gab, and we sample 3000 sen-078

tences, comprising 2094 Hateful (H) and 906 Not079

Hateful (NH) sentences.080

LLMs. We do our evaluation on three LLMs:081

LLama-3-8b, Llama-3-70b (AI@Meta, 2024),082

GPT-4o (OpenAI et al., 2024), and 1 fine-tuned083

BERT-based model trained on HateXplain dataset084

(Mathew et al., 2021). For MPHSD dataset, we085

leverage the pre-annotated GPT-4-turbo instead of086

prompting GPT-4o. We also consider two types of087

prompting strategies: zero-shot classification and088

in-context learning (ICL) as both their uses have089

been studied before (Plaza-del Arco et al., 2023;090

Srivastava, 2025). We keep the temperature 0 for091

all models to ensure deterministic outputs. For092

zero-shot, we use a classification prompt designed093

in (Kumarage et al., 2024).094

"You are an agent who is tasked with095
identifying hate content. \n\n You have096
to classify the entire input as hateful097
or not hateful only. \n\n Only classify098
as ’hateful’ or ’not hateful’ and do not099
use the phrase ’I cannot’. "100

For ICL, we randomly sample 4 prompts (Srivas-101

tava, 2025) for Hate and Non-Hate examples to be102

appended to the system prompt above.103

3 How well do LLMs classify hate speech104

in the absence of speaker identity?105

First, we verify whether LLMs can accurately106

classify the unmarked inputs. Table 1 shows the107

accuracy of the models by comparing their re-108

sponses against the human-annotated responses109

when tasked with classifying the original unmarked110

statement. These reasonably high scores indi-111

cate the model’s ability to accurately classify hate112

speech, with upto 90% accuracy in MPHSD and113

80% in HateXplain.114

Table 1: Hate speech classification accuracy

Model Category Accuracy Precision Recall

HateXplain

HateXplain-BERT Fine-tuned 0.83 0.83 0.83

LLama-3-8b
Zero-Shot 0.71 0.71 0.71

ICL 0.69 0.76 0.69

LLama-3-70b
Zero-Shot 0.74 0.76 0.74

ICL 0.78 0.78 0.78

GPT-4o
Zero-Shot 0.78 0.78 0.78

ICL 0.80 0.80 0.79

MPBHSD

LLama-3-8b Zero-shot 0.95 0.95 0.91
LLama-3-70b Zero-shot 0.96 0.97 0.93
GPT-4-turbo Zero-shot 0.99 0.98 0.98

4 Do the models flip when inputs are 115

marked with speaker identity? 116

Linguistic identity. We consider the follow- 117

ing 5 nationalities as our linguistic identity: In- 118

dian, Singaporean, British, Jamaican, and African- 119

American. These nationalities are chosen for the 120

distinct English used by the people from these na- 121

tions. We also choose the African-American di- 122

alect to represent its distinctness from the Standard 123

American English (Harris et al., 2022). While these 124

nationalities represent geographic diversities, they 125

also serve as an umbrella dialect to micro-dialects 126

and communities present within the region. 127

Adding Explicit Marker. We inject an explicit 128

marker by mentioning the linguistic identity in the 129

prompt itself. For example: The [ethnicity] 130

person said,’[input]’. 131

Adding Implicit Marker. To implicitly indi- 132

cate the model of the speaker’s identity, we inject 133

dialectal features of the speaker’s cultural and lo- 134

cal language into the English sentence. Dialectal 135

variations such as code-mixed, colloquial language, 136

and cultural references become indicators of iden- 137

tity (Haugen, 1966). We generate this modified 138

English-dialected data using a few-shot Llama-3- 139

70b model. In particular, we construct a few shot 140

prompts as shown in Figure 4 (Appendix A) and 141

set the temperature to 0. The system prompt of 142

this few-shot prompt is reflective of the zero-shot 143

prompt in Peng et al. (2023) and has verbatim 144

instructions to avoid content filtering constraints, 145

which the model initially depicted. These instruc- 146

tions help in avoiding the safety guardrails and 147

generate the required content. We were unable to 148

use the GPT-4o model to generate the dialected 149

data as some of the hateful samples contained ex- 150

2



Table 2: Aggregate percentage of flips for different dialects on the MPBHSD dataset

Model
African-American British Indian Jamaican Singaporean

Explicit Implicit Explicit Implicit Explicit Implicit Explicit Implicit Explicit Implicit

Llama-3-8B 24.03 14.43 12.73 12.60 22.91 14.06 18.50 12.10 12.43 15.33
Llama-3-70B 3.66 10.06 3.23 12.56 3.26 11.96 3.46 8.86 3.00 12.03
GPT-4-turbo 2.33 8.53 1.83 10.47 2.23 10.733 1.90 7.73 1.83 10.53

Table 3: Aggregate percentage of flips for different dialects for HateXplain dataset

Model
African-American British Indian Jamaican Singaporean

Explicit Implicit Explicit Implicit Explicit Implicit Explicit Implicit Explicit Implicit

HateXplain-BERT (Fine-tuned) 9.00 43.40 7.933 34.33 7.93 40.13 7.93 31.2 7.93 40.96
Llama-3-8B (Zero shot) 15.26 18.7 15.13 21.96 16.03 20.40 15.96 17.33 14.62 21.33
Llama-3-8B (ICL) 11.566 8.8 9.46 12.63 12.46 11.83 12.33 7.7 14.16 10.2
Llama-3-70B (Zero) 14.03 23.06 10.133 28.16 12.43 19.2 12.933 21.76 11.1 22.66
Llama-3-70B (ICL) 14.66 30.2 9.033 28.16 10.2 25.733 13.233 24.233 10.06 27.4
GPT-4o (Zero shot) 8.06 26.96 8.5 25.5 8.13 17.46 7.4 20.2 8.33 22.266
GPT-4o (ICL) 10.433 30.3 7.7 29.833 8.93 22.33 10.43 25.93 7.6 27.333

plicit words to which the model refused to generate151

any samples. We observe 0 refusals with Llama-152

3-70b. Finally, we also verify these dialects using153

human annotation among authors, as explained in154

Appendix A.155

Having established that all the models achieve156

high accuracy with respect to the ground truth (Ta-157

ble 1), we test the brittleness of these models when158

explicit and implicit markers of speaker identities159

are injected. We report the percentage of examples160

where the model prediction flips from the original161

prediction after injecting the markers in Table 2162

and Table 3 under explicit and implicit markers.163

4.1 What factors cause outputs to flip?164

Model Size and Recency As seen in Table 2165

and Table 3 we find that on average larger and166

newer models, such as Llama-3-70B and GPT-4o,167

are more robust and show a smaller percentage of168

flips, than the smaller Llama-3-8B. For aggregate169

percentage flips we conduct a two-way repeated170

measure ANOVA (Girden, 1992) and report the171

p(0.802) > 0.05, however on running chi-square172

test (Pearson, 1900) on startified hate and non-hate173

data, across all models we get p < 0.05, showing174

that models are more impactful on partitioned flips.175

Prompting Technique We see that performance176

across prompting techniques for the same model177

and version, remains consistent with a minimal178

point difference. Furthermore, the performance179

of a fine-tuned model such as HateXplain-BERT,180

is comparable to larger models like GPT-4o and181

Llama-3-70b.182

Type of marker We find that models are fairly 183

robust to explicit markers, but are brittle when 184

implicit dialectal markers of the speaker’s iden- 185

tity are injected. The fine-tuned model which oth- 186

erwise shows comparable performance performs 187

worse with implicit data. One exception is Llama-3- 188

8B, which we believe indicates the brittleness and 189

learned biases of the smaller model towards explicit 190

markers. To validate this claim we perform a t-test 191

(Student, 1908) where all models except Llama- 192

3-8b ICL (with p = 0.278 and t−statistic= 1.25) 193

have a p < 0.05 and t−statistic>> 0, showing 194

a significant difference in the number of flips be- 195

tween the explicit and implicit marked speech. 196

Speaker Identity As seen in Figure 2 we ob- 197

serve that even in larger, more robust models, the 198

percentage of flips for different nationalities differs 199

by multiple points. A consistent p−value< 0.05 on 200

the McNemar’s Test (McNemar, 1947) across all 201

models shows that the speaker’s identity injected 202

plays a significant role in determining the classifica- 203

tion. In larger models, we see that statements with 204

the British and African-American dialectal data see 205

a higher flip percentage from hateful statements to 206

not-hateful statements. 207

Ground truth label of unmarked input Fig- 208

ure 2 and Appendix B.2 shows that overall an 209

originally non-hateful (NH) prediction is likely 210

to remain not-hateful across different models and 211

speaker identities, with the exception of Llama- 212

3-8B. On the other hand, hateful (H) predictions 213

become not hateful across most models. 214
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Figure 2: Percentage of flips in the prediction of different models when the original prediction is not-hateful (NH) or
hateful (H) and the sentences are injected with different racial markers of the speaker either explicitly or implicitly.
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Figure 3: Percentage of Flips across each race against each Target group for implicitly marked models

Target of the Hate Speech In addition, the Ha-215

teXplain dataset also provides the target classes216

for each statement against whom hate is directed.217

Finally, we see if certain linguistic identities flip218

certain demographic groups more than others. We219

analyse HateXplain-BERT Implicit (maximium flip220

percentage) and GPT-4-o ICL Implicit (best per-221

forming) model in Table 3. We see that the HateX-222

plain model flips certain dialects more for topics223

that target Religious groups, while the GPT 4-o224

flips topics across all dialects on targets regarding225

Sexual Orientations. We have provided the results226

for other models for this analysis in B.1227

5 Conclusion 228

In this work, we evaluate the robustness (or lack 229

of thereof) of LLMs in hate speech classification. 230

Specifically, we injected explicit and implicit di- 231

alectal markers of speaker’s ethnicity in the input. 232

We evaluated 4 LMs by measuring the percentage 233

of flips of the model outputs from the unmarked 234

prompt. We find that the % of flips is governed by 235

nature of the model, speaker’s identity, the type of 236

marker injected and the target of the speech. This 237

depicts the unreliability of LLMs in real-world ap- 238

plications and presses the need for more caution 239

while deploying these systems. 240
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Limitations241

The proposed study for assessing the brittleness of242

LLMs through implicit and explicit markers has243

the following limitations:244

Limited Dialect Data : There is a lack of human-245

annotated data in different dialects and code-246

mixed English language text for hate speech-247

related content. We sampled and verified the248

data but acknowledge that this may hold some249

unknown author biases and may not cover all250

the dialects of the considered region.251

Limited Models : Due to limited computational252

resources, we were not able to extend our253

study to models advertised to be ‘safer’ like254

Claude. Preliminary experiments with Llama255

Guard, but the model returned refusals hinder-256

ing our ability to analyse it.257

Limited Hate-speech Datasets We limit our258

work to dialect mixed English Language259

datasets. We recognise that findings from260

multilingual datasets and other hate speech261

datasets could yield diverse results.262

Broad Implication and Social Impact263

This paper investigates the robustness of LLMs in264

hate classification tasks. In light of this, this paper265

uses an LLM, Llama-3-70B to generate hateful266

content in a given English dialect. In doing so, we267

might uncover unintentional biases (Ferrara, 2023).268

In no way do the authors of this paper subscribe to269

the hateful content used in the paper or the content270

generated by the model.271
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Appendix422

A Dialect Generation Prompt and Model423

details424

Figure 4: Prompt for Dialect Generation

A.1 Examples of the generated Data425

An example of the data generated is in Table 4.426

A.2 Verification of Dialect Generation427

To ensure the implicitly marked dataset is consis-428

tent and valid, we sampled 50 posts per dialect and429

conducted a blind review amongst authors. The au-430

thors rated the generations on a scale of 1-5 for the431

following factors. We have based these factors on432

(Srivastava and Singh, 2021; Kodali et al., 2024)433

1. Dialectal Accuracy: Words added to the sen-434

tence are accurate to the dialect of the given435

linguistic identity436

2. Context preservation: The original semantic437

meaning and dialect is preserved438

3. Fluency and Syntax: The text generated is439

fluent in nature and syntactically correct440

4. Use of the Latin script: The sentence gener-441

ated is in the Latin (English) script. Code-442

mixed words are written in English script.443

We observed that the dialects generated by the 444

model crossed a manual threshold of 0.80 score 445

on all factors. 446

B Results 447

B.1 More Target Analysis 448

The target analysis conducted on other models is 449

as shown in Fig 5 450

B.2 Flip Analysis on MPBHSD 451

We conduct more flip analysis on the MPBHSD 452

dataset as shown in Fig 6 453
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Original Race Generated

I wanna shoot these kid
like a good American
[Hateful]

British

Blimey, mate, I’m proper gutted about these young
whippersnappers, innit? I reckon a good ol’
fashioned British bashing would sort ’em out, yeah?
[Not Hateful]

Indian
Arey, yaar, I toh want to shoot these kids just like a
full real Amreeki [Hateful]

Jamaican
Wah gwaan, me a-go shoot dem little ones like a
good yute from di States, ya hear? [Hateful]

I would put it back in
after the procedure
[Not Hateful]

African American

Ah’ma put it back in, fo sho, after dat procedure, ya
hear me? Ah ain’t got time fo’ no mess, gotta get dat
thing fixed up right, ya di [Hateful]

Singaporean

Ah, lah, I would put it back in after the procedure,
no worries, got it? Like, I would make sure it’s all
fixed and whatnot, then I would put it back in, you
know? [Not Hateful]

Table 4: Examples of how a given text can be transformed by assigning an identity to it as a form of different
dialects. We see that the dialect-generated text has different hate classifications for different races, for the same
sentence. For these set of examples, the dialect generation and classification is both done by Llama-3-8B.
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Figure 5: Percentage of Flips across each race against each Target group for implicitly marked models
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Figure 6: Percentage of flips in the prediction of different models when the original prediction is not-hateful (NH) or
hateful (H) and the sentences are injected with different racial markers of the speaker either explicitly or implicitly.
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