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ABSTRACT

Recent advances in the fields of natural language processing and computer vi-
sion have shown great potential in understanding the underlying dynamics of the
world from large-scale internet data. However, translating this knowledge into
robotic systems remains an open challenge, given the scarcity of human-robot in-
teractions and the lack of large-scale datasets of real-world robotic data. Previous
robot learning approaches such as behavior cloning and reinforcement learning
have shown great capabilities in learning robotic skills from human demonstra-
tions or from scratch in specific environments. However, these approaches of-
ten require task-specific demonstrations or designing complex simulation envi-
ronments, which limits the development of generalizable and robust policies for
new settings. Aiming to address these limitations, we propose an agent-based
framework for grounding robot policies to the current context, considering the
constraints of a current robot and its environment using visuomotor-grounded
language guidance. The proposed framework is composed of a set of conver-
sational agents designed for specific roles—namely, high-level advisor, visual
grounding, monitoring, and robotic agents. Given a base policy, the agents col-
lectively generate guidance at run time to shift the action distribution of the base
policy towards more desirable future states. We demonstrate that our approach
can effectively guide manipulation policies to achieve significantly higher suc-
cess rates both in simulation and in real-world experiments without the need
for additional human demonstrations or extensive exploration. Project videos at
https://sites.google.com/view/motorcortex/home.

1 INTRODUCTION

In recent years, the advent of foundation models, such as large-scale pre-trained language models
(LLMs) and visual language models (VLMs), has shown great capabilities in understanding context,
scenes, and the underlying dynamics of the world. Furthermore, emergent capabilities such as in-
context learning have shown great potential in the transfer of knowledge between domains, e.g.,
via few-shot demonstrations or zero-shot inference. However, the application of these models to
robotics is still limited, given the intrinsic complexity and scarcity of human-robot interactions and
the lack of large-scale datasets of human-annotated data or demonstrations.

Most approaches that target using LLMs and VLMs in robotics often fall in one of two directions.
Fine-tuning the models (Brohan et al., 2023; Ahn et al., 2022), which have shown great real-world
capabilities, at the expense of large platform-dependent datasets. Even though several efforts try to
overcome the data availability problem (Collaboration et al., 2023), the scarcity of robots and the
broad range of robotics skills, make this process extremely taxing. A second line of work relies on
using code as an interface between the language models and the robotic systems (Liang et al., 2023;
Vemprala et al., 2023), which although leverages the skilled coding capabilities of this type of model,
is highly dependent on handcrafted functions to interface the platform actions and perception.

Unsupervised approaches in robotics have shown great progress in exploring large state spaces and
learning common sets of behaviors in complex environments. However, most of these approaches
aim to learn the underlying dynamics of the environments from scratch, taking a large amount of
iterations to learn seemingly basic skills.
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Figure 1: An overview of the proposed self-improving framework where the policy is updated by
visuomotor-grounded guidance at test time.

In this context, we propose a cognitive approach motivated by how humans learn to improve per-
formance. Exploration, abstraction, reasoning, and self-improvement are key components of human
learning (Francis et al., 2022; Hu et al., 2023). In this paper, we aim to achieve self improvement
by generating visuomotor guidances. We design an agent-based framework where a team of con-
versational agents with specific roles works together to refine the robot’s base policy via grounded
visuomotor guidance as shown in Figure 1. For instance, as illustrated in Figure 2, upon a request
from the advisor agent, the grounding agent can look for objects by not only detection and tracking
but also higher level reasoning to broaden the search, e.g., search inside a cupboard to find a mug;
the robotic agent can reason about its own capabilities and constraints to provide feedback on the
guidance generated by the advisor agent. Motivated by recurrent models, the progress of task per-
formance is updated in a hidden state and passed down during the iterative guidance generation. The
guidance is represented in the action distribution such that it can be easily combined with the base
policy.

In our experiments on a set of benchmark tasks, we quantitatively show that our approach signifi-
cantly improves the task success rate of two state-of-the-art robot policies. Our preliminary exper-
iments on zero-shot learning show promising results where our approach enables the robot to learn
to perform certain tasks from scratch without any demonstrations or other training material. We
qualitatively demonstrate our approach on a real robot learning to perform composite manipulation
tasks. Our contributions are as follows:

• We propose g-MotorCortex, an agentic robot policy grounding framework that can self-
improve by generating the action-scoring guidance functions to update the action distribution of a
base policy in an online manner. Our experiments in both simulated and real-world robot settings
show significant performance improvements on both adapting existing policies and learning new
skills from scratch.

• In order to enable robustness against cluttered and unseen environments, we propose a grounding
agent that performs multi-granular object search, which enables flexible visuomotor grounding.

• Our approach shows a promising potential for learning skills from scratch after deployment and
being generalizable across various base policy classes, tasks, and environments. To promote fur-
ther research in this direction, we open source the code, models, and system prompts.

2 RELATED WORK

Vision-Language Models for Robot Learning: Several works explore the notion of leveraging
pre-trained or fine-tuned Large Language Models (LLMs) and/or Vision-Language Models (VLMs)
for high-level reasoning and planning in robotics tasks (Hu et al., 2023; Ahn et al., 2022; Liang
et al., 2023; Huang et al., 2022; Singh et al., 2023; Huang et al., 2023a; Ha et al., 2023; Ding et al.,
2023; Michał et al., 2024; Ma et al., 2023; Li et al., 2024; Mu et al., 2024)—typically decomposing
high-level task specification into a series of smaller steps or action primitives, using system prompts
or in-context examples to enable powerful chain-of-thought reasoning techniques. This strategy
of encouraging models to reason in a stepwise manner before outputting a final answer has led
to significant performance improvements across several tasks and benchmarks (Hu et al., 2023).
Despite these promising achievements, these approaches rely on handcrafted primitives (Ahn et al.,
2022; Huang et al., 2022; Liang et al., 2023; Michał et al., 2024), struggle with low-level control, or
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require large datasets for retraining. furthermore, various approaches that leverage VLMs for robot
learning suffer from a granularity problem when using off-the-shelf models in a single-step/zero-
shot manner (Huang et al., 2023b) or are unable to perform failure correction without costly human
intervention (Huang et al., 2022; Michał et al., 2024; Liang et al., 2024; Huang et al., 2023b).
In contrast, our framework bridges high-level reasoning with low-level control, by leveraging an
agentic framework for online modification of a base policy’s action distribution at test-time, without
requiring human feedback or datasets for fine-tuning. Moreover, we mitigate the granularity problem
by proposing a flexible and recurrent way of using VLMs to query open-vocabulary perception
models.

Agent-based VLM frameworks in Robotics: Rather than using single VLMs in an end-to-end
fashion, which might incur issues in generalization and robustness, various works have sought to
orchestrate multiple VLM-based agents to work together in an interconnection multi-agent frame-
work. Here, multiple agents can converse and collaborate to perform tasks, yielding improvements
for the overall framework in online adaptability, cross-task generalization, and self-supervision (Xu
et al., 2023; Zhang et al., 2024; Parakh et al., 2023). These agentic frameworks have provided possi-
bilities for enabling the identification of issues in task execution, providing feedback about possible
improvements. Challenges remain, however, in that this feedback is often not sufficiently grounded
on the spatial, visual, and dynamical properties of embodied interaction to be useful for policy adap-
tation; instead, the generated feedback is often too high-level or provides merely binary signals of
success or failure.

Self-guided Robot Failure Recovery: Guan et al. (2024) offer an analysis of frameworks for lever-
aging VLMs as behavior critics. Some approaches have explored integrating such pre-trained mod-
els to improve the performance of reinforcement learning (RL) algorithms. For instance, Ma et al.
(2023) use LLMs in a zero-shot fashion to design and improve reward functions, however this ap-
proach relies on human feedback to generate progressively human-aligned reward functions and
further requires simulated retraining via RL, with high sample-complexity. On the other hand, Ro-
camonde et al. (2023) avoid the need for explicit human feedback by directly using a VLM (CLIP)
to compute the rewards to measure the proximity of a state (image) to a goal (text description),
enabling gains in sample-efficiency for guiding a humanoid robot to perform various maneuvers in
the MuJoCo simulator. A limitation of this approach, however, lies in the difficulty of generating
rewards for long-horizon or multi-step tasks, which are characteristic of tasks involving complex
agent-object interactions. Liu et al. (2023b) present a framework for detecting and analyzing failed
executions automatically. However, their system focuses on explaining failure causes and proposing
suggestions for remediation, as opposed to also performing policy correction. In this paper, we pro-
pose a framework that directly adapts a base policy’s action distribution, during deployment, without
requiring additional human feedback.

3 GROUNDING ROBOT POLICIES WITH GUIDANCE
3.1 PROBLEM FORMULATION
We consider a pre-trained stochastic policy π : O × S → A that maps observations ot and robotic
states st to action distributions aπ,t, at each time step t. Our objective is to generate a guidance distri-
bution gt that, when combined with this base policy, enhances overall performance during inference
without requiring additional human demonstrations or extensive exploration procedures. Specifi-
cally, we aim to develop a modified policy πguided : O×S → A that achieves better performance on
tasks where the original policy π struggles. We define this new policy as follows:

πguided(ag,t|ot, st) = π(aπ,t|ot, st) ∗G(aπ,t|ot, s′t+1), (1)

where G : A× O × S → [0, 1] is a guidance function that maps observation ot, action at, possible
future state s′t+1 into a guidance score gt. The ‘∗’ operator here denotes the operation of combining
both distributions conceptually, which we explore in detail in Section 3.4. For the scope of this
project, we assume that a dynamics model D : S ×A→ S is available, which can forecast possible
future states of the robot s′t+1 = D(st, aπ,t) given the current state st and action aπ,t.

Focusing on leveraging the world knowledge of Vision Language Models, while avoiding adding
latency to the action loop, we choose to express these guidance functions as Python code. By
integrating these code snippets into action loop of the base policies, we eliminate the need of time-
consuming queries to large reasoning models. Samples of the format and content of the guidance
functions generated by the framework are presented in the Appendix A.2.

3



162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215

Under review as a conference paper at ICLR 2025

Figure 2: Information flow between the agents to produce a guidance code. a) The advisor agent
orchestrates guidance code generation by collaborating with other agents and using their feedback
to refine the generated code. b) The grounding agent uses segmentation and classification models
to locate objects of interest provided by the advisor, reporting findings back to the advisor. c) The
robotic agent uses a Python interpreter to test the code for the specific robotic platform and judge
the adequacy of the code. d) The monitor agent analyses the sequence of frames corresponding to
the rollout of the guidance and give feedback on potential improvements.
3.2 A MULTI-AGENT GUIDANCE FRAMEWORK FOR SELF IMPROVEMENT

In order to generate the guidance function G, we leverage a group of conversational agents empow-
ered with visual grounding capabilities and tool usage. Illustrated in Figure 2, the framework is
composed of four main agents: an Advisor Agent, the Grounding Agent, the Monitor Agent, and
the Robotic Agent. We provide system prompt samples in Appendix A.1.

Advisor Agent. A Vision Language Model is responsible for breaking down the task and communi-
cating with the other agents to generate a sound guidance function for a given task.

Grounding Agent. A Vision Language Model that iteratively queries the free-form text segmentation
models to locate (Cheng et al., 2023a; Liu et al., 2023a), track (Cheng et al., 2023b), and describe
elements relevant to the task execution.

Monitor Agent. Responsible for identifying the causes of the failures in the unsuccessful rollouts,
the Monitor Agent consists of a Vision Language model equipped with a key frame extractor.

Robotic Agent. Language Model equipped with descriptions of the robot platform, a robot’s dy-
namics model and wrapper functions for integration with the base policy. It criticizes the provided
guidance functions to reinforce its relevance to the task and alignment with the robot’s capabilities.

3.3 GUIDANCE PROCEDURE

The conversational agents interact with each other through natural language and query their under-
lying tools to iteratively produce a guidance code tailored to the task in hand, the environment, and
the robot’s capabilities. The information flow between these agents is depicted by Figure 2.

For a given task expressed in natural language and an image of the initial state of the environment,
the Advisor Agent uses Chain-of-Tought (Wei et al., 2023) strategy to generate a high-level plan of
the steps necessary to accomplish the task. Being able to query a Grounding Agent and the Robotic
agent, the Advisor is able to collect relevant information about trackable objects and elements in the
environment, as well as the capabilities and limitations of the robotic platform.

For a given plan and list of relevant objects required for the task completion, the Grounding Agent
uses grounding Dino (Liu et al., 2023a) and the Segment Anything Model (SAM) (Cheng et al.,
2023a) to locate the elements across multiple granularities and levels of abstraction. For instance,
if an object is not immediately found, the agent will actively look for semantically similar objects
or will look for higher-level elements that could encompass the missing object. For example, if the
object “cup” is to be located, and it could not be immediately found, the agent could search for
similar object like a “mug”. If it still struggles to locate it, the agent could search for a “shelf” and
then try to find the “cup” or “mug” in the cropped image of the “shelf”. If an object is found, it is
added to a tracking system (Yang & Yang, 2022). This process enhances the Segment and Track
Anything (Cheng et al., 2023a) approach with flexible multi-granular search. The object statuses are

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2025

reported back to the Advisor Agent, which iterates on the action plan or proceeds with the generation
of a guidance function grounded on the trackable objects located.

The Robotic agent acts as a critic to improve the guidance function generated. Equipped with a
Python interpreter and details of the base policy’s action space, the agent can evaluate the guidance
function in terms of feasibility and relevance to the robot’s capabilities. Once a function suffices the
system’s requirements, it is saved to be used in the action loop, in combination with the dynamics
model, to provide a guidance score for possible actions sampled from the base policy.

After the execution of a rollout and the identification of failure in the task completion, the Monitor
Agent is triggered to analyze the causes of the failure. By extracting key frames from the rollout
video using PCA (Maćkiewicz & Ratajczak, 1993) and K-means clustering, the agent can feed a
relevant and diverse set of images to the Visual Language Model prompted to access the failure
causes. In the iterative applications of our framework, the Monitor Agent provides this feedback to
the Advisor Agent, which can use this information to refine the guidance functions generated in the
previous iterations.

Temporal-aware Guidance Functions. Inspired by recurrent architectures, we instruct the agents
to generate guidance function conditioned on a customizable hidden state (ht) expressed as an op-
tional dictionary parameter as shown in the following example:

1 # Guidance function example in the context of grabbing a mug
2 def guidance_code(state,
3 hidden_state={"mug_reached": False,"mug_grabbed":False}):
4 #available grounding functions
5 #x,y,z = get_pose("mug")
6 #h,w,d = get_size("mug")
7 #rx,ry,rz = get_orientation("mug")
8 ...
9 return score, new_hidden_state

The idea of using abstraction in a hidden state has proven to significantly improve the guidance per-
formance, allowing the guidance functions to keep track of the task progress and adapt the guidance
to longer horizon tasks. The guided policy can thus be written as:

πguided(ag,t|ot, st, ht) = π(aπ,t|ot, st) ∗G(aπ,t|ot, s′t+1, ht). (2)
The complete guidance procedure is summarized in Algorithm 1. Note that we refer to the
self-orchestrated conversation between the agents which yields the guidance code as the function
Generate Guidance. For a closer look at the chain of thought employed by each agent please
refer to Appendix A.1.
3.4 GUIDANCE AND POLICY INTEGRATION

Aiming to guide a wide range of policies, our framework is designed to work both with continuous
and discrete action spaces. In this section, we discuss the operation of combining the guidance
function with the base policy’s action distributions. Furthermore, we discuss how deterministic
regression models can be adapted to work with our framework.

Action-space Adaptation. We assume the availability of a dynamics modelD that can forecast pos-
sible future states of the robot given a possible action a′π,t. In the manipulation domain, a dynamics
model is often available in the form of a forward kinematics model, a learned dynamics model, or
a simulator. Oftentimes, the action space A of policies them-self is the same as the robot’s state
S either being or joint angles of the robot or the gripper’s end-effector pose. For the last cases,
where both the action and state space are expressed in SE(3) integrating the guidance function with
a base policy would only require a multiplication of the guidance scores with the action probabili-
ties of the base policy. In other scenarios, adapting the robot’s action and state space to match the
representation of the visual cues (position, orientation, and size) would be required.

Considering the visual grounding, the action space and the state space share the same representation
(SE(3)), the operation to combine the guidance function with the base policy can be expressed as
an element-wise weighted average:

πguided = (1− α)π · αG, (3)
where α ∈ [0, 1] represents the percentage of guidance applied with respect to the base-policies
distribution and is here denoted as guidance factor.
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Algorithm 1 Guidance procedure
Input
π: Base policy
D: Dynamics Model
env: Environment

1: for each episode do
2: Obtain observation and initial state ot, st ← env.init
3: Generate guidance function with our framework G← Generate Guidance(ot, st)
4: Initialize hidden states ht ← Generate Hidden State(G(ot, st))
5: for each time step t do
6: Sample n actions from the policy Aπ,t ← {π(ot, st)i}ni=0
7: Get action probabilities πt ← π(Aπ,t|ot, st)
8:
9: Infer possible future states Sπ,t ← D(st,Aπ,t)

10: Compute the guidance for the sampled possible future states Gπ,t ← G(ot,Sπ,t, ht)
11: Normalize Gπ,t

12: Combine distributions πguided,t ← πt ∗Gπ,t

13: Select the best action at ← Aπ,t [argmax(πguided,t)]
14: ot, st ← env.step(at) ▷ Execute at, update state st+1 and observation ot+1

15: Update hidden states ht ← Generate Hidden State(G(ot, st, ht))

Adaptation of Regression Policies. To properly leverage the high-level guidance expressed in the
guidance functions and the low-level capabilities of the base policy, it is desired that the policy’s
action space be expressed as a distribution. In the case of regression policies that do not provide
uncertainty estimates, several strategies can be employed to infer the action distribution. One com-
mon approach is to assume a Gaussian distribution centered at the predicted value and compute the
variance using ensembles of models trained with different initialization, different data samples, or
different dropout seeds or different checkpoint stages (Abdar et al., 2021). Other strategies to infer
the distributions of the model include using bootstrapping, Bayesian neural networks, or using a
mixture of Gaussians (Mena et al., 2021).

3.5 LEARNING NEW ROBOT SKILLS FROM SCRATCH

We note that this framework can enable robots to acquire new skills from scratch through zero-shot
learning or self-improvement via iterative guidance updates. By leveraging the system’s ability to
ground guidance in the visual features of the environment, the system can perform tasks without
prior training. Applying 100% guidance over untrained policies, the robot explores the environment
with purpose, learning basic skills and refining them iteratively to improve success. In section 4, we
provide an analysis of the system’s performance in such challenging scenarios.

4 EXPERIMENTS & RESULTS

4.1 EXPERIMENTAL SETUP

Task Definitions: We demonstrate the efficacy of g-MotorCortex, in simulation on the RL-
Bench benchmark (James et al., 2020) and on two challenging real-world tasks. For the real-world
setup, we use the UFACTORY Lite 6 robot arm as the robotic agent and, as the end-effector, we
use the included UFACTORY Gripper Lite, a simple binary gripper. The arm is mounted on a
workbench. For perception, we use a calibrated RGB-D Camera, specifically the Intel RealSense
Depth Camera D435i. All experiments were conducted on a desktop machine with two (2) NVIDIA
RTX 3090 GPU, 64GB of RAM, and an Intel i9-10900K CPU.

• (Sim): RL-Bench: We consider 10 tasks on the RL-Bench benchmark (James et al., 2020) using
a single RGBD camera input, as described in the GNFactor setup (Ze et al., 2024).

• (Sim): RL-Bench, learning from scratch: Aiming to explore the capabilities of
g-MotorCortex on learning new skills from scratch, we selected 4 challenging tasks from
the RL-Bench benchmark: turn tap, push buttons, slide block to color target, reach and drag.

6
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• (Real): Sequenced Multi-button Press: Here, the agent must use its end-effector to press multi-
ple real buttons on a workspace, in a particular order. We designed this task to evaluate whether the
proposed framework is capable of improving pre-trained robot policies in performing challenging
tasks, without access to human demonstrations.

• (Real): Reach for chess piece: Given a cluttered scene with many similar objects, we want to
evaluate if the multi-granular perception framework can effectively guide the agent to identify and
reach for the appropriate target. We implement this perceptual grounding and reaching task on a
standard chessboard, where the agent must identify and reach for one of the chess pieces specified
by natural language instruction.

Base Policies: We evaluate the effectiveness of our guidance framework using different base poli-
cies, Act3D (Gervet et al., 2023), 3D Diffuser Actor (Ke et al., 2024), and a RandomPolicy. All
policies plan in a continuous space of translations, rotations, and gripper state (SE(3) × R), how-
ever they utilize different inference strategies:

• Act3D samples waypoints in the Cartesian space (R3) and predicts the orientation and gripper
state for the best scoring sampled waypoint, combining a classification and regression strategies
into a single policy.

• 3D Diffuser Actor, on the other hand, uses a diffusion model to compute the target waypoints
and infers the orientation and gripper state from the single forecast waypoint, thus tackling the
problem as a single regression task.

• RandomPolicy denotes any of the former frameworks that has not been trained for a specific task,
therefore the weights are randomly initialized.

The fundamentally different types of policies’ outputs make them a great use case for our policy
guidance framework. Furthermore, the common representation of the action and state spaces of
both policies (SE(3)× R) provides a straight forward integration with our grounding models.

As described in Section 3.4, the regression components of the policies require an adaptation to
transform the single predictions of the model into a distribution over the action space. For the sake
of simplicity, we assume a Gaussian distribution over the action space, with the mean centered
on the predicted values and the standard deviation fixed on a constant value. The outputs of the
classification component of Act3D (waypoint positions) were directly considered as samples of a
distribution over the Cartesian space (R3).

The integration of base policies with the guidance distributions was performed by applying a
weighted average parameterized by α as shown in Equation 3.

4.2 EXPERIMENTAL EVALUATION
Our experimental evaluation aims to address the following questions: (1) Does g-MotorCortex
improve the performance of pre-trained base policies on specific robotics tasks and environ-
ments without additional human demonstrations? (2) Does the proposed multi-granular percep-
tion capabilities effectively guide the policy in challenging cluttered environments? (3) Does
g-MotorCortex enable policies to learn new skills from scratch? (4) What is the effect of guid-
ance on expert versus untrained policies?

Does g-MotorCortex improve the performance of pre-trained base policies on specific
robotics tasks and environments without additional human demonstrations? We first assess
the effect of the proposed guidance on the Act3D and 3D Diffuser Actor baselines following the GN-
Factor (Ze et al., 2024) setup, which consists of a single RGBD camera and table-top manipulator
performing 10 challenging tasks with 25 variations each. Guidance is iteratively generated for the
failure cases. For the failed rollouts, our policy improvement framework ran for 5 iterations. As
displayed by Table 1, the framework was able to improve the success rate of the base policy on most
of the tasks, with the best results achieved by using 1% guidance. The low amount of guidance has
shown to be enough to bend the action distribution to the desired direction, while still preserving the
low-level nuances captured by the base policy. This suggests that g-MotorCortex is capable of
improving base policies by adding abstract understanding and grounding of the desired task, while
preserving the low-level movement profiles captured by the original policies.

Does the proposed multi-granular perception capability effectively guide the policy in chal-
lenging, cluttered environments? In real-world experiments, we qualitatively demonstrate the
fine-grained detection capabilities of g-MotorCortex by tasking it with reaching for a white
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Table 1: Performance improvement on the RL-Bench (James et al., 2020) benchmark, by applying
5 iterations of guidance improvement over unsuccessful rollouts.

Model turn tap open
drawer

sweep to
dustpan of
size

meat off
grill

slide block
to color tar-
get

push but-
tons

reach and
drag

close jar put item in
drawer

stack
blocks

Avg. Success

Act3D 25 demos/-
task

76 76 96 64 92 84 96 48 60 0 69.2

+1% guidance 80 (+4) 96 (+20) 96 84 (+20) 92 84 100 (+4) 84 (+36) 80 (+20) 8 (+8) 80.4 (+11.2)
+10% guidance 88 (+12) 100 (+24) 96 88 (+24) 92 84 100 (+4) 60 (+12) 80 (+20) 0 78.8 (+9.6)

Act3D 10 demos/-
task

32 60 84 16 60 72 68 32 44 8 47.6

+1% guidance 44 (+12) 88 (+28) 88 (+4) 24 (+8) 68 (+8) 72 76 (+8) 52 (+20) 60 (+16) 8 58 (+10.4)
+10% guidance 44 (+12) 64 (+4) 84 20 (+4) 68 (+8) 76 (+4) 76 (+8) 40 (+8) 56 (+12) 8 53.6 (+6)

Act3D 5 demos/task 24 0 84 4 8 32 8 8 12 0 18

+1% guidance 48 (+24) 16 (+16) 84 8 (+4) 12 (+4) 40 (+8) 24 (+16) 20 (+12) 20 (+8) 0 27.2 (+9.2)
+10% guidance 24 0 84 8 (+4) 12 (+4) 44 (+12) 20 (+12) 8 20 (+8) 0 22 (+4)

Diffuser actor 5 de-
mos/ task

24 64 40 28 44 68 40 24 44 0 37.6

+1% guidance 40 (+16) 92 (+28) 64 (+24) 40 (+12) 44 68 52 (+12) 24 84 (+40) 0 50.8 (+13.2)
+10% guidance 40 (+16) 84 (+20) 52 (+12) 28 52 (+8) 68 48 (+8) 32 (+8) 76 (+32) 0 48 (+10.4)

knight chess piece in a cluttered chess board. Figure 3 shows the roll-out of the first guidance
iteration over an untrained policy, displaying the initial and final time steps of the task. The accom-
panying heatmaps illustrate the distributions of the original untrained policy (Diffuser heatmaps)
and the guided policy (Guidance heatmaps). Additionally, the multi-granular search results high-
light the steps taken by the grounding agent to locate the target piece. After initially failing to detect
the white knight directly, the agent successfully identifies the chessboard and then focuses within
that region to locate the target piece. These findings demonstrate that g-MotorCortex effectively
leverages a semantic understanding of scene components to guide the policy towards successful task
execution.

Figure 3: Real-world results for learning skills from scratch on the Lite6 chess task. The top row
shows an external view of the robot performing the tasks. The second row depicts the action heat
map given by the random diffuser policy at the first and last time step. The bottom row depicts the
corresponding heat maps generated after applying the guidance. We show it can successfully guide
the action towards the desired object. On the right, we show a breakdown of the multi-granular
search performed by other grounding agent to locate the white knight; we disambiguate the scene
by searching in parent objects and constraining the search to semantically relevant areas.

Does g-MotorCortex enable policies to learn new skills from scratch? We evaluated the
performance of the framework on learning new skills from scratch on 4 tasks of the RL-Bench
benchmark: turn tap, push buttons, slide block to color target, reach and drag. In this setup, we
initialized the Act3D policy with random weights and applied 100% of guidance (α = 1.0) over the
policy for the x,y, and z components. Only leveraging the waypoint sampling mechanism of Act3D
and overwriting its distribution with the values queried from the guidance functions generated. The
results show that the framework is capable of learning new skills from scratch, achieving a higher
success rate than the base policy pre-trained on 5 demonstrations/tasks for the tasks “turn tap” and
“push buttons” tasks. When utilizing only the untrained Act3D policy (without guidance) the policy
achieved 0 success rate on the tasks. Figure 4 demonstrates the iterative improvement of our guid-
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ance framework. Updating the guidance code generated for each failed rollouts from the previous
iteration. Policy rollouts are provided in Figure 7.

Figure 4: Performance of our framework on learn-
ing new skills from scratch (guidance over un-
trained policies), and iteratively improving the
guidance functions generated.

It is worth mentioning that a few variations of
the simulated tasks “turn tap” and “reach and
drag”, which seemly would require a precise
orientation control of the manipulator, could be
solved by guiding only the Cartesian compo-
nents of the police’s output. For these varia-
tions, a qualitative analysis shows that success-
ful roll-outs could be achieved by tapping the
end-effector on the target objects.

We perform a similar experiment in the real-
world settings. Here, we run the framework
only relying on the action distribution given by
the guidance code (α = 1.0), using a Random-
Policy as the base policy. We first consider the
task of pressing colored buttons in a given se-
quence; using toy buttons made out of acrylic
and paper as a prop. Figure 5 shows the roll-
out corresponding to the first iteration for this
task, along with heat maps depicting a projec-
tion of the output action distribution around the
point of maximum. In this zero-shot scenario, g-MotorCortex has proven to correctly guide the
robot to the desired objects preserving the prompted order; however, it struggles to capture low-level
nuances of the movement, such as the appropriate pressing force and proper approach of the but-
tons. A simulated version of this experiment is shown in the appendix (Figure 7), demonstrating
how combining the guidance with a pre-trained policy can mitigate this behavior.

Figure 5: Real-world results for learning skills from scratch on the Lite6 on the multiple button
press task. Each column represents a keyframe in the task rollout. The first row shows a third-
person view of the robot’s movement and the tabletop setting. The second shows the corresponding
action distribution over the space generated by the guidance code, the red dot indicates the target
waypoint for the end effector. We demonstrate that g-MotorCortex can guide a random base
policy to successfully perform the desired task.

What is the effect of guidance on expert versus untrained policies? As discussed previously,
g-MotorCortex can learn tasks from scratch using a random base policy with 100% of guidance
(α). Given that we are not affecting the policy, the product of the iterative learning from scratch
is the generated guidance script which captures a high-level understanding of the task, e.g., spatial
relationships, and task completion criteria, among others. We can qualitatively see the effect of
the learning process by comparing the guidance scripts for different iterations of the same task.
Appendix A.2 includes two samples of guidance code for the same task but on different iterations.
We can see that the code corresponding to the second iteration is very simple and only accounts for
Euclidean distance and button order; while by the fifth iteration considerations like orientation come
into play.

9
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On the other hand, applying the guidance to an existing expert policy aims to shift the action dis-
tribution to account for failure cases, like potentially out-of-distribution scenes. The goal here is
to use the gained high-level understanding to aid the policy in task completion. Table 1 shows that
adding too much weight to the guidance function can yield diminishing returns as it can overpower
the nuanced low-level details from the expert policy: notice that the performance gain across the
board is bigger using 1% of guidance.

5 CONCLUSION

Summary: In this work, we proposed g-MotorCortex, a novel framework for the self-
improvement of embodied policies. Our self-guidance approach leverages the world knowledge
of a group of conversational agents and grounding models to guide policies during deployment. We
demonstrated the effectiveness of our approach in autonomously improving manipulation policies
and learning new skills from scratch, in simulated RL-bench benchmark tasks and in two challenging
real-world tasks. Our results show that the proposed framework is especially effective in improving
the following high-level task structures and key steps to solve the task. This capability can be well
suited for improving pre-trained policies that struggle with long-horizon tasks or for learning new
simple skills from scratch.

Limitations: From an analysis of the guided rollouts, a few of the tasks variations proved chal-
lenging for the perception models used by the grounding agent, leading to false positives detections
or failure to locate specific objects. This limitation was mainly observed in simulation task, were
the graphics object representations, even though simplified, do not always match the representations
used to train the object detection models. This limitation could be addressed by integrating more
robust object detection models or verification procedures to ensure the correct detection of objects in
the scene. Moreover, occasional inaccuracies on scene understanding by the Visual Language Model
(VLM) have been observed, leading to the generation of inaccurate guidance codes and unexpected
behaviors. Even though recent advances in large vision-language models have shown great potential
in understanding the underlying dynamics of the world from large-scale internet data, translating
this knowledge into out-of-distribution domain, such as robotics, while preventing hallucinations
remains an open challenge.

Future Works: Regarding future works, we think that combining the proposed framework with fine-
grained exploration techniques would allow the policy to explore in a targeted manner the low-level
details of the task, while leveraging the high-level guidance provided by our framework. This may
enrich the guidance codes with the necessary low-level details required to perform more complex
tasks successfully.

Furthermore, the guidance function generation could be further improved by composing and adapt-
ing from a repository of successful guidance functions from previous experiences. This could be
achieved by incorporating Retrieval Augmented Generation (RAG) (Lewis et al., 2021) into our
multi agent framework. This modification could allow the guidance system to learn new simple
skills from scratch by interacting with the environment and leveraging this collected knowledge to
guide the policy more effectively.

Aiming to incorporate the knowledge captured by the guidance functions into the base policy, an
experience replay and finetuning mechanisms could be incorporated into our current system. This
modification could allow the framework to use past guided experiences to improve the base policy
in a sample efficient manner. This could be achieved in a targeted matter by leveraging Low Rank
Adaptation (LoRA) (Hu et al., 2021).

5.1 REPRODUCIBILITY STATEMENT

Intending to encourage other researchers to build upon the introduced framework, we take steps
to ensure the usability and reproducibility of our work. The source code for g-MotorCortex
is open-sourced and linked to on the project’s website. We have provided dockerized scripts to
facilitate the setup across different development environments. Additionally, in section A.1 we
include the prompts used to configure each agent. The temperature of the model was set as zero to
reduce variations in runs, as using fixed seeds for the experiments; more hyperparameter details are
available in the open-sourced repository.
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Yang, Joseph J. Lim, João Silvério, Junhyek Han, Kanishka Rao, Karl Pertsch, Karol Hausman,
Keegan Go, Keerthana Gopalakrishnan, Ken Goldberg, Kendra Byrne, Kenneth Oslund, Kento
Kawaharazuka, Kevin Zhang, Keyvan Majd, Krishan Rana, Krishnan Srinivasan, Lawrence Yun-
liang Chen, Lerrel Pinto, Liam Tan, Lionel Ott, Lisa Lee, Masayoshi Tomizuka, Maximilian Du,
Michael Ahn, Mingtong Zhang, Mingyu Ding, Mohan Kumar Srirama, Mohit Sharma, Moo Jin
Kim, Naoaki Kanazawa, Nicklas Hansen, Nicolas Heess, Nikhil J Joshi, Niko Suenderhauf, Nor-
man Di Palo, Nur Muhammad Mahi Shafiullah, Oier Mees, Oliver Kroemer, Pannag R Sanketi,
Paul Wohlhart, Peng Xu, Pierre Sermanet, Priya Sundaresan, Quan Vuong, Rafael Rafailov, Ran
Tian, Ria Doshi, Roberto Martı́n-Martı́n, Russell Mendonca, Rutav Shah, Ryan Hoque, Ryan
Julian, Samuel Bustamante, Sean Kirmani, Sergey Levine, Sherry Moore, Shikhar Bahl, Shivin
Dass, Shuran Song, Sichun Xu, Siddhant Haldar, Simeon Adebola, Simon Guist, Soroush Nasiri-
any, Stefan Schaal, Stefan Welker, Stephen Tian, Sudeep Dasari, Suneel Belkhale, Takayuki Osa,
Tatsuya Harada, Tatsuya Matsushima, Ted Xiao, Tianhe Yu, Tianli Ding, Todor Davchev, Tony Z.
Zhao, Travis Armstrong, Trevor Darrell, Vidhi Jain, Vincent Vanhoucke, Wei Zhan, Wenxuan
Zhou, Wolfram Burgard, Xi Chen, Xiaolong Wang, Xinghao Zhu, Xuanlin Li, Yao Lu, Yev-
gen Chebotar, Yifan Zhou, Yifeng Zhu, Ying Xu, Yixuan Wang, Yonatan Bisk, Yoonyoung Cho,
Youngwoon Lee, Yuchen Cui, Yueh hua Wu, Yujin Tang, Yuke Zhu, Yunzhu Li, Yusuke Iwasawa,
Yutaka Matsuo, Zhuo Xu, and Zichen Jeff Cui. Open X-Embodiment: Robotic learning datasets
and RT-X models. https://arxiv.org/abs/2310.08864, 2023.

Yan Ding, Xiaohan Zhang, Chris Paxton, and Shiqi Zhang. Task and motion planning with large
language models for object rearrangement. In 2023 IEEE/RSJ International Conference on Intel-
ligent Robots and Systems (IROS), pp. 2086–2092. IEEE, 2023.

11

https://arxiv.org/abs/2305.06558
https://arxiv.org/abs/2310.08864


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Jonathan Francis, Nariaki Kitamura, Felix Labelle, Xiaopeng Lu, Ingrid Navarro, and Jean Oh. Core
challenges in embodied vision-language planning. Journal of Artificial Intelligence Research, 74:
459–515, 2022.

Theophile Gervet, Zhou Xian, Nikolaos Gkanatsios, and Katerina Fragkiadaki. Act3d: 3d feature
field transformers for multi-task robotic manipulation. In 7th Annual Conference on Robot Learn-
ing, 2023.

Lin Guan, Yifan Zhou, Denis Liu, Yantian Zha, Heni Ben Amor, and Subbarao Kambhampati. ”
task success” is not enough: Investigating the use of video-language models as behavior critics
for catching undesirable agent behaviors. arXiv preprint arXiv:2402.04210, 2024.

Huy Ha, Pete Florence, and Shuran Song. Scaling up and distilling down: Language-guided robot
skill acquisition. In Conference on Robot Learning, pp. 3766–3777. PMLR, 2023.

Edward J Hu, Yelong Shen, Phillip Wallis, Zeyuan Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang,
and Weizhu Chen. Lora: Low-rank adaptation of large language models. arXiv preprint
arXiv:2106.09685, 2021.

Yafei Hu, Quanting Xie, Vidhi Jain, Jonathan Francis, Jay Patrikar, Nikhil Keetha, Seungchan Kim,
Yaqi Xie, Tianyi Zhang, Zhibo Zhao, et al. Toward general-purpose robots via foundation models:
A survey and meta-analysis. arXiv preprint arXiv:2312.08782, 2023.

Chenguang Huang, Oier Mees, Andy Zeng, and Wolfram Burgard. Visual language maps for robot
navigation. In 2023 IEEE International Conference on Robotics and Automation (ICRA), pp.
10608–10615. IEEE, 2023a.

Wenlong Huang, Fei Xia, Ted Xiao, Harris Chan, Jacky Liang, Pete Florence, Andy Zeng, Jonathan
Tompson, Igor Mordatch, Yevgen Chebotar, et al. Inner monologue: Embodied reasoning through
planning with language models. arXiv preprint arXiv:2207.05608, 2022.

Wenlong Huang, Chen Wang, Ruohan Zhang, Yunzhu Li, Jiajun Wu, and Li Fei-Fei. Voxposer:
Composable 3d value maps for robotic manipulation with language models. arXiv preprint
arXiv:2307.05973, 2023b.

Stephen James, Zicong Ma, David Rovick Arrojo, and Andrew J Davison. Rlbench: The robot
learning benchmark & learning environment. IEEE Robotics and Automation Letters, 5(2):3019–
3026, 2020.

Tsung-Wei Ke, Nikolaos Gkanatsios, and Katerina Fragkiadaki. 3d diffuser actor: Policy diffusion
with 3d scene representations. arXiv preprint arXiv:2402.10885, 2024.

Patrick Lewis, Ethan Perez, Aleksandra Piktus, Fabio Petroni, Vladimir Karpukhin, Naman Goyal,
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A APPENDIX

A.1 AGENT PROMPT CONFIGURATION

We provide the system prompts used to initialize each one of the agents. Note that for models relying
on API calls, we use gpt-4o-mini-2024-07-18. The maximum number of tokens is set to
2000.
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Figure 6: The agents in the g-MotorCortex framework are instances of large multimodal models that
communicate with each other to produce a final guidance code; leveraging the reasoning capabilities
of this type of model. This image exemplifies the chain of thought each agent is encouraged to
follow, which in practice is encoded as a natural language prompt shown in Appendix A.1. The
agents can call external tools to aid their analysis such as detection models and a Python interpreter
for scrutinizing the code. The advisor agent acts as the main orchestrator, querying the other agents
as necessary and generating and refining the guidance code with the provided feedback.

Robotic Agent Prompt

You are an AI agent responsible for controlling the learning process of a robot. You
will receive Python code containing a guidance function that helps the robot with
the execution of certain tasks. Your job is to analyze the environment and criticize
the code provided by checking if the guidance code is correct and makes sense. You
SHOULD NOT create any code, only analyze the code provided by the supervisor.
Attend to the following:
- The score provided by the guidance function is continuous and makes sense.
- The task is being solved correctly.
- The code can be further improved.
- The states of the robot are being correctly expressed.
- The code correctly conveys the steps to solve the task in the correct order.
BE CRITICAL!
Make sure that the robot state is expressed as its end-effector position and orien-
tation in the format by using the function test guidance code format(). If the code
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is not correct or can be further improved, provide feedback to the supervisor agent
and ask for a new code. Use ’NEXT: supervisor agent’ at the end of your message
to indicate that you are talking with the supervisor agent. If no code is provided,
ask the supervisor agent to generate the guidance code. If the code received makes
sense and is correct, simply output the word ’TERMINATE’.

Grounding Agent Prompt

You are a perception AI agent whose job is to identify and track objects in an
image. You will be provided with an image of the environment and a list of ob-
jects that the robot is trying to find (e.g. door, handle, key, etc). With that, you
can make use of the following function to try to locate the objects in the image:
in the image(image path, object name, parent name) - yes/no. If the object is not
found it might be because the object was too small, too far, or partially occluded, in
this case, try to find a broader category that could encompass the object. In this case,
report the function call used followed by ’NEXT: perception agent’ to look for the
objects using similar object names or with a parent name that cloud encompasses
the object. (e.g. first answer: ’in the image(’door handle’) - no NEXT: perception
agent’, second answer: ’in the image(’door handle’, ’door’) - no NEXT: percep-
tion agent’, third answer: ’in the image(’handle’, ’gate’) - yes. couldn’t find a
door handle but found a gate handle NEXT: supervisor agent’). Report back to the
supervisor agent in a clear and concise way if the objects were found or not. If an
object was found using a parent name, report the parent name and the object name.
Use ’NEXT: supervisor agent’ at the end of your message to indicate that you are
talking with the supervisor agent, or ’NEXT: perception agent’ to look further for
the objects.

Advisor Agent Prompt

You are a supervisor AI agent whose job is to guide a robot in the execution of a
task. You will be provided with the name of a task that the robot is trying to learn
(e.g. open door) and an image of the environment. With that, you must follow the
following steps:
1- determine the key steps to solve the tasks.
2- come up with the names of features or objects in the environment required to
solve the task.
3- check if the objects are present in the scene and can be detected by the robot by
providing the image to the perception agent and asking the perception agent (e.g.
’Can you find the door handle?’ wait for feedback), If the answer goes against of
what you expected to repeat the steps 1 to 3.
4- Only proceed to this step after receiving positive feedback on 3. Write a
Python code to guide the robot in the execution of the task. The output code
needs to have a function that takes the robot’s state as input (def guidance(state,
previous vars=’condition1’:False, ...):), queries the position of different elements
in the environment (e.g get position(’door’)) and outputs a continuous score for
how close is the robot to completing the task (e.g. the robot is far away from the
door the score should be low).

When writing the guidance function, you can make use of the following
functions that are already implemented: get position(object name) -¿ [x,y,z],
get size(object name) -¿ [height, width, depth], get orientation(object name) -¿ eu-
ler angles rotation [rx,ry,rz]. and any other function that you think is necessary to
guide the robot (e.g. numpy, scipy, etc).

The guidance function must return a score (float) and a vars dict (dict). The
vars dict will be used to store the status of conditions relevant to the task com-
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pletion. The previous vars dict input with contain the vars dict from the previous
iteration. The score must be a continuous value having different values for different
states of the robot. States slightly closer to the goal should have slightly higher
scores. The next action of the robot will depend on the score returned by the guid-
ance function when queried for many possible future states.

”The state of the robot is a list with 7 elements of the end-effector position, orien-
tation and gripper state [x, y, z, rotation x, rotation y, rotation z, gripper], gripper
represents the distance between the two gripper fingers. All distance values are
expressed in meters. and the rotation values are expressed in degrees.”

start your code with the following import: ’from mo-
tor cortex.common.perception functions import get position, get size,
get orientation’. Do not include any example of the guidance function in the
code, only the function itself.

code format example:
“‘
from motor cortex.common.perception functions import get position, get size,
get orientation
# relevant imports
# helper functions
def guidance(state, previous vars dict=’condition1’:False, ...):
# your code here
return score, vars dict
“‘
You are encouraged to break down the task into sub-tasks, and implement helper
functions to better organize the code.

You can communicate with a perception agent and a robotic agent.
Always indicate who you are talking with by adding ’NEXT: perception agent’ or
’NEXT: robotic agent’ at the end of your message.

Monitor Agent Prompt

You will be given a sequence of frames of a robotic manipulator performing a task,
and a guidance code used by the robot to perform the task.
Your job is to describe what the sequence of frames captures, and then list how the
robot could better perform the task in a simple and concise way.
Do not provide any code, just describe the task and how it could be improved.

A.2 GUIDANCE EXAMPLES

The output of the guidance function is a Python script containing high-level abstractions and an
understanding of the given tasks. Here we include a guidance code example for an order button
press.

Listing 1: Guidance code generated for the button-pushing task in the second iteration. label
1 from motor_cortex.common.perception_functions import get_position,

get_size, get_orientation
2 import numpy as np
3

4 # Helper function to check if the button is pressed
5 def is_button_pressed(button_position, robot_position):
6 distance = np.linalg.norm(np.array(button_position) - np.array(

robot_position[:3]))
7 return distance < 0.1 # Assuming 0.1m is the threshold for pressing
8

16



864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879
880
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
897
898
899
900
901
902
903
904
905
906
907
908
909
910
911
912
913
914
915
916
917

Under review as a conference paper at ICLR 2025

9 # Main guidance function
10 def guidance(state, previous_vars_dict={’maroon_pressed’: False, ’

green_pressed’: False, ’azure_pressed’: False}):
11 score = 0.0
12 vars_dict = previous_vars_dict.copy()
13

14 # Get positions of the buttons
15 maroon_position = get_position(’maroon_button’)
16 green_position = get_position(’green_button’)
17 azure_position = get_position(’azure_button’)
18

19 # Check the state of the buttons
20 if not vars_dict[’maroon_pressed’]:
21 if is_button_pressed(maroon_position, state):
22 vars_dict[’maroon_pressed’] = True
23 score += 1.0 # Increment score for pressing maroon button
24 elif not vars_dict[’green_pressed’]:
25 if is_button_pressed(green_position, state):
26 vars_dict[’green_pressed’] = True
27 score += 1.0 # Increment score for pressing green button
28 elif not vars_dict[’azure_pressed’]:
29 if is_button_pressed(azure_position, state):
30 vars_dict[’azure_pressed’] = True
31 score += 1.0 # Increment score for pressing azure button
32

33 # Calculate the overall score based on the progress
34 score += (vars_dict[’maroon_pressed’] + vars_dict[’green_pressed’] +

vars_dict[’azure_pressed’]) / 3.0
35

36 return score, vars_dict

Listing 2: Guidance code generated for the button-pushing task in the fifth iteration.
1 from motor_cortex.common.perception_functions import get_position,

get_size, get_orientation
2 import numpy as np
3

4 # Helper function to check if the button is pressed
5 def is_button_pressed(button_position, robot_position):
6 distance = np.linalg.norm(np.array(button_position) - np.array(

robot_position[:3]))
7 return distance < 0.05 # Reduced threshold for pressing
8

9 # Helper function to calculate movement efficiency
10 def calculate_movement_score(current_position, target_position):
11 distance = np.linalg.norm(np.array(target_position) - np.array(

current_position[:3]))
12 # Penalize for excessive distance
13 if distance > 0.2: # Arbitrary threshold for excessive distance
14 return -0.5 # Strong penalty for being too far
15 return max(0, 1 - distance) # Reward for being close
16

17 # Helper function to check orientation using vector mathematics
18 def is_correct_orientation(button_position, robot_orientation):
19 button_vector = np.array(button_position) - np.array([0, 0, 0]) #

Assuming button position is in world coordinates
20 robot_forward_vector = np.array([np.cos(np.radians(robot_orientation

[5])),
21 np.sin(np.radians(robot_orientation

[5])),
22 0]) # Assuming the robot’s forward

direction is in the XY plane
23 angle = np.arccos(np.clip(np.dot(button_vector, robot_forward_vector)

/
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24 (np.linalg.norm(button_vector) * np.linalg
.norm(robot_forward_vector)), -1.0,
1.0))

25 return np.degrees(angle) < 15 # Allow 15 degrees of error
26

27 # Main guidance function
28 def guidance(state, previous_vars_dict={’buttons_pressed’: {’maroon’:

False, ’green’: False, ’azure’: False}}):
29 score = 0.0
30 vars_dict = previous_vars_dict.copy()
31

32 # Get positions and orientations of the buttons
33 maroon_position = get_position(’maroon_button’)
34 green_position = get_position(’green_button’)
35 azure_position = get_position(’azure_button’)
36

37 # Get the current robot position and orientation
38 current_position = state
39 current_orientation = get_orientation(’robot_end_effector’) #

Assuming this function exists
40

41 # Button states
42 buttons = {
43 ’maroon’: maroon_position,
44 ’green’: green_position,
45 ’azure’: azure_position
46 }
47

48 # Check the state of the buttons
49 for button, position in buttons.items():
50 if not vars_dict[’buttons_pressed’][button]:
51 if is_button_pressed(position, current_position) and

is_correct_orientation(position, current_orientation):
52 # Here, you would implement a feedback mechanism to

confirm the button press
53 # For example: if button_press_successful():
54 vars_dict[’buttons_pressed’][button] = True
55 score += 1.0 # Increment score for pressing the button
56 else:
57 score += calculate_movement_score(current_position,

position) # Penalize for distance
58

59 # Check if all buttons are pressed
60 if all(vars_dict[’buttons_pressed’].values()):
61 score += 1.0 # Bonus for completing the task
62

63 return score, vars_dict

Listing 3: Guidance code generated for the task ”push the maroon button, then push the green button,
then push the navy button”, in iteration 2.

1 from motor_cortex.common.perception_functions import get_position,
get_size, get_orientation

2 import numpy as np
3

4 # Helper functions
5 def distance(point1, point2):
6 return np.linalg.norm(np.array(point1) - np.array(point2))
7

8 def guidance(state, previous_vars_dict={’maroon_pushed’: False, ’
green_pushed’: False, ’navy_pushed’: False}):

9 score = 0.0
10 vars_dict = previous_vars_dict.copy()
11

12 # Get positions of the buttons
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13 maroon_button_pos = get_position(’maroon_button’)
14 green_button_pos = get_position(’green_button’)
15 navy_button_pos = get_position(’navy_button’)
16

17 # Current end-effector position
18 end_effector_pos = state[:3]
19

20 # Define thresholds
21 push_threshold = 0.05 # 5 cm
22

23 if not vars_dict[’maroon_pushed’]:
24 # Move towards maroon button
25 dist_to_maroon = distance(end_effector_pos, maroon_button_pos)
26 score = 1.0 - dist_to_maroon # Closer to the button, higher the

score
27

28 if dist_to_maroon < push_threshold:
29 vars_dict[’maroon_pushed’] = True
30 score += 10 # Bonus for pushing the button
31

32 elif not vars_dict[’green_pushed’]:
33 # Move towards green button
34 dist_to_green = distance(end_effector_pos, green_button_pos)
35 score = 2.0 - dist_to_green # Closer to the button, higher the

score
36

37 if dist_to_green < push_threshold:
38 vars_dict[’green_pushed’] = True
39 score += 10 # Bonus for pushing the button
40

41 elif not vars_dict[’navy_pushed’]:
42 # Move towards navy button
43 dist_to_navy = distance(end_effector_pos, navy_button_pos)
44 score = 3.0 - dist_to_navy # Closer to the button, higher the

score
45

46 if dist_to_navy < push_threshold:
47 vars_dict[’navy_pushed’] = True
48 score += 10 # Bonus for pushing the button
49

50 return score, vars_dict
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task: “press the maroon button, then press the green button, then press the navy button”

(a) Act3d with no guidance: the policy fails to press the last button (blue), but manages to correctly approach
the first 2 buttons reaching them from above with the gripper closed.

(b) Guidance only (overwriting the base policy): The sequence of movements is correct, but the initial
guidance code doesn’t account that the buttons should be approached from above.

(c) Act3d with 1% guidance: The modified policy captures both the low-level motion of the pre-trained policy
and the high-level guidance provided, successfully pressing the sequence of buttons.

Figure 7: Sample rollouts of the guidance correcting a failing task.
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