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Abstract

Large Language Models (LLMs) have shown001
strong capabilities in Question Answering002
(QA), but their effectiveness in high-stakes,003
closed-domain settings is often constrained by004
hallucinations and limited handling of vague005
or underspecified queries. These challenges006
are especially pronounced in Vietnamese, a007
low-resource language with complex syntax008
and strong contextual dependence, where user009
questions are often short, informal, and am-010
biguous. We introduce the Unified Retrieval011
Agent-Based System (URASys), a QA frame-012
work that combines agent-based reasoning with013
dual retrieval under the Just Enough prin-014
ciple to address standard, ambiguous, and015
unanswerable questions in a unified manner.016
URASys performs lightweight query decompo-017
sition and integrates document retrieval with a018
question–answer layer via a two-phase index-019
ing pipeline, engaging in interactive clarifica-020
tion when intent is uncertain and explicitly sig-021
naling unanswerable cases to avoid hallucina-022
tion. We evaluate URASys on Vietnamese and023
English QA benchmarks spanning single-hop,024
multi-hop, and real-world academic advising025
tasks, and release new dual-language ambigu-026
ous subsets for benchmarking interactive clarifi-027
cation. Results show that URASys outperforms028
strong retrieval-based baselines in factual ac-029
curacy, improves unanswerable handling, and030
achieves statistically significant gains in human031
evaluations for clarity and trustworthiness.032

1 Introduction033

Large Language Models (LLMs) have become a034

cornerstone of modern Question Answering (QA)035

systems (Rasool et al., 2024), demonstrating strong036

fluency across diverse tasks. As their capabilities037

expand, QA systems powered by LLMs are increas-038

ingly deployed in high-stakes, closed-domain en-039

vironments such as academic advising, where an-040

swers must remain precise and context-aware (Ra-041

iaan et al., 2024). Questions on tuition fees, course042

prerequisites, or institutional policies often carry 043

significant consequences: errors can delay grad- 044

uation, incur financial penalties, and mislead en- 045

rollment decisions, making factual grounding and 046

contextual sensitivity essential (Nguyen and Quan, 047

2025). This challenge is amplified in low-resource, 048

nuance-rich languages such as Vietnamese, where 049

syntactic variation and strong context dependence 050

complicate interpretation and motivate creating 051

dedicated datasets and benchmarks (Pham et al., 052

2024). Queries are frequently short, informal, and 053

underspecified, reflecting natural advising conver- 054

sations and exposing limitations of conventional 055

QA pipelines without interactive clarification. 056

Although LLMs provide strong generative capa- 057

bilities, they are inherently probabilistic and prone 058

to hallucination when facing vague or incomplete 059

questions (Li et al., 2024). Retrieval-Augmented 060

Generation (RAG) (Lewis et al., 2020) mitigates 061

this by grounding responses in external evidence, 062

yet most RAG pipelines assume queries are fully 063

specified and answerable. They often retrieve 064

loosely related passages and attempt to answer de- 065

spite insufficient evidence, rarely engaging in tar- 066

geted clarification (Fan et al., 2024). Such behav- 067

ior is especially problematic in advising contexts 068

where users expect not only answers but reliable 069

guidance. Recent advances such as IRCoT (Trivedi 070

et al., 2023), MiniRAG (Fan et al., 2025), Ligh- 071

tRAG (Guo et al., 2024), NodeRAG (Xu et al., 072

2025), and HippoRAG (Liu et al., 2025) improve 073

evidence synthesis and multi-hop retrieval through 074

interleaved reasoning and graph-based routing, but 075

they still treat queries as static inputs and lack 076

mechanisms for decomposition-driven understand- 077

ing, interactive clarification, and explicit unanswer- 078

able handling. These gaps highlight the need for 079

a reasoning-driven QA framework that can jointly 080

decide when to answer, when to clarify, and when 081

to explicitly signal no-answer without over-relying 082

on retrieval confidence. 083
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Table 1: Illustrative examples showing User (U) and URASys (S) handling different query types in educational QA.

Scenario Example

Normal: direct, well-specified question U: What are the prerequisites for Machine Learning 101?
S: Introduction to Programming and Basic Statistics.

Ambiguous: questions with multiple
interpretations, insufficient context, or
overly broad scope (Wang et al., 2023)

U: How much is the fee for this program?
S: The program has a tuition fee, a lab fee, and a registra-
tion fee. Could you clarify which one?
U: Tuition.
S: Tuition fee is 2 000 USD per semester.

Unanswerable: specific query with no
matching information in the database

U: What is the course instructor’s office phone number?
S: Sorry, our advising database stores only email ad-
dresses and no phone numbers.

To address these gaps, we introduce the Unified084

Retrieval Agent-Based System (URASys), a QA085

framework for closed-domain settings with under-086

specified or critical queries. Unlike prior RAG087

pipelines, URASys leverages agent-based reason-088

ing and a dual retrieval architecture under a Just089

Enough paradigm. It prioritizes understanding be-090

fore answering, engages in clarification when user091

intent is ambiguous, and explicitly signals unan-092

swerable when evidence is insufficient rather than093

hallucinating. A central Manager Agent performs094

query decomposition to infer intent and split com-095

plex questions into sub-queries for better evidence096

aggregation. It coordinates two specialized re-097

trieval agents: (i) a Document Retrieval Agent over098

a hybrid chunk-and-title corpus index for lexical099

and semantic search, and (ii) a FAQ Retrieval Agent100

querying an automatically generated Frequently101

Asked Questions (FAQs) repository created via an102

ask-and-augment procedure. This two-phase index-103

ing pipeline transforms raw documents into both ev-104

idence chunks and a standardized question–answer105

layer, enabling URASys to combine fast FAQ-style106

lookup with grounded document reasoning in a107

unified architecture.108

URASys jointly addresses three critical QA sce-109

narios: (1) resolving ambiguous queries via in-110

teractive clarification, (2) handling unanswerable111

cases through cross-source evidence synthesis and112

reasoning-driven decisions, and (3) answering stan-113

dard queries with grounded single-hop or multi-hop114

reasoning, as illustrated in Table 1. The clarifica-115

tion loop mirrors human advisory behavior, while116

the dual retrieval pipeline reflects the natural work-117

flow of consulting FAQs and policy documents.118

Our contributions are summarized as follows.119

• We introduce URASys, an agent-based QA 120

framework that integrates query decomposi- 121

tion, dual retrieval, and interactive clarifica- 122

tion under a Just Enough principle. This 123

paradigm prioritizes understanding over gen- 124

eration, enabling unified handling of standard, 125

ambiguous, and unanswerable queries while 126

improving accuracy and robustness in closed- 127

domain QA. We further propose a two-phase 128

indexing pipeline for dual retrieval, effective 129

in low-resource languages without requiring 130

complex graph infrastructure. 131

• We comprehensively evaluate URASys on 132

Vietnamese and English QA benchmarks 133

covering single-hop and multi-hop closed- 134

domain tasks and a real-world academic advis- 135

ing dataset, including unanswerable subsets. 136

URASys outperforms both traditional and ad- 137

vanced RAG baselines in factual accuracy. 138

• We release new ambiguous subsets targeting 139

interactive clarification, enabling systematic 140

evaluation of underspecified queries in both 141

English and Vietnamese and establishing a 142

benchmark for this underexplored setting. 143

• We conduct real-world human evaluations 144

with end users interacting with the deployed 145

system, demonstrating practical effectiveness 146

in live advising workflows and statistically 147

significant gains in user satisfaction. These 148

results highlight the broader applicability of 149

URASys to other high-stakes, closed-domain 150

QA scenarios beyond academic advising. 151

All code and datasets will be released to ensure 152

full reproducibility and to support future research. 153
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Agent Teams

Tuition fees vary by program. Which
program are you enrolled in?

Augmented
Documents

Augmented
FAQs

Request Clarification  Answer Generation

How is tuition calculated if I
retake a course in summer?

What is the fee for retaking a course?

Is summer tuition different?

Are there extra fees in summer retakes?

Document Search Agent

MCP
Servers

FAQ Search Agent

Aggregating retrieved information

Manager Agent

User

Figure 1: Overview of the URASys framework. Each user query is decomposed into n sub-queries, handled by
parallel agent teams consisting of FAQ and document agents. Retrieved evidence is aggregated and used to generate
a final answer, with optional clarification or explicit no-answer signaling if needed.

2 Related Works154

2.1 RAG and Recent Advances155

RAG has emerged as a promising approach for im-156

proving factual accuracy in QA systems by ground-157

ing LLM outputs in retrieved evidence (Lewis et al.,158

2020). Standard pipelines often combine dense re-159

trievers, token-based methods such as BM25, or160

hybrid approaches with generative models to pro-161

duce context-aware responses (Fan et al., 2024), but162

typically assume well-formed inputs and underper-163

form when queries are vague or underspecified. Re-164

cent studies propose advanced retrieval-reasoning165

architectures: IRCoT (Trivedi et al., 2023) alter-166

nates retrieval and reasoning in multi-step QA;167

LightRAG (Guo et al., 2024) and MiniRAG (Fan168

et al., 2025) enhance indexing with graph structures169

and semantic-aware topologies; NodeRAG (Xu170

et al., 2025) integrates heterogeneous graphs for171

structured evidence; HippoRAG (Gutierrez et al.,172

2024) employs hierarchical memory to capture173

long-range dependencies. While these models ex-174

cel on benchmarks, they rely on high-quality inputs175

and complex infrastructure, posing challenges in176

resource-constrained, high-stakes domains such as177

educational QA. Critically, they lack mechanisms178

for interactive clarification and explicit unanswer-179

able handling, motivating architectures combining180

modular retrieval with clarification-first interaction181

for ambiguous and underspecified queries.182

2.2 Interactive Clarification, Unanswerable183

Handling, and Multi-Agent QA184

Most QA systems treat user queries as fully spec-185

ified and directly answerable. Interactive clar-186

ification challenges this assumption by posing 187

follow-up questions to resolve vagueness (Guo 188

et al., 2021), showing promise in task-oriented 189

settings but remaining underexplored in academic 190

advising, where precision is critical (Deng et al., 191

2024). Surveys on Asking Clarification Ques- 192

tions datasets highlight the lack of standardized 193

resources for training systems to handle ambigu- 194

ity (Rahmani et al., 2023). In parallel, multi-agent 195

QA decomposes tasks into retrieval, reasoning, 196

and planning roles (Viswanathan et al., 2022; Eliz- 197

abeth et al., 2025; Deng et al., 2025), but few 198

integrate lightweight retrieval with clarification 199

into deployable pipelines for informal, context- 200

dependent queries. Work on unanswerable QA 201

has focused mainly on extractive benchmarks like 202

SQuAD 2.0 (Rajpurkar et al., 2018), with limited 203

evaluation in LLM-based RAG and rare integration 204

of cross-source synthesis with explicit no-answer 205

signaling. These gaps motivate URASys, which 206

combines clarification, agent-based reasoning, and 207

dual-agent retrieval to decide when a query is an- 208

swerable, when it requires interactive clarification, 209

or when it should be explicitly marked as unanswer- 210

able. They further underscore the need for Ambigu- 211

ous QA datasets in both English and low-resource, 212

nuance-rich languages such as Vietnamese, with a 213

particular emphasis on educational QA contexts. 214

2.3 System Overview 215

Figure 1 illustrates the overall architecture of 216

URASys. When a user submits a query q, the Man- 217

ager Agent first analyzes its structure and seman- 218

tics, then decomposes it into a set of sub-queries 219
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{q1, q2, . . . , qn}. Each sub-query qi is assigned220

to a dedicated agent team Ai, which comprises221

two specialized components: a FAQ Search Agent222

and a Document Search Agent. These teams oper-223

ate concurrently, retrieving relevant evidence from224

both an augmented FAQ repository F and a struc-225

tured document corpus D, yielding evidence sets226

Ei = Ai(qi,F ,D). Once retrieval is complete,227

the Manager Agent aggregates the results into a228

unified evidence pool E =
⋃n

i=1Ei, which serves229

as the basis for generating the final answer. If230

the evidence is insufficient or contradictory, the231

system proactively engages the user in a clarifica-232

tion round before finalizing the response, and in233

rare cases where both retrieval streams provide no234

supporting signals, URASys gracefully returns an235

explicit no-answer response. This architecture en-236

ables URASys to handle ambiguous, incomplete, or237

context-dependent queries with high precision and238

modularity, particularly in educational domains.239

2.4 Modular Agent Design240

URASys follows a modular multi-agent architec-241

ture inspired by how human advisors handle com-242

plex or underspecified queries. In real-world educa-243

tional settings, effective advising typically involves244

two key behaviors: (i) seeking clarification when a245

user’s intent is unclear, and (ii) consulting multiple246

sources to ensure accurate and comprehensive re-247

sponses. These practices motivate the separation of248

responsibilities in URASys, enabling each agent to249

specialize while maintaining coherent coordination250

through a central controller.251

Manager Agent The Manager Agent is the sys-252

tem’s central reasoning component. It orchestrates253

the workflow by decomposing the user query into254

sub-queries, delegating them to retrieval agents,255

evaluating the evidence, and deciding whether the256

system is ready to respond confidently. Its decision-257

making follows the Just Enough principle: an an-258

swer is generated only when the evidence is both259

sufficient and internally consistent. To implement260

this, the agent adopts two complementary prompt-261

ing strategies: Tree-of-Thought (Yao et al., 2023),262

which explores multiple reasoning paths in parallel,263

and Chain-of-Thought (Wei et al., 2022), which264

enforces coherent, step-by-step logic. If the ag-265

gregated evidence is inconclusive or contradictory,266

the Manager Agent applies ask-before-answer: it267

refrains from speculation and initiates clarification268

to refine the user query. If clarification fails or key269

Algorithm 1: Manager Agent Reasoning
Input: Query q, LLM pθ, FAQ corpus F ,

document corpus D, max attempts T
Output: Answer a or clarification qc
t← 0 ;
while t < T do

S ← Decompose(q) ;
E ← ∅ ;
foreach qi ∈ S do

E ← E ∪ FAQSearch(qi,F) ∪
DocSearch(qi,D) ;

if IsSpecific(q) and
HasDirectAnswer(E) then

a← GenerateAnswer(pθ, E) ;
return a ;

else if IsBroad(q) and
RevealCategories(E) then

qc ← ExtractCategories(E) ;
return AskClarification(qc) ;

else if IsVague(q) or Insufficient(E)
then

if t+ 1 < T then
q ← Refine(q, E) ;

else
return NoInformationFound() ;

t← t+ 1 ;

information is missing, it explicitly reports that no 270

answer can be provided. This iterative reasoning 271

workflow is formalized in Algorithm 1. 272

Retrieval Sub-Agents To retrieve information 273

from distinct sources, the system instantiates two 274

specialized LLM-based retrieval agents: one for 275

FAQs and one for official documents. Each sub- 276

query qi is processed concurrently by a dedicated 277

agent pair Ai, which is instantiated dynamically 278

and invoked through a unified tool interface, imple- 279

mented as a function named search_information 280

and called by the Manager Agent. 281

• The FAQ Search Agent is optimized for high- 282

precision lookup over a curated FAQ repos- 283

itory F . It performs lightweight iterative 284

search, with at most a few reformulation at- 285

tempts based on result adequacy. 286

• The Document Search Agent performs seman- 287

tic retrieval over a structured corpus of aca- 288

demic and administrative documents D. This 289

agent follows a more elaborate prompting 290
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Phase 1: Chunk-and-Title

Augmented FAQs

Q1:  Do International, High‑Quality, or Joint‑program
students pay extra when retaking summer courses?
A1: Yes, these programs add an additional 15 % service fee
to the standard summer tuition.
Q2: What percentage surcharge applies to special programs
during summer retakes?
A2:  A 15 % service fee is levied on top of the normal
summer tuition for those programs.
Q3: Why is the surcharge applied to these special programs?
A3: The fee offsets higher operational costs associated with
International, High‑Quality, and Joint programs.

FAQ
Creator

FAQ
Expander

Tuition for Summer Retakes |  Summer course retakes are
charged per credit at the official rate for the current
academic year.

Semantic Chunker

Any student who retakes a course during the summer
semester shall be charged tuition on a per‑credit basis at the
rate published for that academic year.  Students enrolled in
International, High‑Quality, or Joint Training Programs are
subject to an additional service charge of 15 % on top of the
standard summer tuition. The surcharge is intended to cover
the higher operational costs of these programs.  The
schedule of tuition and surcharges is reviewed annually by
the Office of Academic Affairs and may be adjusted without
prior notice. Students are advised to consult the official
bulletin before registering for summer courses.
[...]

Finance Regulation #8
Any student who retakes a course during the summer
semester shall be charged tuition on a per‑credit basis at the
rate published for that academic year. 

Students enrolled in International, High‑Quality, or Joint
Training Programs are subject to an additional service charge
of 15 % on top of the standard summer tuition. The
surcharge is intended to cover the higher operational costs
of these programs. 

The schedule of tuition and surcharges is reviewed annually
by the Office of Academic Affairs and may be adjusted
without prior notice. Students are advised to consult the
official bulletin before registering for summer courses.

 
Summer course retakes are charged per credit at the official
rate for the current academic year.

Students in International, High‑Quality, or Joint programs
pay the standard summer tuition plus a 15 % service fee to
cover additional program costs.

Academic Affairs revises tuition rates yearly, and they may
change at any time without notice.

Chunk
Rewriter

Title
Assigner

15 % Surcharge for Special Programs |  Students in
International, High‑Quality, or Joint programs pay the
standard summer tuition plus a 15 % service fee to cover
additional program costs.

Annual Review of Fees |  Academic Affairs revises tuition
rates yearly, and they may change at any time without
notice.

Augmented Documents

Q1: What is the service‑fee percentage charged to special
programs for summer course retakes?
A1: A 15 % service fee is levied on top of the normal
summer tuition for those programs.
Q2: During summer retakes, what percent surcharge applies
to students in special programs?
A2:  A 15 % service fee is levied on top of the normal
summer tuition for those programs.

Phase 2: Ask-and-Augment

M
C
P

MCP

Figure 2: Two-phase indexing pipeline in URASys. Phase 1 (Chunk-and-Title) processes raw documents into
coherent text blocks composed of a concise title and a rewritten chunk, enabling effective hybrid document retrieval.
Phase 2 (Ask-and-Augment) generates and paraphrases question-answer pairs from each document block, forming a
high-coverage and query-resilient FAQ corpus.

loop, allowing multiple reformulations when291

necessary. At each step, it analyzes the query,292

refines the search expression, and evaluates293

results to decide whether to continue or stop.294

Both agents are strictly grounded: their final re-295

sponses must be based solely on content returned296

by their respective retrieval tools, with no specula-297

tive or hallucinated generation. Each agent commu-298

nicates with its backend service using the Model299

Context Protocol (MCP) over Server-Sent Events300

(SSE), allowing low-latency streaming of search301

results. This behavior implements a constrained302

form of CoT reasoning applied externally via tool303

outputs rather than internal deliberation alone.304

2.5 Hybrid Retrieval Technique305

Each retrieval sub-agent in URASys employs a306

hybrid search strategy that combines lexical and307

semantic signals via BM25 and dense vector re-308

trieval (Fan et al., 2024). Rather than aggregat-309

ing scores via a weighted linear combination (e.g.,310

α ·Dense + (1− α) ·BM25), which requires man-311

ual tuning of α, we adopt Reciprocal Rank Fusion312

(RRF) (Cormack et al., 2009), a simple yet effec-313

tive rank-based method that merges results with-314

out assuming score normalization or compatibility.315

Given two ranked lists L1 and L2 from BM25 and316

dense retrieval respectively, the fused score for a317

document d is computed as shown in Equation 1. 318

s(d) =

2∑
i=1

1

k + rankLi(d)
(1) 319

Here, rankLi(d) denotes the position of d in list 320

Li, and k is a smoothing constant. This formula- 321

tion ensures that documents ranked highly in either 322

modality receive strong fused scores, enhancing 323

both robustness and interpretability. 324

2.6 Proposed Indexing Strategy 325

To support high-quality retrieval for the two spe- 326

cialized agents in URASys, namely the Document 327

Search Agent and the FAQ Search Agent, we de- 328

sign a two-phase indexing pipeline as illustrated in 329

Figure 2. Each phase constructs a distinct type of 330

retrieval unit tailored to the specific needs of its cor- 331

responding agent. This pipeline is tightly coupled 332

with a suite of LLM-based modules, including the 333

Chunk Rewriter, Title Assigner, FAQ Creator, and 334

FAQ Expander, all implemented through prompt- 335

based techniques (Kamath et al., 2024). These com- 336

ponents enable flexible adaptation to new domains 337

and play a central role in generating semantically 338

rich and query-resilient retrieval units. 339

Phase 1: Chunk-and-Title Given a raw docu- 340

ment d, we apply a semantic chunking module to 341

segment it into a set of discourse-aligned fragments 342
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SemanticChunker(d)→ {d1, d2, . . . , dn}, where343

each di is a semantically coherent span. Because344

these initial fragments may include mid-sentence345

boundaries or depend on broader context, each di346

is rewritten with document-level context using a347

context-aware module ChunkRewriter(di, d) →348

ci to produce a self-contained and fluent chunk.349

Each rewritten chunk ci is then passed through a ti-350

tle assignment function TitleAssigner(ci)→ ti,351

which generates a concise and descriptive title sum-352

marizing the core content. Finally, the title and353

chunk are concatenated into a single final chunk354

xi = Concat(ti, ci), forming an augmented docu-355

ment corpus356

D = {x1, x2, . . . , xn}
where each xi is a unified retrieval unit that com-357

bines a semantic anchor with its associated con-358

tent. This corpus serves as the retrieval basis for359

the Document Search Agent, which performs hy-360

brid retrieval over each xi using both lexical and361

semantic signals. The inclusion of titles enhances362

retrieval effectiveness by injecting salient keywords363

that benefit sparse retrieval, while preserving the364

semantic richness of the underlying chunk.365

Phase 2: Ask-and-Augment Each final chunk366

xi ∈ D, which contains both the generated ti-367

tle and rewritten chunk, is passed to a FAQ gen-368

eration module FAQCreator(xi) to synthesize m369

canonical FAQ pairs {(qi,1, ai,1), . . . , (qi,m, ai,m)}.370

These questions are designed to reflect plausible371

user intents, guided by the semantic scope in-372

troduced by the title and grounded in the con-373

tent of the chunk. To improve robustness against374

surface variation in user phrasing, each question375

qi,j is paraphrased into k diverse variants via376

FAQExpander(qi,j)→ {q(1)i,j , . . . , q
(k)
i,j }, all sharing377

the same answer ai,j . The result is a richly para-378

phrased FAQ corpus379

F = {(q(l)i,j , ai,j) | i ∈ [1, n], j ∈ [1,m], l ∈ [1, k]}
which serves as the retrieval basis for the FAQ380

Search Agent. The inclusion of multiple para-381

phrases for each intent improves coverage and in-382

creases robustness to syntactic and stylistic varia-383

tion, which is especially important for Vietnamese,384

where the same meaning can be expressed in many385

different ways.386

3 Experimentations387

We conduct two experiments to evaluate URASys388

in terms of retrieval performance and real-world us-389

ability. The first benchmarks our system against a 390

range of state-of-the-art (SOTA) and classical RAG 391

baselines across multiple public QA datasets, cov- 392

ering diverse reasoning types and domain settings. 393

The second is a user study with real end-users to 394

assess practical effectiveness and user trust under 395

different interaction scenarios. 396

3.1 Datasets 397

We evaluate URASys on five datasets spanning 398

three QA settings: single-hop, multi-hop, and 399

domain-specific queries. For each public dataset, 400

we sample 1,000 representative questions. Several 401

include unanswerable cases, making them well- 402

suited for testing the system’s ability to handle 403

uncertainty and trigger clarification. 404

Single-hop QA SQuAD 2.0 (Rajpurkar et al., 405

2018) has English questions from Wikipedia, in- 406

cluding adversarially unanswerable. UIT-ViQuAD 407

2.0 (Nguyen et al., 2022) is its Vietnamese counter- 408

part with similar design. 409

Multi-hop QA HotpotQA (Yang et al., 2018) and 410

VIMQA (Le et al., 2022) require reasoning over 411

multiple documents. VIMQA adapts this to Viet- 412

namese, making it suitable for low-resource multi- 413

hop evaluation. 414

Domain-specific QA UniQA is a custom dataset 415

of real-world Vietnamese student queries on uni- 416

versity admissions. Each question links to official 417

academic documents, reflecting URASys’s target 418

deployment scenario. 419

We also build ambiguous subsets from SQuAD 420

2.0, UIT-ViQuAD 2.0, and UniQA. These include 421

underspecified questions requiring clarification, 422

paired with ground-truth paraphrases of clarified 423

queries, providing a dedicated benchmark for inter- 424

active clarification in both English and Vietnamese. 425

3.2 Evaluation Metrics 426

Standard metrics like Exact Match (EM) and 427

token-level F1 often overlook reasoning quality, 428

especially in multi-hop or underspecified scenar- 429

ios (Schuff et al., 2020). We instead use the LLM- 430

as-a-Judge protocol (Gu et al., 2024), where an 431

external model scores answer correctness and ex- 432

planation quality. For unanswerable subsets, mod- 433

els must indicate insufficient information, while for 434

ambiguous ones they should request necessary clar- 435

ifications. We also conduct a human evaluation, 436

with participants rating outputs on seven dimen- 437

sions (e.g., factuality, trust) using a 5-point Likert 438
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Table 2: Answer correctness percentages (↑) across five QA benchmarks. For datasets with unanswerable and
ambiguous questions (SQuAD 2.0, UIT-ViQuAD 2.0, UniQA), results are split into Overall, Unanswerable (Unans.),
and Ambiguous (Ambig.) subsets. Best scores are in bold; second-best are underlined.

Method SQuAD 2.0 UIT-ViQuAD 2.0 HotpotQA VIMQA UniQA Ambiguous Subsets

Overall Unans. Overall Unans. Overall Unans. SQuAD UIT-ViQuAD UniQA

Naive RAG (Dense) 30.3 7.2 18.2 2.9 11.3 41.2 40.1 9.2 14.8 11.6 13.8
Naive RAG (BM25) 30.1 13.6 18.7 3.4 11.8 40.0 39.8 9.3 12.9 31.3 8.6
Naive RAG (Hybrid) 30.3 8.3 18.3 3.7 11.6 42.4 41.3 9.03 10.6 21.3 3.2

IRCoT 45.3 33.4 46.9 28.0 43.2 20.7 56.7 9.4 13.7 31.7 67.5
LightRAG 43.4 36.2 44.3 49.0 59.0 76.0 51.8 51.0 18.2 45.6 68.2
MiniRAG 49.0 10.6 55.0 11.3 21.7 54.5 52.6 49.0 17.5 70.5 36.9
NodeRAG 44.1 23.0 48.1 8.1 56.7 45.3 67.7 14.0 69.3 68.3 32.5
HippoRAG 2 67.3 56.2 78.8 54.0 60.3 75.0 50.7 13.0 67.4 62.7 49.7

URASys (Ours) 75.0 83.7 80.0 86.5 90.0 83.2 85.0 82.6 71.9 73.9 81.2

scale (Batterton and Hale, 2017), complementing439

automatic metrics with user-centered feedback.440

3.3 Baselines441

We evaluate URASys by comparing it against the442

following baselines.443

Naive RAG A basic RAG pipeline using BM25,444

dense retrieval, and hybrid retrieval with score in-445

terpolation (Fan et al., 2024).446

IRCoT + SOTA LLM Multi-step QA approach447

interleaving retrieval and CoT reasoning using a448

SOTA LLM (Trivedi et al., 2023).449

LightRAG Incorporates graph structures into450

text indexing and retrieval (Guo et al., 2024).451

MiniRAG Lightweight system with small LLM452

and heterogeneous graph index for efficient struc-453

tured retrieval (Fan et al., 2025).454

NodeRAG Graph-based framework integrating455

structured evidence for improved multi-hop re-456

trieval (Xu et al., 2025).457

HippoRAG 2 Retrieval system inspired by hip-458

pocampal theory for better long-term knowledge459

integration (Gutiérrez et al., 2025).460

3.4 Implementation Details461

To ensure consistency and fairness, we adopt462

Google’s gemini-2.0-flash1 as the LLM back-463

bone for all baselines. For embeddings, we464

use OpenAI’s text-embedding-3-large2, a high-465

performance multilingual model suited to our di-466

verse datasets. All advanced baselines run with467

1https://ai.google.dev/gemini-api/docs/models/
#gemini-2.0-flash

2https://platform.openai.com/docs/models/
text-embedding-3-large

default hyperparameters to reflect typical out-of- 468

the-box performance. For LLM-as-a-Judge eval- 469

uation, we use the GPT-4o API3. For our custom 470

ambiguous subsets, prompts are designed to enable 471

the LLM to ask users for clarification when addi- 472

tional information can improve answer accuracy. 473

3.5 Results and Analysis 474

Table 2 reports answer correctness percentages 475

across five QA benchmarks, divided into Overall, 476

Unanswerable, and Ambiguous subsets. URASys 477

consistently outperforms all baselines across all 478

subsets, with especially large gains on unanswer- 479

able (83.7% on SQuAD 2.0, 86.5% on UIT- 480

ViQuAD 2.0) and ambiguous questions (up to 481

81.2% on UniQA), surpassing the second-best Hip- 482

poRAG 2 by significant margins. While models 483

like NodeRAG and HippoRAG 2 perform well on 484

English data, their scores drop notably on Viet- 485

namese ambiguous and unanswerable subsets, ex- 486

posing cross-lingual challenges. Lightweight mod- 487

els such as MiniRAG show competitive results on 488

some Vietnamese ambiguous data but lag behind 489

URASys’s robust agent-based dual reasoning and 490

interactive clarification. Traditional RAG base- 491

lines with simpler retrieval struggle on complex 492

queries, underscoring the advantage of URASys’s 493

advanced architecture. Overall, URASys demon- 494

strates strong generalization across languages, do- 495

mains, and question complexities, effectively ad- 496

dressing real-world QA challenges, especially in 497

low-resource, multilingual contexts. 498

Table 3 reports results from a real-world human 499

evaluation of URASys. We deployed the system 500

to two groups of prospective university applicants: 501

3https://platform.openai.com/docs/models/
gpt-4o
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Table 3: Human evaluation scores from end-user deployment. Accuracy is binary; Number of Thoughts (NoT)
counts reasoning steps per answer; other metrics are rated on a 5-point Likert scale (↑).

Group Accuracy NoT Explanation Quality Trust

G1 0.80 1.95 4.51 4.26
G2 0.88 2.24 4.76 4.37

Table 4: Ablation study results across five QA datasets under the LLM-as-a-Judge protocol.

System Variant SQuAD 2.0 UIT-ViQuAD 2.0 HotpotQA VIMQA UniQA

URASys 0.75 0.80 0.90 0.83 0.85
w/o FAQ Search Agent 0.73 0.26 0.43 0.14 0.48
w/o Document Search Agent 0.59 0.16 0.86 0.15 0.62
w/o Manager Decomposition 0.72 0.22 0.87 0.21 0.63
w/o Proposed Indexing 0.71 0.29 0.85 0.29 0.64

10 first-year students (G1) and 10 high school se-502

niors (G2), each tasked with 20 randomly sampled503

queries about common university-related topics.504

Across both groups, URASys achieved high ac-505

curacy (>0.80) and answered with an average of506

only two reasoning steps. Participants rated the507

system highly in both explanation quality and trust-508

worthiness (>4.2), highlighting its potential for509

real-world deployment in educational settings.510

3.6 Ablation Study511

We conduct an ablation study by removing individ-512

ual components of URASys and evaluating their513

impact on answer correctness across five bench-514

mark datasets, as summarized in Table 4.515

The full URASys system consistently achieves516

the highest scores, confirming that its effectiveness517

stems from the synergy between its modules. On518

SQuAD 2.0, an English single-hop dataset, remov-519

ing any single component has limited effect (drop520

below 0.05), indicating that no individual module521

dominates in well-specified English queries. In con-522

trast, performance drops sharply on ViQuAD 2.0,523

a Vietnamese single-hop dataset, especially when524

either the sub-agents, particularly the Document525

Search Agent, or the query decomposition mod-526

ule is removed, with accuracy falling by more527

than 60%. Similar degradations occur when re-528

placing the Chunk-and-Title indexing with a stan-529

dard chunking baseline, highlighting the indexing530

strategy’s importance for handling ambiguous Viet-531

namese inputs. For multi-hop datasets, the absence532

of the FAQ Search Agent causes a 52% drop on533

HotpotQA and a 69% drop on VIMQA, showing534

that decomposing queries and retrieving supporting 535

FAQs is critical for multi-step reasoning, particu- 536

larly in low-resource languages. On UniQA, a 537

real-world educational dataset, removing the FAQ 538

Search Agent leads to the steepest decline (from 539

0.85 to 0.48), while other ablations reduce accuracy 540

by 20–25%. These results underscore the central 541

role of FAQ retrieval in educational domains, where 542

queries are often vague or fragmented. 543

4 Conclusion 544

We present URASys, a modular and interaction- 545

aware QA system tailored for educational scenarios. 546

Evaluated on five benchmarks, including multi-hop 547

and real-world academic datasets, URASys con- 548

sistently outperforms retrieval-based baselines in 549

factual accuracy and user trust. Its effectiveness 550

stems from integration of query decomposition, 551

dual-agent retrieval, and structure-aware indexing, 552

as shown by our ablation study. While designed 553

for education, the system architecture generalizes 554

well to domains where queries tend to be vague, 555

underspecified, or context-dependent, such as tech- 556

nical support or legal consultation. In such cases, 557

URASys can identify missing information and opt 558

not to answer until clarification is obtained, pre- 559

serving factual integrity. Future directions include 560

improving intent alignment in open-ended queries, 561

seamless updates to evolving knowledge sources, 562

and gradually replacing commercial LLM APIs 563

with in-house lightweight models. 564
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Limitations565

While URASys demonstrates strong performance566

and broad adaptability across QA scenarios, several567

practical limitations remain. First, the system relies568

on a prompting strategy that may require careful569

tuning and ongoing maintenance, particularly in570

dynamic or evolving domains. Second, although571

overall computation is lightweight and stable, the572

use of multiple LLM calls across agents can incur573

notable monetary cost when relying on commercial574

APIs. Third, while URASys is designed for respon-575

siveness and clarification, latency may increase for576

complex queries that involve deep decomposition577

or iterative refinement. These trade-offs between578

transparency, flexibility, and cost highlight direc-579

tions for future work, including more streamlined580

agent orchestration and the adoption of lightweight,581

self-hosted LLMs.582

Supplementary Materials Availability583

Statements584

All datasets used in our experiments are publicly585

available or accessible under minimal conditions.586

Specifically, SQuAD 2.0, UIT-ViQuAD 2.0 (via587

the VLSP 2021 - ViMRC Challenge), and Hot-588

potQA are freely accessible online. Access to589

VIMQA requires signing a user agreement and con-590

tacting the dataset maintainers. Code for baseline591

systems, including NodeRAG (Xu et al., 2025),592

HippoRAG2(Gutiérrez et al., 2025), and Mini-593

RAG (Fan et al., 2025), was obtained from their594

official repositories using the latest versions avail-595

able as of July 1, 2025. The UniQA dataset,596

its accompanying academic document collection,597

and the full implementation of URASys are re-598

leased at https://anonymous.4open.science/599

r/URASys/, including the ambiguous subsets600

used in evaluation.601
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Problem Solving with Large Language Models. In784
Thirty-seventh Conference on Neural Information785
Processing Systems.786

A Dataset Statistics787

To better characterize the datasets used in our ex-788

periments, we report descriptive statistics on con-789

text documents and evaluation queries. Table 5790

presents word-level statistics, including the num-791

ber of context documents, the maximum, minimum,792

and average context length, the number of eval-793

uation queries, and the number of unanswerable794

queries where applicable. The datasets vary widely795

in both context structure and query types. UniQA,796

derived from real-world educational content, con-797

tains significantly longer passages, with an average798

length over 1,200 words and a maximum exceed-799

ing 5,000. URASys maintains strong performance800

under these conditions, suggesting that it handles801

long-form, high-complexity contexts effectively.802

B Multi-hop Performance Breakdown803

To evaluate performance under varying reasoning804

demands, we conduct a stratified analysis on Hot-805

potQA and VIMQA by grouping questions accord-806

ing to reasoning hops. Table 6 presents accuracy807

across these levels.808

URASys performs strongly across all categories,809

particularly on 2-hop and 3-hop questions where it810

leads all baselines. For example, it achieves 0.89811

and 0.94 on 2-hop and 3-hop HotpotQA respec-812

tively, compared to 0.86 and 0.82 from the next813

best. This aligns with Table 3, where URASys814

averages two thoughts per answer, indicating struc-815

tured reasoning supported by query decomposition.816

Traditional RAGs also perform reasonably well817

on higher-hop queries. Dense RAG reaches 0.88818

on 4-hop HotpotQA, BM25 RAG reaches 0.90 on819

5+ hop VIMQA, suggesting that strong retrieval820

via dense embeddings or lexical overlap can some-821

times resolve complex questions without explicit822

reasoning. However, these methods often strug-823

gle when deeper inference or cross-document syn-824

thesis is required. NodeRAG and HippoRAG 2825

show competitive results at selected depths. For826

instance, NodeRAG reaches 0.89 on both 2-hop827

and 4-hop VIMQA, while HippoRAG 2 peaks at828

0.86 on 5+ hop HotpotQA. These results highlight829

the potential of graph-based indexing and memory-830

augmented retrieval, though their performance re- 831

mains inconsistent across datasets. In contrast, 832

URASys maintains robustness across depths by 833

combining retrieval specialization with adaptive 834

reasoning, and applies ask-before-answer to avoid 835

speculation when evidence is incomplete. 836

C Details of Human Evaluation 837

C.1 Procedure and Evaluation Criteria 838

To complement the LLM-as-a-Judge protocol, we 839

conducted a human evaluation involving 20 target 840

end-users, including 10 university freshmen (G1) 841

and 10 high school seniors (G2). These participants 842

were randomly recruited from admission-related 843

events and information sessions hosted by our uni- 844

versity. Each participant received a brief introduc- 845

tion to URASys and was invited to interact freely 846

with the system by asking 20 questions of personal 847

interest, as long as the topics fell within the scope 848

of the system’s indexed data. Each system response 849

was evaluated along nine dimensions, as follows. 850

• Number of Thoughts (NoT): The number 851

of intermediate reasoning steps generated be- 852

fore reaching a final answer. Higher values 853

often indicate more structured or multi-step 854

reasoning. 855

• Accuracy: Whether the final answer is fac- 856

tually correct, assessed using a binary label 857

indicating Correct or Incorrect. 858

• User Experience (UX): Overall satisfaction 859

with the system’s interface, clarity of output, 860

and ease of interaction. 861

• Explanation Quality: The clarity, coherence, 862

and usefulness of the accompanying explana- 863

tion, especially in helping users understand 864

the rationale behind the answer. 865

• Factuality: The extent to which the explana- 866

tion contains accurate and verifiable informa- 867

tion supported by retrieved evidence. 868

• Completeness: Whether the system’s output 869

fully addresses the user’s question without 870

omitting important aspects. 871

• Fluency: The grammatical correctness and 872

naturalness of the language used. 873

• Relevance: How directly the answer and 874

explanation pertain to the original question, 875

avoiding irrelevant or off-topic content. 876
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Table 5: Word-level context statistics and evaluation query composition across QA datasets.

Metric SQuAD 2.0 UIT-ViQuAD 2.0 HotpotQA VIMQA UniQA

Context document count 46 7 996 1000 42

Maximum context length 259 613 2075 676 5153
Minimum context length 27 99 103 8 298
Mean context length 91.1 182.1 972.4 264.7 1266.2

Unanswerable queries 492 200 – – 38
Evaluation query count 1000 1000 1000 1000 574

Table 6: Answer accuracy scores on HotpotQA and VIMQA, stratified by reasoning depth. Best scores are in bold;
second-best are underlined.

Method HotpotQA VIMQA

2-hop 3-hop 4-hop 5+ hop 2-hop 3-hop 4-hop 5+ hop

Sample count 550 300 121 29 500 300 150 50

() Naive RAG (Dense) 0.84 0.82 0.88 0.79 0.80 0.90 0.68 0.88
Naive RAG (BM25) 0.84 0.81 0.88 0.79 0.83 0.85 0.82 0.90
Naive RAG (Hybrid) 0.81 0.78 0.85 0.76 0.88 0.84 0.86 0.88

IRCot 0.86 0.80 0.81 0.76 0.89 0.79 0.89 0.60
LightRAG 0.86 0.80 0.81 0.76 0.89 0.79 0.89 0.60
MiniRAG 0.86 0.80 0.81 0.76 0.89 0.79 0.89 0.60
NodeRAG 0.86 0.80 0.81 0.76 0.89 0.79 0.89 0.60
HippoRAG 2 0.83 0.79 0.82 0.86 0.71 0.70 0.63 0.40
MiniRAG 0.69 0.47 0.40 0.50 0.88 0.45 0.47 0.60

URASys (Ours) 0.89 0.94 0.80 0.75 0.91 0.64 0.60 0.80

• Trust: The participant’s confidence in the sys-877

tem’s response, influenced by tone, coherence,878

and evidential grounding.879

C.2 Summary of Results880

In addition to Table 3, which reports scores on881

Accuracy, NoT, Explanation Quality, and Trust, we882

present the remaining human evaluation results in883

Table 7. These scores reflect average ratings from884

each user group on a 5-point Likert scale (↑).885

G1 reported higher satisfaction in terms of user886

experience (4.61) compared to G2 (3.73), likely887

because university freshmen are more accustomed888

to navigating institutional systems, whereas high889

school seniors may be more cautious due to the890

importance of the information for their university891

decisions or their familiarity with traditional advis-892

ing. Both groups gave strong ratings for fluency893

and factuality, indicating that URASys responses894

were generally clear, coherent, and grounded in895

reliable evidence. However, completeness received 896

lower scores (3.45 and 3.55), possibly because the 897

system prompts for clarification when facing vague 898

queries instead of guessing, which, while improv- 899

ing factual accuracy, can make the final answer 900

feel unresolved. This trade-off may also affect 901

perceived relevance, reflected in G1’s lower rele- 902

vance score (4.03) compared to G2 (4.75). Still, 903

trust and accuracy remain high across both groups, 904

confirming that URASys meets its core objective 905

of delivering reliable, well-supported answers in 906

educational settings. 907

The results suggest that different user groups 908

may prioritize different aspects of system behav- 909

ior, such as interaction flow versus completeness, 910

depending on their background and expectations. 911
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Table 7: Average human evaluation scores by user group on five additional dimensions.

Group UX Factuality Completeness Fluency Relevance

G1 4.61 4.34 3.45 4.96 4.03
G2 3.73 4.47 3.55 4.86 4.75

Table 8: Comparison of state-of-the-art (SOTA) methods on the UniQA dataset for university admission counseling.
The results are reported on three subsets: overall accuracy, unanswerable questions (Unans.), and ambious questions
(Amans.).

Method Overall Unans. Amans.

GPT-4o 49.3 37.1 18.2
Gemini-2.5-pro 24.05 25.8 12.1
Claude-3.7-Sonnet 37.8 16.9 15.4

URASys (Ours) 84.1 82.6 81.2
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