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ABSTRACT

Control variates are variance reduction techniques for Monte Carlo estimators.
They play a critical role in improving Monte Carlo estimators in scientific and
machine learning applications that involve computationally expensive integrals. We
introduce multilevel control functionals (MLCFs), a novel and widely applicable
extension of control variates that combines non-parametric Stein-based control
variates with multi-fidelity methods. We show that when the integrand and the
density are smooth, and when the dimensionality is not very high, MLCFs enjoy
a faster convergence rate. We provide both theoretical analysis and empirical
assessments on differential equation examples, including Bayesian inference for
ecological models, to demonstrate the effectiveness of our proposed approach. Fur-
thermore, we extend MLCFs for variational inference, and demonstrate improved
performance empirically through Bayesian neural network examples.

1 INTRODUCTION

The paper focuses on the estimation of intractable integrals, where the integrands lack closed-form
solutions or expressions and are computationally expensive to evaluate. The integrals are of the form

o[f] = [, f(x)n(x)dz, (1)

where II is a distribution with a Lebesgue density m on X C R?, and f : X — R is the integrand
of interest. Assume that f is square-integrable, that is, I1[f2] < occ. This is a common challenge in
diverse applied fields such as finance (Glasserman, [2004; (Chen et al.,2024), aerospace engineering
(Morio & Balesdent, [2015} |Geraci et al., 2017), hazard analysis (Geist & Parsons}, 2006; Dalbey et al.|
2008), medical physics (Rogersl 2006), among many others. This also frequently arises in statistics
and machine learning, such as computing normalizing constants in probabilistic models (Atay-Kayis
& Massam), 2005} |Ohsaka & Matsuoka, [2020; (Chehab et al., [2023)), performing Bayesian inference
(Golinski et al.,[2019), training energy-based models (Song & Kingmal [2021) and variational inference
(Buchholz et al.| 2018} Vahdat & Kautz, |2020; |[Fujisawa & Sato, |[2021)).

Motivation Monte Carlo (MC) (Liul 2001; Rubinstein & Kroese} 2016) is the most widely used
approach for estimating the integrals defined in Equation (I). However, MC estimators tend to
have high variance and slow convergence rates (Assaraf & Caffarel, [1999; |Oates et al., [2019).
Meanwhile, when dealing with complex scientific models, sampling or evaluating the integrand can
be computationally expensive, e.g., large-scale computer simulators or costly experiments (Sanchez;
Linares et al., 2016). To achieve the desired accuracy, the overall sampling and evaluation cost
with standard MC can be prohibitive. One way to improve the efficiency of MC estimators is to
reduce the variance of the integrand by control variates. Control variates (CVs) (Robert et al.,|1999),
including both parametrized CVs (Assaraf & Caffarel, | 1999; |South et al., [2022; |Sun et al., |2023b;
Sunl 2023)) and non-parameterized CVs (Oates et al.|[2017;[2019), are variance reduction techniques
for MC estimators. This is achieved by designing and learning a function g (known as control variate)
well correlated to the integrand f. Another approach for computationally expensive functions is
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Figure 1: Ilustration Example. (a): fy, f1 and f> are coarse, medium and fine approximations to f.
(b)(c)(d): Compared with MLMC, after applying MLCF, the green curves become much flatter and
closer to II[ f; — f;—1] (red dotted lines) than the original f; — f;_1 (blue curves) used at each MLMC
level. (e): Compared with CF, although applying CF to fs (purple curve) already reduces variance,
MLCEF leverages the multilevel structure. Thus, fine levels, e.g. fo — f1 (in (d)), themselves show
smaller variance than f5 (in (e)) and MLCF further decreases this variance (in (d)). This demonstrates
that MLCF reduces the variance significantly.

the use of multi-fidelity methods (Peherstorfer et al.||2018}; |[Fernandez-Godino, [2023)), which have
shown to be a useful scheme by compensating high-cost function approximations with low-cost
ones, thereby reducing the overall computational cost. This particular scheme is highly related to the
framework of multilevel Monte Carlo (MLMC) (Giles}, 2008} 2015)), which is designed for expensive
integrands when cheaper approximations are available or can be constructed at several levels, e.g.
tsunami modeling (Sanchez-Linares et al., 2016} |L1, 2024; [Li et al., [2025). MLMC uses a sequence
of multi-fidelity models to construct a telescoping sum for the original integral in Equation (I). The
telescoping sum consists of the expectations of increments between successive multi-fidelity models,
namely f; and f;_;, with [ indexing the hierarchy of accuracy levels. Given a fixed computational
budget, MLMC yields more accurate estimates than standard MC estimators (Giles|, 2015). This
gain in performance has led to the widespread use of MLMC, not only in scientific applications but
also as a powerful tool for enhancing many areas in machine learning, such as variational inference
(Fujisawa & Sato, [2021). From the perspective of variance reduction for MC, MLMC treats the
low-fidelity model f;_1 as a control variate for the high-fidelity model f;. This implies, however, that
the variance of their differences is not minimized. Meanwhile, the existing work of CVs does not
fully explore and exploit the inherent property of these multi-fidelity models of which the ‘precision’
can be decided and altered. See Figure([I|for an illustrative example, with the corresponding results

in Appendix

Motivated by the above insights and unsolved problems, we propose a broadly applicable extension
of control variates that integrates the strengths of control variates and multi-fidelity methods, in
a manner analogous to multilevel Monte Carlo (Giles, 2008; [2015). In particular, we focus on
non-parametric Stein-based control variates, control functionals (CFs), which naturally lead to a novel
class of estimators named Multilevel Control Functionals (MLCFs). By leveraging the multi-fidelity
structure alongside a derived variance bound allows us to assign the optimal sample sizes across all
fidelity levels. Meanwhile, as we shown in Section [3|and Section[d, MLCFs are widely applicable. It
can be applied to inference problems under un-normalized densities which are common in Bayesian
inference, and can also be extended to variational inference as shown in this work.

Limitations of Previous Techniques Although several related methods exist, their practical use
is often constrained by inherent limitations. For example, (Li et al., [2023) combined Bayesian
quadrature with MLMC, but the method was restricted to specific kernel-distribution pairs and was
not suitable for complex distributions such as unnormalized distributions in Bayesian inference.
Similarly, existing works on multilevel control variates are tailored for specific cases. |[Nobile & Tesei
(2015)) used the solution to an auxiliary diffusion problem with smoothed coefficients as the control
variate, which was only applicable to specific partial differential equations. |[Fairbanks et al.|(2017)
used a low-rank representation for high-fidelity models to construct a control variate. |Geraci et al.
(2017) used a simplified physical model, which required additional expert knowledge. In contrast, the



Published as a conference paper at ICLR 2026

proposed MLCFs are broadly applicable and can be implemented without reliance on domain-specific
expertise.

Our Contributions In summary, the main contributions of this work are: (i) We propose a novel
variance reduction method, MLCFs, which leverages both the multi-fidelity structure of integrands
and CFs, and is broadly applicable; (ii) We provide theoretical variance bounds as well as theoretical
optimal sample sizes for MLCFs in Section [3} (iii) We extend MLCFs for variational inference in
Section 3]and Section @} (iv) We demonstrate that MLCFs are widely applicable through a series of
carefully designed experiments in Section 4]

2 BACKGROUND

In this section, we briefly review existing constructions for Stein-based control variates, multi-fidelity
models and multilevel Monte Carlo methods.

2.1 CONTROL VARIATES

Monte Carlo and Control Variates We assume f isin £2(II) := {f : X — Rs.t. [I[f?] < oo}.
This assumption is often required as the variance of f, V[f] := II[f?] — (II[f])?, is bounded (Oates
et al.l |2017; South et al.|[2022)). Given evaluations of the integrand f at n independent and identically
distributed (i.1.d) realisations {z;}?_; from II, the Monte Carlo estimator of Equation (1)) is

1CIMC[JC] = %Z?:l ACHE

The above estimator follows a central limiting theorem: /n(Iyc[f] — I[f]) = N (0, V[f]). Thus,
the convergence rate of the estimator is often determined by the sample size n and the variance V[f].
It often requires a large number of function evaluations to achieve the desired accuracy. Similar results
hold for Markov Chain Monte Carlo (MCMC) (Dellaportas & Kontoyiannis} 2012} |Alexopoulos
et al., 2023) and quasi-Monte Carlo methods (Hickernell et al.,|2005). In this work, we will focus
on the Monte Carlo case. One way to improve the performance of Monte Carlo (MC) estimators
is to identify a function g € £2(II) with known mean Il1[g] such that V[f — g] is small. Such g is
also known as control variates (CVs). Finding g with a known mean II[g] is then the first challenge.
When IT is relatively simple, ad-hoc methods such as Taylor expansions of the integrand f can be
used (Paisley et al.| [2012; 'Wang et al., [2013). While for more general and complex distributions,
the ones often encountered in Bayesian inference, we can employ Stein’s method (Anastasiou et al.|
2023)) to construct such functions which are also known as Stein-based control variates.

General Recipe of Stein-based Control Variates Stein-based control variates (Oates et al., 2017}
Si et al.| [2022; South et al., [2022; |Sun et al.| [2023alb) are variance reduction tools for Monte Carlo
integration. They are also widely used in the cases when the density is unnormalized and when the
samples are MCMC samples, which often appears in Bayesian inference. The first step is to construct
a candidate set G such that II[g] = 0 for Vg € G. This can be achieved by using Stein’s operators Sy
(e.g. the Langevin Stein operator); see (Anastasiou et al.,2023) for a detailed review. By using the
zero-mean property, we have I1[f — g] = II[f] for Vg € G. The second step is to select an effective
control variate g € G with reduced variance, i.e., V[f — g] = I[[(f — g — T[f — g])?] < V[f] (Oates
et al.l 2017;|Zhu et al.,[2019; South et al.| 2022)). Such an effective control variate g is often learnt by
minimizing the empirical (penalized) variance of V[f — g] conditioning on m samples {z;}; and
their function evaluations from all samples {x;}?_, available. Then, through estimating II[f — g]
with the remaining n» — m function evaluations, we can get an estimate of IT[f] with reduced variance
and improved accuracy, given by

Hev[f] = 2= 300 (F(@i) — g(x).

Control Functionals We consider a non-parametric family of control variates, control functionals
(CFs) (Oates et al., [2017;2019), which is designed for single Monte Carlo integration problems. It is
a class of non-parametric Stein-based control variates based on reproducing kernel Hilbert spaces
(RKHS). It applies the Langevin Stein operator Sy onto vector-valued functions u € C1(X) x -+ - x
C!(X) which takes the form Spy[u](z) := V, - u(z) + u(z) - V, log 7(z) where V- denotes the
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divergence operator and V denotes the gradient operator. Each component function u; : X — R is
constrained to belong to a Hilbert space H. Let H}, be the RKHS induced by a reproducing kernel k.
The image of U := Hy, X --- X Hj under Sy is a RKHS G with kernel kg (also known as a Stein
kernel); see Equation (I0) in Appendix[A.2] [Oates et al| (2017, 2019) used functional approximations
s(x) = B + Sn[u](x) where /3 and u are selected by solving a constraint least-square optimisation
problem in G conditioning on m samples {x; }7*; and {f(x;)} ;. The control functional takes the
form of: g, (x) = s(x) — II[s]. The standard control functional estimator is given by

N T 0 y0y—1 0
Mg ™[] =2 L A = ko(XY, XO)ko (X0, XO) 7L F(X0) — (22 ity )1}

where X0 = (1‘1, ce axm)—r? X' = (xm—i-la ce axn)T’ (f(XO))z = f(‘ri)’ (kO(Xoa XO))'L'J' =
ko(ai, ;). forall i, j € {1,...,m}, and (F(X1));i = f(2mei). (ho(XT, XO))is = ko(@mis ;).
foralli € {1,...,n —m},and forall j € {1,...,m}. A major drawback of control functional is
the O(m?) computational cost, which can be alleviated by using stochastic optimization as in (Zhu
et al., 2019;|S1 et al.| |[2022; |Sun et al., [2023a3b). Meanwhile, this would not be an severe issue in
the setting considered in this work as such cost is much smaller than the cost of the evaluation of
integrand.

2.2 MULTI-FIDELITY MODELS AND MULTILEVEL MONTE CARLO

Multi-fidelity models have been used to accelerate a wide range of algorithms and related applications,
including uncertainty propagation, inference, and optimization. The main intuition behind multi-
fidelity models is to employ cheaper and less accurate models with low computational cost (a.k.a.
low fidelity models) to generate additional supplementary data for the expensive and more accurate
models (a.k.a. high fidelity models). See (Peherstorfer et al.l | 2018)) for a detailed review.

Multilevel Monte Carlo (Giles, [2008;2015)) uses a hierarchy of approximations fy, f1,..., f—1 to
fr = f with increasing levels of accuracy and cost to estimate the integral of interest. The method
can achieve a higher accuracy with a lower computational cost compared to MC using only the
fr := f. Given the sequence of approximations, MLMC sums up the estimates of the corrections
with respect to the consecutive lower level and obtain the telescoping sum

T[f] = T[f] = Y o Of — fioil, 2)

where f_; := 0 to simplify the equations. MLMC estimates each of these integrals in the telescoping
sum independently. At each level, MLMC uses a MC estimator to estimate II[f; — f;_;] by drawing
i.i.d samples {x(; ;) };, from IT and evaluating f;(z(;;)) and f;_1(2(;,)). Therefore, the unbiased
MLMC estimator takes the form

Ty f] = S o Tvelfi — fia] = S L (fileaay) = fira(zas)) -

From the view of variance reduction, f;_; can be regarded as a control variate for f; for all levels. It
has shown that by carefully analysis of the number of samples assigned to each level, MLMC can
largely improve efficiency over standard MC when the desired accuracy is fixed (Giles} 2015). Such
MLMC methods have also shown successes in various fields including probabilistic numeric (Li et al.
2023)), simulation-based inference for multiple simulators of various fidelity (Hikida et al.| [2025) and
variational inference (Fujisawa & Satol 2021} Shi & Cornish, [2021]).

3 METHODOLOGY

We now present the proposed method multilevel control functionals (MLCFs). In general, a MLCFs
estimator of II[f] in Equation (1) takes the form of,

Mvicrlf] = ZzL:o ﬁ Yot (filzasy) — fici(@asy) — (silzag) —s),  3)

where s; — II[s;] is the control functional at each level [, a non-parametric Stein-based control variate
as discussed in Section 2

Proposition 3.1. Given X, the associated score evaluations {V log t(x; ;) };, and the function
ny

evaluations { fi(vq)) — fie1(w@q) }it,} for 1 € {0,..., L}, we split it into two parts: XP =
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(@), x(lyml))—r and le = (T@mi41)s - - - ,x(l,nl))—r together with their score evaluations and
function evaluations. The MLCF estimator of 11[f] is unbiased and has the following form:
I [f] o= e T ™ Ly = fiea] )

= Yo VH{(A(X])) = fima (X)) —R6 (X, XD)RO (XD, X2) T H(A(XD) = fima (X)) — ]}/ (n — ),
where ay = 1Tk (X7, XP) ™M (fi(XP) — fioa (X)) /1 TR (XD, XP) 1.

The proof is provided in Appendix [B.] It is also common in practice to use a simplified estimator
for each level; see Appendix [B.6|for details. Although the simplified estimator is biased, it usually
has a superior mean squared error (Oates et al.,|2019). We also provide practical methods for kernel
hyperparameter selection in Appendix [C.2]

The proposed method, MLCFs, is simple yet effective, widely applicable, and offers several advan-
tages. (i) The MLCF estimator in Proposition [3.1]is unbiased and achieves a fast convergence rate
under mild assumptions. Moreover, users have the flexibility to modify the estimator, such as using
control functionals only on selected low levels. (ii) The restriction on II can be relaxed. We only
assume that 7 is smooth and 7(z) > 0, so that the gradient of log 7 can be evaluated pointwise.
In Bayesian statistics, we often only know 7 up to an unknown normalization constant due to the
intractable marginal likelihood. (iii) The simplified MLCF estimator defined in Equation (TT) (in
Appendix [B.6) has no restrictions on how to generate samples. It can employ any experimental design
to further improve efficiency. (iv) Implementing MLCFs is simple and straightforward and does not
require domain-specific expertise from users.

Next, we provide theoretical analysis of the variance of MLCF estimators, which is based on the proof
of Theorem 1 of (Oates et al.,|2019). We will see that the convergence rate of MLCF is related to the
smoothness of 7 and f;. We use C'?(X) to denote the set of measurable functions for which continuous
partial derivatives exist on X' up to order ¢ € No. For k € C5(X), 9*k/dx;, - - - Ox;, 0 - -- oz,
is a continuous function for all i1, - - , 44,51, - ,jq € {1,...,d}.

Assumptions Let X denote the boundary of X. We make following assumptions: (Al) X
satisfies the interior cone condition; (A2) 7 € C%t1(X) for a € Ny; (A3) 7 > 0 on X; (Ad)
V. logm € L2(X,IU') fori = 1,...,d for all distributions II' on X; (AS5) 7(x)k;(z,-) = 0 for
x € 9X; (A6) foreach | € {0,...,L}, ky € CYT(X) for b € No; (A7) fi, fi-1 € MY, for
every | € {1,...,L}, where H! is a RKHS with the kernel k' (z,2") := ¢; + klj(x,2’) with
positive constant ¢; and Stein kernel k) obtained by plugging k; into Equation ; (A8) for each
I € {0,...,L}, the fill-distance of the samples X}, h; = sup,cy mini—i . m, ||z — @4l

satisfies h; < qml_l/d for a constant ¢ > 0.

Assumption Al ensures that the domain is sufficiently regular so that the scattering samples can
adequately cover the domain. A simple example of such a domain is a hyperrectangle. Assumption
A5 is satisfied by a constructive approach, as demonstrated in (Oates et al.|(2019) and in the syn-
thetic example of Section |4l Assumption A8 requires that X! at each level used to construct the
control functional is quasi uniform. This condition can be satisfied by space-filling designs such as
quasi—-Monte Carlo sequences, Latin hypercube sampling, or other low-discrepancy point sets. The
rest of the assumptions ensure that the problem is well-defined.

Theorem 3.2. Suppose that the assumptions Al-8 hold and X ll are i.i.d at each level, when X lo are
sufficiently dense, the upper bound of the variance of MLCF estimator is given by

—71/d ), .
(rym; "V 1= fi-1llygr )?

Vo e[ £ < 30, o : )

where 7, := min{a, b} and r| is a constant independent of f;, fi_1 and data points.

The proof is provided in Appendix [B.2] Here, ‘sufficiently dense’ means that the fill distance is less
than a certain threshold. This condition is common in scattered data approximation theory (Wendland,

2004). The mean squared error of MLCF is MSE(Ivcr(f]) = Ex; . x1 [(Mvicelf] — T[f])?] =
Vxi,..x1 [Mvccelf]] + Exy..x1 [vce[f]] — I[f])2. Since MLCF is an unbiased estimator,
MSE(ﬁMLCp[ 1) = V[ﬂMch[ f1]. If we assume that the proportion m; /n, is the same at all levels,
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then at each level, the convergence rate is O(n(~7/?~1/2) Compare to the convergence rate of
MLMC at each level, which is O(nil/ 2), the convergence rate of MLCEF is faster. The theoretical
results show that MLCF converges fast when the dimensionality is small or moderate and both the
integrand and the density are smooth.

Theorem 3.3. Suppose that assumptions AI-A8 hold, m;/n; = p and 7 = 7, = min{a;, b;} do

) . e L —r/d
not depend on l. Then nM-F = pdLCF " nMECE i obtained by minimizing Y-, (rym, n/ Ilfi —

fi—1 ||7-U+)2/(nl — my) subject to ZlL:O Ciny =T for T > 0. The solution is

a4 ——d__
nC = Rni|lfy = fisllpe, ) 7O T VL€ {0, L) ®)

27+4d -1
where R =T (£E_ CFH Gl ~ fiall)#)

See Appendix [B.3|for proof. According to the theorem, the higher the evaluation cost C; at level [, the
fewer samples are assigned to that level. Since we expect function norm || f; — f;—1 ||Hl+ to decrease

with level, and C} typically increases with level, Theorem [3.3|implies that the sample size decreases
with level. Moreover, for larger 7 and lower dimensionality d, the allocation is less sensitive to
Ifi = fi—1 HHﬂr and Cj, meaning that the penalty on higher levels is reduced.

The result is then used to compute the optimal sample size at each level for the synthetic example in
Section E} Since the constant r; is independent of f;, f;_1 and data points, and the domain, d and
T are the same across all levels, the effect of r; could be normalized away. Alternatively, one may
assume a uniform bound r > max;—g_1,...,z, r; and use this in the proof of the theorem to get a result
without r;. The RKHS norm can be computed using reproducing property of reproducing kernels for
the synthetic example. Formally, Kanagawa et al.| (2018, Theorem 2.4) provides a general equation
for the RKHS norm. In practical applications, though functions may not exist in the form of linear
combinations of kernel functions, users can use data-based methods to estimate the RKHS norm, For
example, Scharnhorst et al.| (2022, Appendix A) provides an example of estimating the RKHS norm
using randomly sampled data. There are also other data-driven approaches illustrated in|Karvonen
(2022); Tokmak et al. (2025a3b)).

Plugging the optimal sample size from Theorem [3.3]into Theorem [3.2]yields,

2742d
d

(zl S CEH g 1||*+d) @)

27+d
Vxl

0

X1 [Mvwce[f]] < A*T

where A* = ilpp*%/ 472, The detailed derivation of Equation (7)) is provided in Appendix For
CF, there is only one level, which is the finest level L with evaluation cost C'. Hence,

274+d 27-+d

Var[llee[f]] < AT~ 735 CTF | foll3,..

We denote the two upper bounds by BMLCF and Bcr, respectively. The behavior of By cr depends
274d

on how the term C;"***||f; — fi— 1|| i in Burcr varies with . If this term increases rapidly

with level [, level L dominates and BMLCF ~ A* T‘M

Bcr gives Buicr/Bcr = C’ ||fL fL_1||ii/( HfLH ) Although Cr, > C, when

the evaluation cost of f; tends to be much higher than fr_q, the difference between Cp, and
C' is moderate. Meanwhile, || fr, — fL—1||Hi is much smaller than ||fL||in. Hence, ByiLcr <

Bcr in this case. If the term decreases rapidly with level [, the coarsest level 0 dominates and

T d T+d
Buice ~ AT~ FCy T | fy|3 . leading to Buice/Ber = Cy © folld /(C™F 111 13,0).
Since Cp < C and ”fOHHS)r < ||fLHHi we again conclude Bycr < Bc.

||fL — fo— 1”7# Comparing with

27-+d

Extensions: MLCFs for Variational Inference MLCFs can be further extended for variational
inference (VI). To be precise, we consider the scenarios when the objective is to minimize the Kull-
back-Leibler (KL) divergence between the variational distribution ¢(z|\) and the posterior p(z|D)
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(D denotes the observations) with respect to the parameters A. This minimization is equivalent
to maximizing the evidence lower bound (ELBO): L()\) = E,(;|\)[logp(z, D) — log q(z|A\)]. We
will focus on the re-parameterized gradient estimator to optimize the objective function, where
z =T (z,A) is expressed as a deterministic transformation 7 of a noise variable = with distribution
m(x). [Fujisawa & Sato|(2021) proposed the multilevel re-parameterized gradient (MLRG), which
reduces the variance by recycling the previous parameters and gradients. At iteration L, the multilevel
re-parameterized gradient (MLRG) has the following form: VY-RGL(X ) = Zleo [ fx, — i)
where fy,(x) = Vy, logp(D, T (z,\;)) — Va, log q(T (z, \;)|\;) with fx_, (z) = 0 for notational
convenience. Fujisawa & Sato| (2021) used Monte Carlo to estimate MLRG and resulted in mul-
tilevel Monte Carlo re-parameterized gradient (MLMCRG) estimators, which took the form of
VARG £(Az) = Tvmclfag] == 3010 Tmc[fa, — fr,_. ] The proposed MLCF then naturally re-
sults in a novel series of estimators, named as multilevel control functional re-parameterized gradient
(MLCFRG) estimators:

VNLCRRG £(A 1) = Twer[fag ] = 1o Herlfa — frouls (®)

whose variance is controlled as shown in Theorem [3.2] Furthermore, we also provide an simplified
form for MLCFRG estimators in Proposition

Proposition 3.4. The update of MLCFRG estimator under stochastic gradient descent update can be
rewritten in a simplier form, given by,

A1 = A+ 2\ — Ap1) — arllerlfa, — faoi)s ©)

ar—1

where « is the learning rate at the l-th iteration. Under the same assumptions as Theorem its
. . o —rr/d
variance is bounded by VIVYECFRGL(\ )] < (erLTL/ 1 fx, — fan s ||Hi)2/(”L —my).

See Appendix for proof. Note that this largely reduces the computation cost from O(d ZZL:() In?)

to O(dn? ) and the memory cost from O(d ZlL=0 In?) to O(dn? ) atiteration L where d is the number
of parameters of the neural networks. The variance bound is conditional on A\, — Ay, _; while the
variance of full optimization trajectory is bounded by Theorem When ny, is small, the extra
time and space cost is controlled. Meanwhile, it is also possible to further accelerate the method by
implementing modern model parallelism (Shoeybi et al.,|2019), wrapping it as a new optimizer and
using PyTorch foreach operators (Paszke et al.,|2019) to avoid loops through tensors individually.

4 EXPERIMENTAL RESULTS

We now assess the performance of MLCFs through: (i) A synthetic experiment validates the effec-
tiveness of the optimal sample sizes. (ii) A boundary-value ordinary differential equation (ODE)
example shows that MLCFs can be further enhanced by incorporating experimental design tech-
niques, and suggests that developing adaptive strategies would be a potential future direction. (iii)
The Lotka-Volterra system example shows that MLCFs can be used generally for Bayesian inference
(e.g. when the target density is unnormalized). For both (ii) and (iii), the implementation of the other
methods reviewed in Section [I]is either very difficult or not feasible. (iv) Examples of Bayesian
neural networks illustrate the extension of MLCEF to variational inference. Additional results on the
illustration example are presented in in Appendix [D.I]to demonstrate that the performance of MLCFs
aligns with the motivation and the intuition discussed in Section[I] All of these examples illustrate
the broad applicability and high efficiency of our method.

Synthetic Example The variation of the test-bed example in|Oates et al.|(2019) (Section 3.1) is used
as an illustrative example to verify the effectiveness of optimal sample size derived in Theorem|3.3| 11
is the uniform distribution in X = [0, 1]2. The kernel takes the form k;(x, ') = &(x)8(x' )k (2, 2”)
such that the assumption A5 holds through Matetn 2.5 kernel l%:}(x, x') times a smooth function
d(x) = H?:l x;(1 — x;). In this example, f;(x) are defined as

fl(x) = 252:0 Ollkﬂ_(I, Zl)a

where the specific setups are provided in Appendix [D.2] The optimal sample size nyicr for MLCF
and nypme for MLMC (see Appendix for the expression) are then computed.
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Under the same budget limit, we compare the performance of MLCF with nyy cp, MLCF with nyme,
MLMC with nymc and CF. The sample sizes are listed in Table 2} For each setting, we compute the
absolute error from 50 replications and visualize the result in Figure |Zl MLCF with both ny cr and
nyeme significantly outperforms MLMC and CF. While MLCF with ny mc slightly outperforms
MLCEF with nycr when the sample size is small, this could be because nycr minimizes the upper
bound of the variance of MLCEF, rather than minimizing the variance directly. When the sample size
is high, MLCF with nyy cr slightly outperforms MLCF with nyymc. This is promising because,
although computing ny cr may be difficult in various practice, implementing MLCF with nymc
still yields good performance.

Boundary-value ODE The boundary-value
ODE example can also be viewed as a one-
dimensional elliptic partial differential equation, %
with random coefficient and random forcing: b o

8 o
4 (¢(z)4L) = —50223 for z € (0,1) ? o F s

dz dz
Estimator

Absolute Error

with 4(0) = u(1) = 0 where ¢(z) = 1 + 12,
21 ~N(0,0.2) and 22 ~ N(0,1). This exam-

ple is a variation of the test case for MLMC in Lot ] = MLCF e
Section 7.1 of[Giles|(2015)). The integral of inter- = e
estis II[f] = [, f(x)dx, where x = (x1,x2), et
low medium high
X =R2 f(z) = fol u(z)dz is approximated Budget T

. 1/h . .
with Zzil U(Zz) where £ 18 the step size an Figure 2: Synthetic Example: Absolute integration
each u(z;) is obtained by solving the ODE with  ¢rror under a budget constraint (Y-axis log-scale).
the finite difference method; see Appendix [D.3]
for more details.

To compare MCLF using quasi-Monte Carlo points (QMC), Latin hypercube sampling (LHS), and
1.i.d points (IID) with MLMC, multilevel Bayesian quadrature (MLBQ) (Li et al., [2023)) and CF
using i.i.d points, we repeat the experiment 100 times. Multilevel methods in this example utilize the
optimal sample size for MLMC. Details about the sample size, evaluation cost at each level, and other
relevant information can be found in Appendix[D.3] As shown in Figure[3] under the same evaluation
cost constraint, MLCF outperforms MLMC, MLBQ and CF. Figure[3]also shows that experimental
designs can improve the performance of MLCF.

° o Estimator 12 8 Estimator
20 [ MLCFQMC 1o BN MLCF IID
5 B MLCFLHS 2os 0 -
=15 w o
L}: E== MLCF ID Los N 1 MCIID
2 B MLMC E o ° .
510 B MLBQ o4 ° §
3 =1 CFID <oz 0
<os ’ 2
-@—B-EE'T'% °
00 026 051 077
091 152 Budget T(s)
Budget T (s)
Figure 4: Bayesian Inference for Lotka-
Figure 3: Boundary-value ODE: Absolute in- Volterra: Absolute integration error under a
tegration error under a budget constraint. budget constraint.

Bayesian Inference for Lotka-Volterra We now consider to perform Bayesian inference for the
Lotka-Volterra system (Lotkal, [1925;1927; |Volterra, |1927), which is also known as the predator-prey
model. The model usually uses a system of differential equations:

20 = 2yua (t) — wous (H)ua(t),
D2 — gyu (t)ua(t) — waus(t),

to describe the interaction between a predator and its prey in an ecosystem. u1 (¢) and us(t) are the
prey population and the predator population at time ¢ € [0, s], for some s € R_,. The initial conditions
of the system are u (0) = x5 and u5(0) = 2. The observations wu; (¢;) and us(t;) obtained exhibit
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log-normal noise with independent standard deviation 27 and xg respectively, for all ¢ € {1,...,m}.
We can re-parameterize x as in (Sun et al., |2023ajb) such that the re-parameterized model has
parameters Z € R®. With the Gaussian distribution priors we assign on Z and the observations, we
can construct the posterior distribution of Z. The quantity of interest II[f] is the posterior expectation
of the average prey population over the time period between 0 and s, i.e. II[f ng z)dz,

where 7 is the posterior probability distribution of Z and f(Z) is the average prey populatlon between 0
and s with the model parameter Z. f () = s~ [ u1(t)dt is approximated with (s) ~'h S (1),

where h is the step size and each u4 (¢;) is obtained by solving the differential equations numerically.
The real-world dataset (Hewitt, |1921) consisting of the population of snowshoe hares (prey) and
Canadian lynxes (predators) is used as observations for our study. With the real-world observations,
we conduct Bayesian inference and use a MCMC sampler (no-U-turn sampler) in Stan (Carpenter
et al.,[2017) to obtain samples.

We compare (i) MLCF with MCMC points, (ii)) MLMC framework with MCMC points (MLMCMC),
(iii) CF with MCMC points and (iv) MCMC. We repeat the experiment 50 times. The sample size,
sampling and evaluation cost at each level, and other details can be found in Appendix[D.4] As shown
in Figure [} under the same budget constraint, MLCF outperforms all other methods.

Variational Inference for Bayesian Neural Networks We further extend the proposed MLCF
estimators for variational inference, i.e. using MLCFRG estimators for the gradient of the ELBO. In
particular, we applied a Bayesian neural network regression model to the UCI wine-quality-red dataset
as (Fujisawa & Sato,|[2021)). The Bayesian neural network consists of a 15-unit or a 20-unit hidden
layer with ReLU activations. For each weight w;, we set its prior as Gaussian w; ~ N (fiy, 0w ),
and the response variable y ~ N (¢(x, {w;}%_,), o). The model then have a posterior of d = 392
(when the number of hidden units is 15) or d = 522 (when the number of hidden units is 20) and was
applied to a dataset sub-sampled from the wine-quality-red dataset. The posterior is approximated by
deploying a diagonal Gaussian distribution as the variational distribution. We compare the MLCFRG
with MLMCRG, MLMC (with the number of levels being 2) and MC estimators. For MLCFRG, we
use preconditioned squared-exponential kernels (Oates et all, 2017); see details in Appendix [C.1]
The results, the average training ELBO/test log-likelihood (averaged over 10 runs) and associated
standard deviations, are illustrated in Figu%and Figure[f] For each run, the networks are initialized
under identical settings. See Appendix for extra details and experiments. Empirical results
show that the MLCFRG estimators tend to outperform the other estimators as they have shown a
faster convergence rate towards the optimal training ELBO and testing log-likelihood over number of
iterations or equivalently the number of training data.
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Training ELBO
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&
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Figure 5: MLCF for Variation Inference of Figure 6: MLCF for Variation Inference of
Bayesian Neural Networks: Hidden Dimension Bayesian Neural Networks: Hidden Dimension
Size is 15 (num. of param. is 392). Size is 20 (num. of param. is 522).

5 CONCLUSION

We introduced a generally applicable, flexible, and efficient method for estimating intractable integrals,
MLCFs. MLCFs leverage the advantages of the multifidelity structure of integrands and CFs
simultaneously, and thus: (i) provide reduced variance and faster convergence rates under mild
conditions; (ii) are broadly applicable, e.g., suitable for complex and un-normalized distributions,
enabling their application in various areas; (iii) offer the flexibility to be combined with experimental
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design techniques; (iv) have theoretically guaranteed variance bounds and optimal sample sizes
across levels. MLCFs are evaluated across diverse scenarios, including Bayesian inference for the
Lotka-Volterra system and variational inference for Bayesian neural networks, demonstrating the
versatility of our method.

MLCFs also have several limitations. For instance, the computational cost scales cubically due to
the inversion of the kernel Gram matrix; the smoothness of the integrands and the density impacts
the convergence rate; the method relies on the construction of a hierarchy of fidelity levels and the
coupling of coarse—fine level evaluations. There are a number of possible extensions. Firstly, on
a theoretical level, one could investigate the conditions on which MLCFs will lead to sufficient
improvement in accuracy. Secondly, on an implementation level, future work will be needed to make
MLCFRG more efficient. For instance, one can improve the empirical running speed of MLCFRG by
wrapping it as an optimizer with hardware accelerated operators. Thirdly, on an algorithmic level,
one could consider a joint optimization of the way of sampling and the location of samples together
with the cost minimization of MLCFs.
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Appendix

In Appendix |Al we provide relevant preliminaries such as the expression of the Stein kernels. In
Appendix [B] we provide proofs of the theoretical results stated in the main text. In Appendix [C| we
provide more details on the implementation of the proposed MLCFs. In Appendix [D} we provide
additional details for the experiments and extra experiments.

THE USE OF LARGE LANGUAGE MODELS (LLMS)

During the preparation of this manuscript, the authors used ChatGPT to polish the writing (e.g.,
improving grammar, readability, and clarity). The content, technical contributions, and conclusions
of the paper were developed entirely by the authors, who take full responsibility for all ideas and
results presented.

A PRELIMINARIES

A.1 AN ALTERNATIVE LANGEVIN STEIN OPERATOR

The Langevin Stein operator can also be adapted to apply to the derivative of twice differentiable
scalar-valued functions u : X — R, in which case it is called the second-order Langevin Stein
operator:

Sﬁ[u](m) = Aa:u(m) + qu(l') Vg IOgﬂ—(x)v

where A, =V, - V..

A.2 STEIN KERNELS

The Stein kernels from the first-order Langevin Stein operator have the following form,

ko(z,2") =V, - Vak(z,2') + Vilogn(z) - Vak(x,2') + Vi logm(z) - Viok(z, 2')
+ (Vi logm(x) - Vyr logm(a'))k(x, 2'), (10)

where V,, := (0/0z1,...,0/0xq) .

B PROOFS OF THEORETICAL RESULTS

B.1 PROOF OF PROPOSITION[3.1]

Proof. The unbiasedness can be obtained by taking the expectation with respect to the distribution 1T
of the n; — m; random variables that constitute X' for [ € {0, ..., L}. Firstly, we have that

Elko (X} XP)ko (X7, XP)H(A(XD) = fier (XD)) = ailm,)] = 0,

14
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due to the property of the Stein kernel k/, that the Stein kernel &} satisfies [, ki (z, 2')7(z)dz = 0
for all x € X (Oates et al.,|2017;2019). Then, we have
L

BIE417] = B 0o~ fa]
— By a0 — i)
O XPRO, XD GO — fi2 (X0 — at)]
S B0~ fia ()
RO RO X AR — fis () — ]}
.
)

B.2 PROOF OF THEOREM[3.2]

Proof. Following the proof of Theorem 1 of (Oates et al., 2019) or Theorem 11.13 of (Wendland,
2004), under assumptions A1-7, there exists v} > 0 and h; > 0, for by < hj,

[fi(x) = fia(@) = si(@)| < v h Lfe = fialla,

forall z € X. Since X ll are i.i.d at each level, combing the bound above, we have

Vxu....x) [Mucr[f]]
L ny
=V D0 (i) ialen) - (i) = si)
=0 1=m;+1
_ 5 Vi — fia — 8]
_g ng —my
_ EL: (/i — fier — s0)*] = T[fi = fi1 — s1]?
— ng —my
C((fi — fi — 1))
S; ng —my

éﬂ[lﬁ fior — 1]

ny —my

(ri Rt e = feallag, )?

L
<> o

Under the assumption A8, and let r; = ¢™ r;“, we can then write

: @ rim ™ = fealha)?
VX(%,--WX%, [HMLCF[f]] S Z n; —my -
=0

—7/d
i (romy ™ fi = froallag,)?
ny ’

=0

—my

—my
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B.3 PROOF OF THEOREM[3.3]

ProofofTheore (-@I Suppose that 0 < my/n; = p < 1, then n; = my;/p. The sample sizes

nLCE that minimize the variance of MLCF in Theorem|3.2|with the overall cost constraint
T are
L , L
nMECE L nYCF = argmin E Am, T /(g —my) st g Cmny =T
no,N1, " ,NL
1=0 =
where A; = (r(||fi — fi_1 HHz )2. For convenience, we solve mM-CF, .. mMCF and nMECF can be

easily obtained by taking nMLCF = mMCF /. The optimisation problem above can be solved by

using Lagrange multipliers. For some A > 0, we define

L L
_2r _ 1
Fuvice(mo,...,mp,A) = g Am, ¢ 1/(571)7)\(T7 g C’l/ml//p).

Differentiating Fypcr(mo, - - -, mp, \) with respect to my, . . ., my,, A and setting the equations equal
to 0 gives
d
2T _2r_o 1 C 1 T2tz
—— —DAm, ¢ -—1)+XC/p=0 & my=|—7-"1—"7""—(—--1
(=2~ it %72~ 1) 420 = GG -)

L
for 1€{0,....,L} and > Cymy/p=T.
1’=0

By plugging the first equation into the second, we get

)\Cl’ 1 72Ti2d B
S (i 1) =T

2742d

L __da__
_ o 2ria Cy 1 B 27+2d
A= (Z o Gararom s Y) p)

I'=0

Plugging this last expression for A into our expression for m;, we get

mer _-( G 1 45 o et -1
b _T<p(27/d“”‘”(p ") (ZCZ< Jasat V) /p> |

1'=0

@ (o))

L 27 4d -1
_d_ —% Preort _d_
=pT(rillfe = fieallag ) 742 Cp =7 (Z Cy P (| fr — f1/1||;_[i)f+d>

’=0

forl € {0,...,L}. 0O
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B.4 DERIVATION OF EQUAT10N|Z]

According the Theorem [3.2and Theorem 3.3]

(Tlml_T/dHfz - fl—1||w+)2

ny —my

L
Vxi..xt [Mucrlf]] < Z

—27/d—1
Py N = il

1/p—1

_ 4
7"12(PR<7"l||fl — fl71||7_£z )TLMCZ 2T+2d)

L
>
=0
L T
:g 1/p—1
L
>

27‘+d

2
1fr = fialZ

. _274d  274d
ripT d R™Tar TR fr = fie 1|\T+d

1=0 L=p

d

-1
274d
With R =T (ZlL/_o G (el fr — fl/—l”r,qi)* d) and r > max;=o,1,....L ",

Vi xt [Mvce(f]]
27+d
2 2 2rid pr=er] )\ ¢ e “ta
L Tp Zl/ 0 Crf Il fr —fl/—1||Hz/ ¢ Ilfi — fi- 1||
<> :
1=0 L=p
z-r+d 27 4d 2742d
— A*T (ZC?T+2dHfl fl 1||1—+d)
1=0
where A* = 1Tlpﬁ)*QT/”l?“Q.

B.5 PROOF OF PROPOSITION[3.4]

Proof. Note that, the multilevel re-parametrized gradient (MLRG) at iteration L can be written as,

L
VATROL(AL) = Elfre(@)] + )
=

" (B @)~ fu s @)]) + Elfa, () — fa, (o)
= VAT LAL-1) +

E[f)\L (1’) - fAL—l (x)]

The multilevel re-parametrized control functional gradient (MLCFRG) at iteration L can be written
as,

VXECRG£(AL) = TIvicr[fa,]

L
= Tcr[fa, = fa,]

=0

L-1
= Ter[fro] + Y (ﬁCF[fAl - fAH]) + el fr, = faoa
=1

= VNLCERRG £(Ap—1) + Tcr[fr, — Fa, i)
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Under stochastic gradient descent, the MLCFRG can then be simplified into the following update
rule of A,

A41=AL —ayp (ﬁl}dLLETRGﬁ(AL—D + e[ f, — fALfl])

= AL — aLL1 a1 VNFIRO LML 1) — arTlcelfa, (z) = fr,_, (2)]
a A~
= A+ (A = A1) — anllce[fr, — fop -

ar—1
Then, under the assumptions of Theorem [3.2] its variance is upper bounded by,
VIVXETROLAL)) = a7 ?V]er VL)
= ap? V[0 = Aomt) — arllerlfa, — ]

= VIce[fr, — froil]

— d
(remZ™ I fxe = Frooslln)?

ar—1

np —mr

B.6 SIMPLIFIED MLCFs

In this section, we provide a simplified version of MLCF estimators. The simplified MLCF estimator
takes the form of,

L L
W celf] =D T — fia] = D 1Tk (X0, X0) ™ (Au(X0) = fia (X)) (1TkD (X, X))
=0 =0
(11)

where X; = (x(l,1)’ s vx(l,nz))T'

B.7 OPTIMAL SAMPLE SIZE FOR MLMC

For completeness, we recall the optimal allocation of sample sizes for MLMC

MLMC MLMC
ng RN ()

Since MLMC is an unbiased estimator, the mean squared error (MSE) of MLMC is equal to its
variance:

MSE(Tyiumc) = E[(Tvwme [f] = T[f1)?] = Vvewe [f)] + Elvmc(f]] = T[> =D Ving'!

where V; = V[f; — fi_1]. Thus, the optimal sample sizes njMC ... n¥MC are obtained by

minimizing the variance of MLMC estimates under a total computational cost budget 7":
L L
nBALMC, e nIXILMC ‘= argmin Z Vm;l s.t. Z Cyny =T,
no,n1, ML Ty '—0

To solve this, we introduce the Lagrange multipliers with A > 0:

L L
-1
Fyimc(no, ..., np, A) :val - \T - Zcz%z’)~
1=0 I'=0
Differentiating Fypmc(no, - - -,nr, A) with respect to ng, . .., np, A and setting the derivatives equal

to 0 yields expressions for A and n;. Substituting the expression for A into that of n; gives the closed
form expression:

. -1
nllvlLMc_T\/? (Z m) for 1€{0,...,L}.
!

'=0
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C IMPLEMENTATION DETAILS

In this section, we provide implementation details which is helpful to use the proposed method in the
main text. We provide kernels and their derivatives which are important for coding the Stein kernels.
We then provide the approaches to select the associated kernel hyperparameters.

C.1 KERNELS AND THEIR DERIVATIVES

Matern 2.5 Kernel The Matefn 2.5 Kernel

]{,‘(.’E,.’I}I) _ 0_2(1 + \/g\/(x B f)’\l)T(x — .73/) + 5(3j B x;)))\Q(x — x/))exp(_ \ )

with amplitude o2 and length-scale \ has derivatives given by

o? z—x)(z—a z—z)(z— a2
k(o) = 32—y YT, VBV,
o? z—a)T(x—a z—a)T(x—a
Vek(x,2') = %(m - z’)(% + ViV /\3) ( ))exp(— VBV )\) ( ))»
o? z—a")(x -2
Vo Vak(,a) = 2Ly YOV =)@ a5 e )

3 A2 A3 24

VYo=Y ),
. |

-exp(—

Squared-Exponential Kernel The squared-exponential kernel (also known as Gaussian kernel)

12
k. o') = exp(— 12
with lengthscale A > 0 has derivatives given by
_ !
Vek(z,z') = — (@ )\m )k(x,x’)
VT/k(val) = (m ;\x )k($7xl)7
d d
9? 0 (z; — )
Vo Vek(z,z') = Z RErT k(z,2') = Z o [ 3 k(m,x’)]
j=1 J 7j=1 J
d /)2
1 (z — ) d (z—2)(z—2)
- ; [/\ — 32 J ] k(z,2") = L\ — 32 k(z,z")

Preconditioned Squared-Exponential Kernel A preconditioned squared-exponential kernel
(Oates et al., 2017 is:

1 |z — 2|3
2 ey SXP | — 2
(1 +aflz|3)(1 + afl2’[3) 2)

k(z,2') =
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with lengthscale A > 0 and preconditioner parameter o > 0. This kernel has derivatives given by:

N —2az  (z—2) ,
Vek(z,2') = {l—i—aHxH% 2 k(xz,z"),
Vok(z,a') = —2ax’ (x —a) k(. o)
R T Trae T [T
d d
0? 0 —2ax (x; —ah)
o Vak N — k N — J J k /
Ve Vo) = 2 Gt ) = 2 (T~ ) )

j=1
d / / /
1 —20u; (x; — ) —2au’; (x; —ah)
_ K / J __\7 J J J M /
) (ke [~ el e )
Jj=1
. x’)[ 4oz T’ 20(x —2') T’ B 20(x —2') T
ClA+alzlB) A+ all2’[3)  AA+all2’lZ) AL+ ell]3)

d z—a)(z -2
EROES /uee))

C.2 HYPER-PARAMETER SELECTION

In this section, we discuss and present the way of selecting hyper-parameters of kernels. Most kernels
have hyperparameters v which we will have to select. For example, the squared-exponential kernel
will often have a length-scale or amplitude parameter, and these will have a significant impact on the
performance.

We propose to select kernel hyperparameters v through a marginal likelihood objective by noticing
the equivalence between the optimal Stein kernel-based control variates on the objectives in (Oates
et al.,[2017;|Sun et al., 2023a) and the posterior mean of a zero-mean Gaussian process model with
covariance matrix ko(z,y). See (Oates et al.,[2017) for a discussion in the scalar-valued control
variates case; see (Sun et al.| [2023a) for a discussion in the vector-valued control variates case.

Denotes all kernel-hyperparameters by v := {v1, ..., v}, and we maximize the sum of the marginal
likelihood,
L
vt i=ar .- X)) - X)) T (kb (X0, X M) H(f(X) - X
1= arg max 22 (X)) = fiea (X)) " (ko (X, Xisv) + Mo, )™ (fi(X0) — fiea(X0))
Vi,..., VL 1=0

+ log det [k (X7, Xi;v) + )Jml]>,

where k) (X}, X;;v) is a matrix with entries k) (v);; = ké(z(l7i), x( 5);v) with kb being a Stein
reproducing kernel of the form in Equation (I0) specialized to the distribution IT with hyperparameter
v. Equivalently, we can maximize the marginal likelihood for each f; — f;_1 as follows,

v = argmaxf%(fl(Xl) — A (X)) T (RS (X0, X v) + M) 7 A(XD) — fii (X))

vy

+ log det [k} (X1, Xi5v) + Mo, ],

forl € {1,..., L}. We found that it performed well in our experiments. Note that the regularization
parameter \ can also be selected through the marginal likelihood or cross validation. However, in
practice we are in an interpolation setting. Therefore, we choose A as small as possible whilst still
being large enough to guarantee numerically stable computation of the inverse of the matrix above.

Additionally, for kernels with hyperparameters (such as the squared-exponential kernels) that can be
regarded as ‘length-scale’, median heuristics are also be adopted as effective estimators. That is, using
the median of the pairwise distances between all data points as an estimator for the length-scales.
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Figure 7: Illustration Example: Absolute integration error under a budget constraint (Y-axis log-
scale).

D ADDITIONAL DETAILS AND EXTRA EXPERIMENTS

In Section[d] the performance of MLCF is being evaluated through empirical assessments. We used
different probability distributions in these experiments including uniform, Gaussian and intractable
posterior distributions. Although some of the assumptions are not fulfilled in these experiments, we
still use these examples to study the versatility of our method across a variety of settings.

D.1 EXPERIMENTAL DETAILS FOR THE ILLUSTRATION EXAMPLE

Construction of Levels In this example, we use the forward Euler method to solve a first-order
ODE

fl($) - *f(x)a f(O) =1, ze€ [07 ”

The integral of interest is II[x] = fol f(x)dx. fo, f1 and fy are constructed by using different step
size h; to approximate f(z) at grid points, and applying linear interpolation in between. MLCF, CF
and MLMC are used to estimate II[ f] and the result from 50 replications is represented in Figure
When using the same evaluation budget to estimate I1[f], MLCF significantly outperforms MLMC,
and CF that only use evaluations at the finest level in this example. The result is consistent with those
shown in Figure/T}

Atlevel I, we use the forward Euler method to approximate the solution f;(x) with step size h; by
updating the value:

fi(xivr) = filws) — hfi(zs),

at {z; = ihl}}i}él. After solving fi(z;) at grid point {z; = ihl};:é’, we construct a continuous
function f;(x) by using linear interpolation

filw) = fulee) + =5 (fulain) = flw)
forz € (z;, xi41)-

Additional Details For the illustration example, we use step size hyg = 0.25, hy = 0.05 and
ho = 0.005. Since the computational time is very low for this example, we approximate the cost
at level [ by assuming Cj is inversely proportional to the step size. The sample sizes used for
MLCFE, MLMC and CF under different budget constraints are presented in Table[I] The example is
implemented using a Matefn 2.5 kernel, with hyper-parameters tuned at each level, as discussed in

Appendix [C.2]
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Table 1: Illustration example: Number of samples at level [ given budget constraint 7'.

T =0 =1 [=2|CF
low 11 3
medium 14 11 4
high 23 17 5

Table 2: Synthetic Example: Number of samples at level [ given budget constraint 7.

setting TUMLCF NMLMC CF
T =0 (=1 [=2]|1l=0 [I=1 1l=2|1=2
low 97 24 7 153 13 3 67
medium | 145 36 10 229 19 4 101
high 193 48 14 305 26 5 134

D.2 EXPERIMENTAL DETAILS FOR THE SYNTHETIC EXAMPLE

Construction of Levels In this synthetic example, f;(x) are defined as

fO(fI;) = Oé()ki(.’l?, 20)7
fl(x) = a0k3($7 ZO) + alki(xa Zl)7
f2(x) = aok®(z, 20) + ki (z, 21) + aok? (7, 22)

where ki, ki, qu kf_ are obtained by applying Stein operators to kg, k1, and k2, respectively, and
then adding positive constants cg, ¢1, and cs.

For implementation, we set o = 10, oy = 3, ae = 1, and choose zg = (0.1, 0.5), z; = (0.3,0.7),
zo = (0.1,0.3). The amplitudes of kg_ k_l‘_ k:_%_ are 6, 4 and 2, respectively. Their length-scales are
1v/0.1, /0.2, and +/0.4. The constants cg, ¢; and co are set to 1, 0.5 and 0.15.

Additional Details To determine the optimal sample size, we compute norm of f; — f;_; as follows

Hfo||3¢o+ =gkl (20,20) & |f1— fo||3¢1+ =afki(z1,21) & |f2— f1||3{3 = a3k? (22, 22).

Following the result of Theorem we compute the optimal sample size nycr for MLCF when
evaluation budget is limited. With the expression in Appendix we also compute the optimal
sample size nymc for MLMC. The sample size is listed in Table@

D.3 EXPERIMENTAL DETAILS FOR THE ODE EXAMPLE
Construction of Levels We follow the settings described in (Giles, 2015} |Li et al., 2023)). For

completeness, we provide details of the solver (finite difference approximation). The boundary-value
ordinary differential equation (ODE) with random coefficient and random forcing is given by:

d d
ﬁ(c(z)d—rl;) = —50%22 forz € (0,1)
u(0) =u(l) =0
where ¢(z) = 1 + x1 2. Expanding the equation gives
d d?
xld—: + (14 xz12) d;; =50x3 forz € (0,1).
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Let u(z;) = u(ih) fori € {i,...,(1 — h)/h} with boundary conditions u(0) = u(1) = 0. Using
a finite difference approximation with step size h > 0, the left-hand side of the equation above is
approximated as:

u(z;) —u(z; — h) u(z; + h) — 2u(z;) + u(z; — h)

1 N + (14 z12:) 52 = 5039%
N —ulz ) — 2ulz o
o 2E) 1) h“(zi D 4 (14 ayin) 1) Uéf) Fulzo) _ o3,

which, after rearrangement, can be expressed as

zliu((i+1)h)7(2ifl)u}(Lih)jt(ifl)u((ifl)h) " u((i+1)h)72u}§;’h)+u((i71)h) — 5042,

Incorporating the random coefficient and the random forcing, the level-/ approximation is given by

1/hi—1

filz) = Z hyu(ihy, x),

where u; = (u(hy, @), u(2h;, @), ..., u(l — hy,)) " solves the linear system
(1Qq/hy 4 Li/hi)u; = 50x31.

Here 1 € R(!=")/M is a vector of ones. The stiffness matrices Q; € R(I—/)/hux(1=h)/hi apd
Ly € RO=m)/hx(=hi)/hi gre tridiagonal:

(Q1)ii = —2i+1, (Q1)ii—1 = (Q)i—1,i =1 — 1,

and

(L1)ii = —2, (L1)ii—1 = (L)i—1, = 1.

Additional Details For the ODE example, we have evaluation cost at each level C =
(Co, C1,C3) = (1.22,3.57,11.89) (all measured in 10~3 seconds). Under the same evaluation
cost constraint, we compared (1) MLCF with Quasi-Monte Carlo points (QMC), (2) MLCF with
Latin hypercube sampling (LHS), (3) MLCF with i.i.d points, (4) CF with i.i.d points, (5) MLMC with
i.i.d points, (6) MLBQ with i.i.d points. The sample size is the optimal sample size for MLMC, which
is listed in Table 3] In this example, we used squared-exponential kernels. The hyper-parameters of
the squared-exponential kernels are tuned independently at each level as illustrated in Appendix[C.2]
The kernel hyper-parameters at each level are tuned by maximizing the marginal likelihood associated
with each f; — fi_1.

Table 3: ODE example: Number of samples at level [ given budget constraint 7.

T l=0 =1 [=2]|CF

0.30s | 70 10 2 15
091s | 209 31 5 45
1.52s | 349 52 6 75

Extra Experiments: Effect of Kernels and Kernel Hyper-parameters We also study the effect
of kernels for the ODE example. We use i.i.d samples for all settings in Figure[§] Under the same
evaluation cost constraint, we compared (1) MLCF with the square exponential kernels (length-scale
tuned by maximizing marginal likelihoods) (2) MLCF with the preconditioned square exponential
kernels (length-scale tuned by maximizing marginal likelihoods) (3) MLCF with the square expo-
nential kernels (length-scale selected by median heuristic) (4) MLMC (5) CF (length-scale tuned by
maximizing marginal likelihoods). We still use the sample size listed in Table[3] We find that setting
the ‘length-scale’ of the square exponential kernels by median heuristic works well in practice.

23



Published as a conference paper at ICLR 2026

° o Estimator
20 o ° ] MLCF SE
S R BN MLCF PSE
515 B MLCF SE MH
] ° = MLMC
310 == cF
(72
o
<05 % i Eéé o i
]
0.0
0.30 0.91 1.52

Budget T (s)
Figure 8: Effect of Kernels and Kernel Hyper-parameters: Absolute integration error under a budget

constraint (Y-axis log-scale). PSE stands for preconditioned square exponential kernels. SE stands
for square exponential kernels. MH stands for median heuristic.

D.4 EXPERIMENTAL DETAILS FOR THE LOTKA-VOLTERRA EXAMPLE

Construction of Levels The Lotka-Volterra system (Lotkal |1925; 1927 |Volterra, |1927) of ordinary
differential equations is given by:

dudlt(t) = zyu(t) — xouq (t)us(t),
B0 — gy (t)un(t) — zaus(t),

for t € [0, s], with initial condition w1 (0) = x5 and u3(0) = x¢. To solve this system numerically,
we use Stan (Carpenter et al.,2017). Stan solves the ODE system for the times provided using the
Dormand-Prince algorithm, a 4th/5th order Runge-Kutta method. For the multilevel construction, we

consider a uniform time discretization with step size h; at level I. The grid points are {t; = ihg}fgil.

At higher levels I, smaller values of h; are chosen. f; is then defined as f; (%) = (s)~1h; Zfﬂl uq (t;),
which corresponds to an approximation of the time average of the prey population wu; (t) over the

interval [0, s].

Additional Details For the Lotka-Volterra example, we have sampling and evaluation cost at each
level C' = (Cy, C1,C2) = (6.88,34.41,165.18) (all measured in 10~* seconds). We use different
step sizes for different levels. Under the same budget constraint, we compare (1) MLCF with MCMC
points, (2) MLMC framework with MCMC points (MLMCMC), (3) CF with MCMC points, (4)
MCMC. The sample size is listed in Table[d] We used squared-exponential kernels in this example,
whose hyperparameters are tuned by maximizing marginal likelihood for f; — f;_; at each level.

Table 4: Lotka-Volterra: Number of samples at level [ given budget constraint 7'.

T l=0 I=1 [=2]|CF | MCMC
0.26s | 207 23 2 20 20
0.51s | 413 47 4 40 40
0.77s | 620 70 6 60 60

Re-parametrization and Priors For completeness, we recall the reparameterization of model
parameters in this section. The log-exp transform on model parameters is as follows:

zj =exp(Z;) & & =log(x;),
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for jin {1,..., 8}, with Gaussian distribution priors:
F1,24 ~ N(0,0.5%)
Fg, 23 ~ N(=3,0.5%)
¥5, %6 ~ N(log 10, 1?)
(

B, 2 ~ N(—1,1%).
Then, the Lotka-Volterra system is
d’LL1 (t) - -
g = eP(@)u(t) — exp(Z2)ur (t)uz(2),
dust(t) = exp(Z3)uq (t)ua(t) — exp(ZTq)ua(t).
The observations are
y1(0) ~ Lognormal(Z5, exp(Z7))
y2(0) ~ Lognormal(Zg, exp(Zs))
y1(t) ~ Lognormal(log(u1(t)), exp(Z7))
y2(t) ~ Lognormal(log(uz(t)), exp(Zs))

D.5 EXPERIMENTAL DETAILS FOR VARIATIONAL INFERENCE OF BAYESIAN NEURAL
NETWORKS

Construction of Levels In this case, the term level of MLCFs naturally corresponds to the term
iteration of optimization of the Bayesian neural networks.

Additional Details To demonstrate the effectiveness of the proposed method for variational in-
ference, we utilize two-layer Bayesian neural networks, with the middle hidden layer having some
hidden units, and use ReLLU as the activation function. The prior of weights are set to be standard
Gaussians N (0, 1). We use Adam as the stochastic optimizer to training the variational parameters
A with initial learning rate 10~* and a step-based decay function for the learning rate at iteration
I: = Bloor/7) with drop parameter » = 250 and 3 = 0.95. For MC, MLMC and MLMCRG
estimators, we use 5 Monte Carlo samples to estimate the gradients during the optimization process
while for MLCFRG estimators, we only use 1 sample. The details of optimized training ELBO and
test log-likelihood are presented in Table[5]and Table|[6]

Table 5: Training ELBO and Test Log-likelihood (Hidden Dimension Size is 15)

Method Training ELBO Test Log-likelihood

MC —6979.50 (£1593.7) | —1683.71 (£542.1)

MLMC —5214.09 (£949.3) | —1353.94 (£395.8)
MLMCRG | —2187.77 (+83.8) —388.42 (+0.5)
MLCFRG —2101.95 (£36.3) —388.34 (+0.9)

Table 6: Training ELBO and Test Log-likelihood (Hidden Dimension Size is 20)

Method Training ELBO Test Log-likelihood
MC —3581.99 (£57.8) [ —771.04 (£15.3)
MLMC —3534.61 (+£63.9) | —762.67 (+27.5)
MLMCRG | —2010.09 (+18.1) —386.27 (+0.1)
MLCFRG | —2014.54 (£20.2) —386.57 (+0.3)

Extra Experiments: Effect of Kernels We also study the effects of kernels used in variational
inference for BNNs. In Figure[0]and Figure[I0} we use square-exponential kernels for the cases when
the number of hidden states is 15 and 20, respectively. The hyperparameters of kernels is chosen by
median heuristics. For MC, MLMC and MLMCRG estimators, we use 5 Monte Carlo samples to
estimate the gradients during the optimization process while for MLCFRG estimators, we only use 1
sample.
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Figure 9: MLCFRG (hidden dimension size is 15)
with square-exponential kernels.

Extra Experiments: Effect of Sample Sizes
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Figure 10: MLCFRG: (hidden dimension size is
20) with square-exponential kernels.

We also study the effect of sample sizes: we test
the effect of using the same strategy of sample sizes as in (Fujisawa & Sato, [2021). We used
preconditioned squared-exponential kernels in this example. The hyperparameters of kernels is
chosen by median heuristics. For both Figure [TT] and Figure MLMCRG use the sample size
strategy as in (Fujisawa & Sato| [2021) with starting sample size ny = 5. In Figure[TT, MLCFRG use
the same sample size strategy as MLMCRG. In Figure[I2] sample size is fixed to be 1 for MLCFRG
for all iterations.

~5000

~10000

-15000

—20000

Training ELBO

~25000

-30000

— MLMC
—— MLMCRG
—— MLCFRG
— MC

Likelihood

Log

Te:

~1000
—2000
-3000
—4000
% ~5000

—6000

—7000

— MLMC
—— MLMCRG
—— MLCFRG

—8000

— MC

—5000

-10000

—15000

Training ELBO
N
8
8
8
S

—25000

-30000

— MLMC
—— MLMCRG
—— MLCFRG

— MC

~1000

—2000

-3000

Log-Likelihood
IS
8
3
S

= -5000

Tes

—6000

—7000

— MLMC
—— MLMCRG
—— MLCFRG

-8000

— MC

0 50 100 150 200 250 300 350 400
Iteration

50 100 150 200 250 300 350 400
Iteration

Figure 11: MLCFRG (Hidden Dimension Size is
5). Same strategy of sample sizes.
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Figure 12: MLCFRG (Hidden Dimension Size is
5). Sample size is fixed to be 1 for MLCFRG.
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