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Abstract

Multimodal summarization aims to generate001
a concise summary based on the input text002
and image. However, the existing methods003
potentially suffer from unfactual output. To004
evaluate the factuality of multimodal summa-005
rization models, we propose two fine-grained006
and explainable evaluation frameworks (FAL-007
LACIOUS) for different application scenarios,008
i.e. reference-based factuality evaluation frame-009
work and reference-free factuality evaluation010
framework. Notably, the reference-free factual-011
ity evaluation framework doesn’t need ground012
truth and hence it has a wider application sce-013
nario. To evaluate the effectiveness of the pro-014
posed frameworks, we compute the correlation015
between our frameworks and the other metrics.016
The experimental results show the effectiveness017
of our proposed method. We will release our018
code and dataset via github.019

1 Introduction020

Sentence summarization, a pivotal task in natu-021

ral language processing, focuses on creating con-022

cise summaries from longer sentences. This area023

has gained significant attention due to its utility in024

summarizing events and products, as indicated by025

various studies. Traditionally, this summarization026

relied solely on the source sentence. However, with027

the growing presence of multimedia content com-028

bining text and images, recent research has evolved029

towards multimodal summarization (MMS) (Song030

et al., 2022; Jing et al., 2023; Lin et al., 2023).031

This approach integrates visual cues with textual032

information to enhance the summarization process,033

making it easier for readers to quickly capture the034

essence of the information.035

In the realm of MMS, notable advancements036

have been made. Li et al. employed sequence-to-037

sequence models for better semantic understand-038

ing and text generation. They further enhanced039

MMS by introducing a multimodal selective gate040

network, which helped in pinpointing the most rele- 041

vant parts of a sentence based on its corresponding 042

image. More recently, Song et al. developed a 043

method for generating efficient product summaries 044

using generative pre-trained language models like 045

BART (Lewis et al., 2020). This method begins by 046

transforming product images into attributes, which 047

are then used by the BART model for generating 048

succinct summaries. This shift towards incorpo- 049

rating visual elements marks a significant devel- 050

opment in the field of sentence summarization. A 051

significant challenge faced by these models is the 052

issue of hallucination (Wan and Bansal, 2022a). 053

This occurs when the model produces content that 054

is neither present nor implied in the original input 055

text and image. 056

Recent progress has been made in creating met- 057

rics that align closely with human assessments of 058

factual accuracy in summaries (Tang et al., 2022; 059

Zhu et al., 2021). These metrics are designed 060

to evaluate the level of factual consistency be- 061

tween the original document and its generated 062

summary. However, there is only one related 063

work that employs factual accuracy in the mul- 064

timodal summarization task. Wan and Bansal 065

proposed CLIPBERTSCORE, a simple weighted 066

combination of CLIPScore (Hessel et al., 2021) 067

and BERTScore (Zhang et al., 2020a) to leverage 068

the robustness and strong factuality detection per- 069

formance between image-summary and document 070

summary, respectively. 071

However, BERTScore pays more attention to 072

more grammatically correct sentences rather than 073

factual sentences (Hanna and Bojar, 2021). There- 074

fore, the factuality of the text input cannot be mea- 075

sured. In addition, due to CLIPScore’s limitations 076

in accurately counting objects (Radford et al., 2021) 077

or conducting compositional reasoning (Ma et al., 078

2023), the CLIPScore often proves to be unreliable 079

and can yield inaccurate results. Furthermore, the 080

existing evaluation metric only generates an overall 081
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score, which is coarse-grained and less explainable.082

To tackle these limitations, we propose two fine-083

grained and explainable factuality evaluation frame-084

works for multimodal summarization (FALLA-085

CIOUS), which can be applied to reference-based086

and reference-free scenarios. In the reference-087

based situations, we generate comprehensive ques-088

tions based on the input textual modality, to pro-089

vide atomic evaluation. Then, we compare the090

answers regarding the referenced summary and pre-091

dicted summary to derive the final factuality score.092

In the reference-free situation, we generate ques-093

tions from the model-predicted summary and tested094

whether the atomic information mentioned in the095

questions existed in the image and document or not.096

Based on this, we can also get the final factuality097

score.098

Our contributions can be summarized as: (1) We099

proposed fine-grained and explainable factuality100

evaluation frameworks for multimodal summariza-101

tion under reference-based and reference-free sce-102

narios; (2) We offer an in-depth analysis of our103

metric along with its components across different104

benchmarks for evaluating factuality. Through this,105

we provide substantial empirical proof of its robust-106

ness.107

2 Related Work108

Multimodal Summarization Recently, multi-109

modal summarization, which integrates text with110

images, has emerged as a significant advance-111

ment over traditional text summarization (Li et al.,112

2020b,a; Zhang et al., 2021; Li et al., 2020c;113

Palaskar et al., 2019). Early works focused on com-114

bining Convolutional Neural Network-based visual115

models with Recurrent Neural Network-based tex-116

tual models to improve the multimodal summariza-117

tion (Zhu et al., 2018; Chen and Zhuge, 2018; Li118

et al., 2018; Zhu et al., 2020; Zhang et al., 2022).119

Recent research in the field has shifted towards120

leveraging pre-trained models for multimodal sum-121

marization (Jiang et al., 2023; Lin et al., 2023; Jing122

et al., 2023; Song et al., 2022). Despite the su-123

perior performance of the existing models, these124

models always suffer from the hallucination where125

the model generates contents that are not present126

or entailed by inputs (Wan and Bansal, 2022a).127

Faithfulness and Factuality Metrics Evaluating128

the factuality of generated summaries is crucial for129

their reliability and accuracy. Factuality metrics fall130

into two main categories: entailment-based met-131

rics and question-answering-based (QGQA) met- 132

rics. Entailment-based metrics (Kryscinski et al., 133

2020; Goyal and Durrett, 2021) assess whether 134

summaries reflect the source document accurately. 135

QGQA approaches (Durmus et al., 2020; Wang 136

et al., 2020; Scialom et al., 2021; Fabbri et al., 137

2022), evaluate the factuality of the summary by 138

generating and answering input-related questions. 139

Additionally, some other efforts, such as counter- 140

factual estimation (Xie et al., 2021) and embedding- 141

based metrics (Zhang et al., 2020b) have been intro- 142

duced to this field. Different from them, Wan and 143

Bansal is the first one to consider the textual and 144

visual modalities for multimodal summarization 145

factuality evaluation. Although they have achieved 146

compelling success, these methods do not take into 147

account fine-grained elements and are hard to ex- 148

plain. To address this issue, we introduced a frame- 149

work involving entity-focused questions to evaluate 150

the model’s fine-grained factuality, which allows 151

for a more detailed assessment of how accurately 152

the model reflects specific entities and relations 153

within the multimodal input. 154

3 Frameworks 155

3.1 Problem Definition 156

Suppose we have an image I and a document D. 157

The existing multimodal summarization models 158

aim to generate a summary based on the multi- 159

modal input (i.e. I and D), S = M(I,D), where 160

M denotes the multimodal summarization model 161

which takes I and D as inputs and generate a sum- 162

mary. Then we devise the evaluation metric to 163

assess the faithfulness of the generated summary 164

S. We devised the reference-based and reference- 165

free faithfulness evaluation metrics, respectively. 166

The former is based on the ground truth sum- 167

mary, formulated as Sr = F(I,D, Y, S), where 168

Y is the ground-truth summary. Different from 169

it, the reference-free factuality evaluation metric 170

supposes that there is no available ground truth 171

summary, formulated as Ss = F(I,D, S). In this 172

setting, the metric has more comprehensive appli- 173

cation sceneries. 174

3.2 Evaluation Framework 175

We devise two different evaluation frameworks (i.e. 176

reference-based and reference-free frameworks) to 177

facilitate factuality evaluation under various appli- 178

cation scenarios. 179

2



Summary

Ground
Truth

QA Model

Score

LLM

Did the exercise
commence on
Wednesday?

Document

Answer

Answer
MMS
Model

Figure 1: The proposed reference-based framework.

3.2.1 Reference-based180

As depicted in Figure 1, the reference-based frame-181

work contains three steps: question generation, an-182

swer generation, and factuality score aggregation.183

Question Generation To get a fine-grained eval-184

uation in terms of factuality, we first generate a185

question set Q based on the input document, which186

can generate comprehensive evaluation questions.187

All the questions are based on atomic informa-188

tion (Min et al., 2023). We give some examples189

in Appendix D. The prompt for question gener-190

ation is detailed in Appendix C. This process is191

implemented by a Large Language Model (LLM),192

formalized as LLM(Y,D) → Q.193

Answer Generation Next, we utilize a Question194

Answering (QA) model to answer the questions195

Q based on the ground-truth summary Y and gen-196

erated summary S, respectively. We denote the197

set of answers as Ar and As corresponding to the198

ground-truth summary Y and generated summary199

S. Here, we choose GPT-4 as the model that pre-200

dicts responses to specific questions, with three201

possible outcomes: yes, no, or not provided.202

Score Aggregation Finally, to evaluate the fac-203

tuality of the predicted summary S, a factuality204

score Sr is calculated. When the answers based205

on the reference summary and generated summary206

are consistent, the information that corresponds to207

the question is truthful. Therefore, this score can208

be calculated by the consistency between the set of209

answers Ar and As. The score is computed as the210

sum of individual match scores for all questions,211

represented by the following equation,212

Sr =

∑
ar∈Ar,as∈As

I(ar == as)

|Q|
, (1)213

where I is the indicator function and |Q| is the214

number of generated questions.215
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Figure 2: The proposed reference-free framework.

3.2.2 Reference-free 216

Obviously, manually annotating ground truth sum- 217

mary for multimodal data is labor- and time- 218

extensive. Hence, we further present a reference- 219

free framework illustrated in Figure 2, which con- 220

sists of three stages: question generation, answer 221

generation, and score aggregation. 222

Question Generation In this situation, the ref- 223

erence summary is not available for evaluation. 224

Therefore, we resort to the consistency between 225

multimodal input and summary to access the model 226

factuality. Unlike the reference-based framework, 227

we only generate questions Q based on the sum- 228

mary S generated by the model. It ensures that the 229

questions are directly relevant to the content of the 230

summary, allowing for a more precise assessment 231

of the factuality of the predicted summary, even 232

without the reference. Similarly, we leverage an 233

LLM to generate questions Q from the generated 234

summary S. This process can be formalized as: 235

LLM(S) → Q 236

Answer Generation To verify the consistency 237

between the multimodal input and summary, we 238

compute the consistency for each modality. Specif- 239

ically, we use a QA model to answer questions Q 240

based on the document D and a VQA model to 241

answer questions Q based on the image I . The QA 242

model also is GPT-4, and the VQA model is imple- 243

mented by BLIP-2 (Li et al., 2023a). We denote 244

the set of answers as At and Ai corresponding to 245

the document D and the image I . 246

Score Aggregation Finally, we aggregate all QA 247

pairs to get the factuality score Ss, which can be 248

represented as: 249

Ss =

∑
at∈At,ai∈Ai

I(H(at) ∨H(ai))

|Q|
, (2) 250

where I denotes the indicator function, H(x) rep- 251

resents a condition where x is equal to ’Yes’, ∨ 252
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symbolizes the logical OR operation, and |Q| is the253

total number of questions in Q.254

In this formulation, we consider that if either the255

at or the ai contains ’Yes’, it indicates factuality,256

signifying that the model has not fabricated infor-257

mation. Otherwise, it indicates a hallucination.258

4 Experiments259

4.1 Experimental Setting260

We employed the BART-MMSS (Lin et al., 2023)261

model and MMSS dataset (Li et al., 2018) to evalu-262

ate the effectiveness of our proposed method. We263

employed GPT-4 to generate questions and as the264

QA model. We used BLIP-2 (Li et al., 2023b) as265

the VQA model.266

4.2 Human Evaluation267

To verify the effectiveness of the reference-based268

evaluation framework, we randomly selected 200269

samples from the MMSS dataset. In addition, we270

randomly annotated 200 samples generated by an-271

other model V2P (Song et al., 2022) on another272

dataset CEPSUM (Li et al., 2020a). More annota-273

tion details are detailed in Appendix A.274

4.3 Result Analysis275

Evaluating QA Model We evaluate the perfor-276

mance of the QA model to get the reliability of this277

component. We collected all QA pairs from the278

annotated dataset and got an accuracy of 95.3%,279

which shows this component is reliable.280

Evaluating VQA Model Similarly, to evaluate281

the performance of the VQA model, we collected282

all VQA questions from the annotated dataset. The283

accuracy is 82.7%, which demonstrates the robust-284

ness of this component.285

Comparison We selected document-based met-286

rics: 1) ROUGE-1 (Lin, 2004), 2) ROUGE-L (Lin,287

2004), 3) BLEU (Papineni et al., 2002), and 4)288

BertScore (Zhang et al., 2020a); image-based met-289

ric: CLIPScore (Hessel et al., 2021); and combined290

metric: comCLIPBERTScore (Wan and Bansal,291

2022b) as baseline metrics. To the best of our292

knowledge, CLIPBERTScore has been identified293

as the best metric for evaluating faithfulness in pre-294

vious assessments of multi-modal summarization.295

Besides, we also conduct different ablation meth-296

ods derived from our frameworks based on image297

input and document input, respectively.298

Table 1: Pearson correlation coefficients between au-
tomatic metrics and human judgments of factuality on
MMSS.

Metric Document Image Combined

BLEU 0.15 - 0.15
ROUGE-1 0.23 - 0.23
ROUGE-L 0.13 - 0.13
BERTScore 0.45 - 0.45

CLIPScore - 0.13 0.13

CLIPBERTScore 0.45 0.13 0.42

FALLACIOUS (reference-based) 0.48 - 0.48
FALLACIOUS (reference-free) 0.63 0.14 0.51

Table 2: Pearson correlation coefficients between au-
tomatic metrics and human judgments of factuality on
CEPSUM.

Metric Document Image Combined

BLEU 0.52 - 0.52
ROUGE-1 0.49 - 0.49
ROUGE-L 0.53 - 0.53
BERTScore 0.63 - 0.63

CLIPScore - 0.21 0.21

CLIPBERTScore 0.63 0.21 0.66

FALLACIOUS (reference-based) 0.78 - 0.78
FALLACIOUS (reference-free) 0.78 0.31 0.88

We computed Pearson correlation coefficients 299

between the human evaluation results and all 300

atomic metrics (all baselines and our proposed 301

metrics) in terms of factuality. From Table 1 and 302

2, we have two observations: (1) Compared with 303

document-based metrics, image-based metrics al- 304

ways perform worse. The potential reason may be 305

that the summary has more overlapped content with 306

the input text rather than the input image. (2) Our 307

frameworks achieved the best performance com- 308

pared to other baselines, which demonstrates the 309

superiority of our method. In addition, we also 310

use the ChatGPT for evaluation on MMSS and 311

achieve a 0.48/0.47 Pearson correlation coefficient 312

for reference-free/based metric which surpasses all 313

the baselines and demonstrates our framework has 314

the generalization ability. 315

5 Conclusion 316

We propose two fine-grained and explainable factu- 317

ality evaluation frameworks (FALLACIOUS) for 318

multimodal summarization in terms of reference- 319

based and reference-free sceneries. In the human 320

evaluation, we found that our proposed frameworks 321

can achieve good performance compared with other 322

multimodal summarization metrics. 323
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Limitations324

Currently, our work relies on Large Language Mod-325

els (i.e., GPT-4) for evaluation, which is expensive326

when you evaluate massive datasets. In addition,327

we used the changing LLMs and the black-box328

model, which may cause difficulties in reproductiv-329

ity. The LLMs used in the evaluation metrics may330

introduce propagated bias.331
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A Details of Human Evaluation 600

For the dataset MMSS, each sample has a max- 601

imum of 12 QA pairs, and a minimum of 4 QA 602

pairs, with an average of 8.34 QA pairs per text, 603

totaling 1668 QA pairs. On average, the length of 604

the source sentence and the target summary are 22 605

and 8, respectively. Similarly, for the reference- 606

free evaluation framework, we also utilized these 607

200 samples. For this framework, the number of 608

generated questions is 3. For the dataset CEPSUM, 609

each sample has a maximum of 15 QA pairs, and a 610

minimum of 5 QA pairs, with an average of 10.2 611

QA pairs per text, totaling 2040 QA pairs. The 612

average token lengths of the input document and 613

output summary are 316 and 79, respectively. Sim- 614

ilarly, for the reference-free evaluation framework, 615

we also utilized these 200 samples. For this frame- 616

work, the number of generated questions is 6. 617

To explore the reliability of the QA and VQA 618

models, we employ annotators to answer all the 619

generated questions from the two human evaluation 620

datasets. Specifically, the annotator manually anno- 621

tated answers for each generated question based on 622

the original text and images separately. In addition, 623

to verify the effectiveness of our frameworks, for 624

each sample (original text, image, model summary), 625

the annotator subjectively conducted manual scor- 626

ing for the faithfulness of the model summaries on 627

a scale of 1 to 5, representing completely incorrect, 628

mostly incorrect, roughly equal parts correct and 629

incorrect, mostly correct, and completely correct, 630

respectively. 631

B More Analysis 632

For the reference-based framework, we found the 633

ground truth replaces words or rephrases input doc- 634

uments, which makes the generated questions more 635

difficult compared to the reference-free framework. 636

This may cause the performance of a reference- 637

free framework to be better than a reference-based 638

framework. Compared to text, images show a 639

low correlation with humans, which has also been 640

found in another dataset (Wan and Bansal, 2022a). 641

Therefore, we argue that our method can be applied 642

to more datasets. In addition, results on another 643

model V2P, and another dataset CEPSUM show 644

our method is reliable and can be transferred to 645

other datasets. 646

CLIPBERTScore is a simple weighted combi- 647

nation of CLIPSCORE and BERTSCore. How- 648

ever, it’s important to note that while BERTScore 649
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tends to focus more on the grammatical correct-650

ness of sentences, it may not necessarily prioritize651

factual accuracy (Hanna and Bojar, 2021). Fur-652

thermore, CLIPScore has its limitations, notably in653

accurately modeling entities (Radford et al., 2021)654

and in conducting compositional reasoning (Ma655

et al., 2023). These limitations can lead to reliabil-656

ity issues, often resulting in inaccurate outcomes.657

As a result, the effectiveness of CLIPBERTScore in658

delivering accurate factuality scores is potentially659

compromised. In contrast, our proposed metric660

offers a more nuanced approach. It is not only661

fine-grained, allowing for a detailed analysis, but662

also interpretable, providing clear insights into its663

scoring process.664

C Prompt665

We illustrate our prompt for question generation in666

Table 3.667

D Evaluation Example668

We presented reference-free and reference-based669

evaluation metrics in Figure 3 and Figure 4.670
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Table 3: Prompt for question generation and question answering.

Question Generation for the Task of With Ground Truth:

User: Now, you will receive a news article. Please generate questions and provide answers based on
the information in the news article. Your questions should be proportional to the amount of information
and the number of named entities in the article. The question should be a Yes-No Question.The answers
should be "yes," "no," or "not provided," and the answer is based on news article. In other words, you
do not need to ask open-ended questions. All questions must have answers, either "yes," "no," or "not
provided." Please intentionally ask some incorrect questions to verify the accuracy of the answers. For
example, you can intentionally create incorrect answers using names or places that have not appeared
before to obtain QA pairs with answers as "NO.". Try to maintain a roughly equal ratio of "yes," "no,"
and "not provided" answers and cover as much content as possible. The format for providing answers
should be ["Question": question, "Answer": answer, "Question": question, "Answer": answer, "Question":
question, "Answer": answer, "Question": question, "Answer": answer].The news article is:"u.s. , albanian
, croatian and macedonian soldiers began a monthlong joint military exercise tuesday , the u.s. embassy
said tuesday ."

GPT: [ "Question": "Did the joint military exercise begin on Tuesday?", "Answer": "Yes" , "Question":
"Is the joint military exercise only between the U.S. and Albania?", "Answer": "No" , "Question": "Is
Croatian military involved in the joint exercise?", "Answer": "Yes" , "Question": "Did the French military
participate in the joint exercise?", "Answer": "No" , "Question": "Was the announcement made by the U.S.
Embassy?", "Answer": "Yes" , "Question": "Did the joint military exercise last for a year?", "Answer":
"No" , "Question": "Did Macedonian soldiers participate in the joint exercise?", "Answer": "Yes" ,
"Question": "Did the news summary provide information about the purpose of the exercise?", "Answer":
"No" , "Question": "Did the exercise commence on Wednesday?", "Answer": "No" , "Question": "Is the
joint exercise expected to last for a month?", "Answer": "Yes" ]

Question Generation for the Task of Without Ground Truth:

User: I will now provide you with a news summary. Please generate three yes/no questions regarding the
entities and relationships within this sentence. The answers to these three questions should all be true.
Please present the questions in the format of ["question1", "question2", "question3"].The summary is:u.s.
albanian croatian and macedonian soldiers joint military exercise.s.

GPT: [ "Are U.S. soldiers participating in a joint military exercise with Albanian soldiers?", "Are U.S.
soldiers participating in a joint military exercise with Croatian soldiers?", "Are U.S. soldiers participating
in a joint military exercise with Macedonian soldiers?" ]

Question Answering:

User:I will provide you with a news segment and a question; please provide the answers to the questions
in the form of 0 or 1, where 0 represents no and 1 represents yes. news:u.s. , albanian , croatian and
macedonian soldiers began a monthlong joint military exercise Tuesday, the u.s. embassy said Tuesday.
question: Are U.S. soldiers participating in a joint military exercise with Albanian soldiers?

GPT:1
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Ground Truth Summary:  tokyo stocks fall dollar lower against yen in early 

trading

Generated Summary: tokyo stocks fell early after a three-day weekend

Q1:Did Tokyo stocks rise early Tuesday?

Real Summary: No.

Model Summary: No.

Q2: Did trading resume after a three-day weekend?

Real Summary: No.

Model Summary: Yes.

Q3: Were stocks traded on Monday?

Real Summary: No.

Model Summary: No.

Score: 5/6=0.83

Q4: Was the trading in Tokyo?

Real Summary: Yes.

Model Summary: Yes.

Q5: Were the stocks traded on Tuesday?

Real Summary: Yes.

Model Summary: Yes.

Q6: Is any specific company mentioned in the summary?

Real Summary: No.

Model Summary: No.

Input Document: tokyo stocks fell early tuesday as trading resumed after a 

three-day weekend.

Figure 3: The reference-based evaluation example.

Content:  a portuguese bishop has said that people with aids should use 

condoms to prevent the spread of the disease .

Generated Summary: uguese bishop with aids use condoms to spread

Q1: Is the Portuguese bishop a person?

QA : Yes.

VQA:  Yes.

Final Answer: Yes.

Q2: Does the Portuguese bishop have aids?

QA: No.

VQA: No.

Final Answer: No.

Q3: Are condoms used by the Portuguese bishop to spread?

QA: No.

VQA: No.

Final Answer: No.

Score: 1/3=0.33

Figure 4: The reference-free evaluation example. QA denotes the answer based on textual modality and VQA
denotes the answer based on visual modality. The final answer is the combination of QA and VQA. Score means
the score of the proposed metric
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