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Abstract

Physics-Informed Neural Networks (PINNs) have emerged as a powerful frame-
work for solving partial differential equations (PDEs). However, standard MLP-
based PINNSs often fail to converge when dealing with complex initial value
problems, leading to solutions that violate causality and suffer from a spectral
bias towards low-frequency components. To address these issues, we introduce
NeuSA (Neuro-Spectral Architectures), a novel class of PINNS inspired by classi-
cal spectral methods, designed to solve linear and nonlinear PDEs with variable
coefficients. NeuSA learns a projection of the underlying PDE onto a spectral
basis, leading to a finite-dimensional representation of the dynamics which is then
integrated with an adapted Neural ODE (NODE). This allows us to overcome
spectral bias, by leveraging the high-frequency components enabled by the spectral
representation; to enforce causality, by inheriting the causal structure of NODEs,
and to start training near the target solution, by means of an initialization scheme
based on classical methods. We validate NeuSA on canonical benchmarks for lin-
ear and nonlinear wave equations, demonstrating strong performance as compared
to other architectures, with faster convergence, improved temporal consistency
and superior predictive accuracy. Code and pretrained models are available in
https://github.com/arthur-bizzi/neusal

1 Introduction

The introduction of Physics-Informed Neural Networks (PINNs) [[1]] has sparked interest in using
neural networks to solve partial differential equations (PDEs) [2} 13 4]]. PINNs enable data-efficient
modeling of complex systems by embedding physical laws directly into the loss landscape. This
approach has opened new possibilities in scientific computing, with applications spanning a wide
range of subjects, including fluid dynamics and climate modeling [5, [6], biomedical simulations
[7, 18], material science [9} [10} [11], and others [12| 13} [14} [15 [16]. We consider the following
initial-boundary value problem for ¢ € [0,7] and x € Q C R%:

d

au(ux) =F (t,x,u,Vu,VVu), u(0,x)=ug(x) €))
where u : [0,7] x Q — R™ denotes the (vector-valued) solution, Vu and VVu denote its first-
and second-order spatial derivatives, and F is a smooth function. ug(x) is the initial condition
(Cauchy data), and we assume some boundary conditions are imposed on J€2. PINNs consist of
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Figure 1: We present NeuSA, a theoretically grounded Physics-informed neural architecture. On
the left, we compare various models on a wave propagation problem. The dashed lines represent
the discontinuities of a stratified heterogeneous medium. NeuSA achieves the lowest relative error
(rMSE) and most accurately preserves sharp wavefronts and reflections. On the right, we show the
evolution of the relative L2 error during training. NeuSA converges more rapidly and consistently.

0-parametrized coordinate networks uy : [0, 7] x € — R™, trained to approximate the solution u by
minimizing a composite physics-informed loss function £(6). This loss typically includes terms for
the PDE as well as for the initial/boundary data, e.g.,

d 2
Lppe(0) = Hdtue(t, x)—F (t,x,u9, Vug, VVwy)|| , Lic(0)=Aic ||ue(0,x)—u0(x)\|§ , (2

2
where || - ||2 denotes the regular norm in L?([0,T'] x ©), and Aic is the weight for the associated

residue term (a term Lpc representing boundary conditions could be also included). PINNs thus
provide a flexible, data-driven, and meshless framework for approximating PDE solutions using
neural networks.

Data-Driven. As neural networks, PINNs are particularly suited for handling heterogeneous, noisy,
or incomplete measurement data, which can be efficiently combined with physical priors via physics-
informed losses [14} 15,17, (18, [19]].

Mesh-Independence. As coordinate networks, PINNs represent continuous interpolations of the
underlying solutions and may be evaluated at arbitrary spatial or temporal coordinates. In higher-
dimensional problems, this property can be combined with random sampling strategies to substantially
reduce the number of samples needed to approximate the solution [20, 3].

However, standard PINNs often struggle to enforce fundamental structural aspects of the underlying
solutions. In most cases, they rely on general-purpose feed-forward architectures, such as the standard
Multi-Layer Perceptron (MLP) [21]], or on specialized MLP-based variants that enhance expressivity
through activation-function modifications, including QRes [22], FLS [23]]. This generic structure
design often leads to issues related to spectral bias, causality and limited generalization capacity:

Spectral Bias. Regular coordinate networks based on sigmoid or rectifier activations often struggle to
represent high-frequency components, leading to issues with representing detailed and/or multi-scale
solutions [24}25]. This effect is often mitigated with Fourier-Feature (FF) layers, sinusoidal encoder
layers designed to inject high-frequency representations into a network’s architecture [26]]. Still, FF
layers require fine-tuning to avoid overfitting and noise.

Causality. PINNs are notorious for violating causality and temporal consistency due to their
simultaneous training over the entire time domain [17]. These issues may manifest in the form of
incorrect initial conditions or non-physical convergence to trivial solutions. Attempts have also been
made to minimize these effects with modified losses [[17,[19].

Generalization Capacity. MLP-based PINNs may struggle with extrapolation beyond their training
domain [27, [28]], which has been tackled with alternative training strategies [29]].



Due to these issues, PINNs often fail to converge to the true solution when solving complex time-
dependent problems. Instead, they may overfit and converge to trivial equilibrium solutions. Such
shortcomings are common when solving problems with strong time dependence, as evidenced by
their relative lack of success when applied to linear and nonlinear wave equations [12} 30} 31]. This
stands in stark contrast to PINNs’ capacity for solving parabolic and elliptic equations [32].

We propose NeuSA a new family of Neuro-Spectral Architectures designed for solving space-
inhomogeneous and/or nonlinear time-dependent PDEs. NeuSA uses the spectral decomposition to
obtain a method-of-lines [33}34] discretization of a PDE into a large system of ODEs, which is then
modeled using a Neural ODE (NODE) [35] (see|Figure 2)). [Figure 1|showcases NeuSA’s results on a
2D wave propagation task, demonstrating significant improvements over prior methods in accuracy,
speed, and temporal consistency. Our contributions may be summarized as follows.

* Causality. NeuSA is a spectral-method-based architecture for neural PDEs, such as [36].
Consequently, it inherits the causal structure of classical methods, including exact initial
conditions and uniqueness, while retaining a data-friendly, mesh-less representation.

* Spectral fidelity. The choice of global spectral bases allows NeuSA to overcome the spectral
bias commonly attributed to MLP-PINNSs, offering a theoretically-motivated alternative to
Fourier-Feature Networks.

* Analytical initialization. The interpretable structure of NeuSA as a neural extension of
spectral methods enables specialized initialization schemes in which networks are initialized
as the solution of closely related linear homogeneous problems, at no training cost.

o Time-extrapolation. Due to its causal formulation, NeuSA displays strong time-extrapolating
performance, enabling simulation beyond training intervals.

b(x)
Figure 2: Neuro-Spectral Architecture. Above: The spectral coefficients for the initial conditions
1(0), flowing according to a NODE. Below: The spatial input x being encoded into the spectral basis
functions b(x). Coefficients and bases are then combined to yield the final result.

1.1 Related work

Several works have explored designs for physics-informed neural machine learning, including a
large body of literature on operator learning [37, 28]. Multiple recent works on Physics-Informed
Networks propose alternative architectures for representing solutions, enhancing their expressiveness,
spectral representation, or temporal coherence.

Quadratic Residual networks (QRes) [22]] introduce a class of parameter-efficient neural networks
by incorporating a quadratic term into the weighted sum of inputs before applying the activation
functions at each layer of the network. This modification enables QRes to approximate polynomials
using shallower networks, resulting in compact yet expressive models.

First-Layer Sine (FLS) [23]], also referred to as sf-PINN, introduces sinusoidal encoding layers within
the PINN framework. FLS nets utilize sinusoidal encoding layers, in an approach closely analogous
to that of Fourier-feature networks, to mitigate spectral bias and enhance input gradient distribution.



PINNsFormer [4] adapts the transformer architecture to the PINN setting, leveraging attention
mechanisms to model temporal dependencies among state tokens, with the goal of achieving enhanced
temporal consistency.

Neural Ordinary Differential Equations (NODEs) [35]] are a class of ‘continuous-depth’ residual
networks that model inference as the integration of a continuous-time process, effectively solving
an ODE whose dynamics are parameterized by a neural network. NODEs have proven powerful
for modeling continuous-time dynamics and have been applied to physics-informed learning, gen-
erative modeling, time-series forecasting, and morphing [38}, 139} 140} |41} |42| |43]]. However, their
highly sequential numerical structure makes them equivalent to ultra-deep residual networks, which
can significantly slow down training. As a result, their application to PDEs remains relatively
underexplored [44]].

2 Neuro-spectral architectures

Neuro-Spectral architectures are defined as models that employ spectral decomposition to reduce a
PDE defined over an infinite-dimensional space to an ODE system in finite dimensions, subsequently
training a NODE to approximate the latter using a physics-informed loss. This formulation interprets
(T) as an abstract Cauchy problem over the Hilbert space L%((2)", treating the solution u(t, -) as
a time-parametrized family u : R — L2(Q2)". The spectral decomposition [45, 46, 47] consists
of approximating u(x, t) by its projection onto the subspace spanned by a finite subset b(x) of an
orthonormal basis of L2(£2)™. Given a truncated spectral representation with harmonics c1, ¢z, . . . , ¢4,
the solution u can be expressed in terms of an expansion over elements of the basis tensor b(x) :
) — Cerxxed whose coefficients form a tensor u(t) : [0, 7] — Co > *¢*" eading to

0= Db, () = | uttxbuxx @

Where k denotes a d-dimensional multi-index, @ (¢) : [0,7] — R™ and by (x) : 2 — R represent
the £—th indexed element in G and b, respectively. Substituting (3) into (1) leads to a method-of-lines
[33,134] discretization, resulting in an ordinary differential equation for the coefficients:
d .
=F

=T, )

where F' : CorXrxcaxn _ CexxXeaxm ygually does not admit a simple closed-form expression

for a general basis b. Instead of deriving it explicitly, we learn Fasa parameterlzed network Fg
Inference in a Neuro-Spectral model then proceeds as follows (see and [48])):

1. Project the initial conditions onto an orthonormal basis. Sample the initial conditions u(0, x)
densely and extract their spectral representation 1 in terms of the basis b: u(0,x) = 3, 1z (0)bs(x)

2. Integrate coefficients in time according to a NODE. Use the coefficients tensor i as input to a
NODE with vector field Fy and integrate it with a high-order method: Gy (¢) =0(0)+ fot Fo(a(r))dr.

3. Reconstruct the solution and perform training. Multiply the obtained coefficients Gg (t) by
their corresponding basis functions by, (x) to obtain u(¢, x). This representation can be differentiated
analytically to compute physics-informed losses: ug(t,x) = >, g 1 (t)b(x).

2.1 Spectral decomposition and initialization

The choice of the basis b can enforce specific properties of the solution, as well as ensure the
fulfillment of the given boundary conditions. In this work, we initialize b as the Fourier basis
and its odd and even extensions in terms of the sine and cosine functions. This choice enables the
representation of homogeneous periodic, Dirichlet, and Neumann boundary conditions for rectangular
domains. The spectral projection i can then be computed in several ways, depending on how the
spatial domain is sampled (see[Appendix B). We adopt the Fourier basis for two main reasons: first,
to overcome spectral bias, inspired by the success of Fourier-Feature layers; and second, to allow
for the simple and accurate representation of linear translation-invariant (LTT) differential operators
as scalar multipliers [49]. We use the latter to implement an improved initialization scheme for the
NODE, described as follows.



Figure 3: Inference in a Neuro-Spectral model. The initial conditions are decomposed into their
spectral coefficients, which are propagated in time via a NODE. The time-iterated coefficients are
then reconstructed into the solution at later times.

1. Linearize the PDE. Extract a linear translation-invariant approximation for F:

d d d?
—u & Fjpear (1, Vu, VVu, ... ) := gou + zl: a”chiu + ; agijmu +el (5

dt

2. Fourier multiplier. Derive the associated Fourier multiplier M € Cc1*¢2*xc¢ax" defined as an
element-wise polynomial on the k-th Fourier frequency corresponding to the k-th harmonic:

d d . N
%u%Flinear - %UQMQU, (6)

where © stands for the Hadamard (element-wise) product.

3. Initialize the vector field F'y. Initialize NODE near this approximate linear solution by augmenting
the learned vector field with the analytical multiplier:

Fo() = (M © 1) + eFy(), @
where Fy () is a neural network initialized with mean zero and unit variance, and ¢ is a small
parameter. In this way, the network starts close to the solution of the associated LTI problem, serving
as a strong prior for training. During optimization, Fy learns a compact representation for the
non-linear and/or non-translation-invariant dynamics, effectively leading to a neural generalization of
the classical spectral method. See Section [3]for explicit examples, and Appendix [B.2]for the detailed
architecture of F6.

2.2 Neural ODE, time integration and causality

As discussed, neuro-spectral models rely on a NODE to propagate the spectral coefficients forward in
time. The vector field to be integrated over as part of inference is composed of the near-analytical
initialization discussed above along with a multilayer perceptron Fy:

d. - . N .
7 =Fp(d) = M © 0+ eFg(d). ®)
The NODE receives as input a tensor of size 1 X ¢; X ¢2 X -+ X ¢4 X n, corresponding to the first
time-slice of the solution, and outputs #smpies slices in the form of a tensor of shape tgmples X €1 X
cg X -+ X c¢g X n. This special treatment of the time dimension, characterized by the sequential
nature of integration, is what equips NeuSA with causal structure. In fact, it is possible to prove

NeuSAs are flows [50, 51]], as summarized in the following theorem:

Theorem 1. For band-limited initial conditions uy and globally Lipschitz neural vector fields Fo,
the orbits created by NeuSA satisfy the initial conditions and uniqueness:

1. fulfillment of initial conditions: ug(0,x) = u(0,x);
2. uniqueness: up(0,-) #u3(0,") = uj(t,-) #u3(t,-) Vtel[0,T].

A more detailed exposition of this theorem as well as its proof may be found in[Appendix A] It is, in
essence, a result of the properties of flow operators for ODEs combined with the uniqueness of the
spectral decomposition for band-limited functions. This holds by construction, regardless of training.



2.3 Losses and training

Training NeuSA is similar to training a common MLP-PINN. The main difference is that we can no
longer differentiate directly with respect to time, as it is no longer an input coordinate; it is instead
implicitly encoded as the time-steps for the NODE iteration. Nevertheless, time and space derivatives
may be calculated in a straightforward manner:

d d
fug (t,x) ZFH g (£)bg(x), aug(t,x):Zﬁ@,k(t)ab,{(x), )
3 k 3

where by construction Fg (1) (t) = 4 {19 1. (t). Note that the cost of calculating derivatives does not
increase meaningfully for higher-order spatial derivatives, as opposed to the exponential increase in
computational cost incurred by naively stacking derivatives with autograd [52]]. We may then sample
the domain €2 and evaluate the associated Physics-Informed residue with

Lppg (0 Z Z

t;€[0,T] x; €Q

2

g (ts, x;) — Pt %, ug, Vg, VV3)|| (10)
2

where ¢; denotes the i-th integration time step for the NODE and x; denotes the coordinates at
the j-th spatial sample point. Note that NeuSA automatically complies with initial and boundary
conditions and therefore does not require loss terms for them.

Note that neither time nor space samples need to be uniformly distributed; nevertheless, space samples
must remain constant across all times for each pass, as opposed to conventional PINNs. This comes
at the advantage that a single forward pass is necessary to evaluate the loss over all samples, as
opposed to the multiple passes needed for common PINNs. This will allow NeuSA architectures to
achieve training speeds comparable to those of purely neural approaches, despite their reliance on
computationally intensive NODE integration.

3 Experiments

We evaluate NeuSA on boundary and initial value problems for three PDEs: the 2D wave equation,
the 2D Burgers’ equation, and the 1D nonlinear sine-Gordon equation. In all cases, we address
the forward (direct) problem, where the models are trained to learn approximate solutions given
known conditions. We compare the performance and accuracy of NeuSA against several established
MLP-based PINN architectures: the original PINN [l1]], QRes [22], FLS [23]], and PINNsFormer [4].

Training setup. NeuSA and all baseline models are implemented in PyTorch [S3]]. The baseline
configurations follow the setups described in PINNsFormer [4]] and RoPINN [3]]. PINN, QRes, and
FLS are initialized using Xavier initialization [54]], with the hyperbolic tangent as the activation
function (except for the first FLS layer, which acts as a Fourier feature mapping [55) 26]). All
remaining hyperparameters were tuned to achieve the best performance for each model (e.g. weights
for the initial and boundary condition losses). For the NODEs used in NeuSA, we adopt the
implementation given by the TorchDyn library [56]. The vector fields Fy are modeled as MLPs with
dimensionwise layers (see Appendix with two hidden layers, ReL.U activations, and Glorot
initialization, and are integrated using a fourth-order Runge—Kutta solver. Gradients are computed
via standard backpropagation through the ODE solver.

Training is performed using the Adam optimizer [S7]. NeuSA’s strong architectural priors enable the
use of larger learning rates compared to the baseline models, which are trained with the recommended
rate of 1072 (see §6.1 of [58])). All baseline models exhibited reduced performance when trained with
learning rate 10~2, due to instability. Each experiment was run several times, and the mean of each
evaluation metric was reported. To evaluate model accuracy, we consider the standard rMSE (relative
mean squared error, also called the relative Lo error) and tMAE (relative mean absolute error, also
called the relative Ly error) metrics. The ground-truth solution for each problem is obtained with
high accuracy numerical solvers (see[Appendix C). Experiments were executed on an Nvidia RTX
4090 GPU (24 GB VRAM). Results are summarized in[Table 1]

Additional details and extended results for each experiment are provided in[Appendix C| and additional
experiments exploring NeuSA’s training and inference time may be found in Appendix D.



3.1 Wave equation: 2D Layers, 3D Layers and Marmousi

As our first benchmark, we consider an initial-value problem for the linear wave equation in an
infinite heterogeneous medium, a canonical problem in acoustics, seismics, and electromagnetism,

[59.160. (611

2 x|2
%u = %(x)Au, u(x,0) = exp (H) ; ﬁu(x, 0)=0, (11)
where A denotes the Laplacian in the spatial dimensions, ¢ = 0.1, and ¢ denotes the material-
dependent wave speed. This material heterogeneity leads to wave reflection and refraction at the
interfaces between layers. We evaluate NeuSA in three scenarios of increasing complexity: the 2D
wave equation for an environment with three horizontal layers (hereafter referred to as 2D Layers),
the 3D wave equation in a medium with two horizontal layers (here referred to as 3D Layers), and
the 2D Marmousi model. In all cases, the spatial domain is truncated to [—2,2]% for d = 2, 3. This is
a valid approximation to the infinite domain scenario as long as the propagating waves do not reach
the domain boundaries.

For the 2D Layers and 3D Layers cases, the propagation medium consists of three and two horizontal
layers, respectively. Such simplified test problems are frequently found in seismic datasets [62]. The
Marmousi reservoir model [63] is a canonical benchmark with highly complex stratified medium in
two dimensions, containing folds of rocks and an overlying water layer [64]. Images depicting both

2D media may be found in

For NeuSA, we initialize the neural vector field near the solution of the homogeneous wave equation
and constrain Fy to take a low-rank form, as detailed in[Appendix B] The model is trained for 2,000
steps, using 2019 basis elements and integrated over 201 time steps. The baseline models are trained
for 20,000 steps, using 10,000 random collocation points for the PDE and 1,000 points for the initial

conditions. See for an image depicting the results obtained for the 2D Layers and [Figure 4]
for the Marmousi reservoir. The results obtained for the 3D Layers case are presented in[Appendix C
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Figure 4: Results for the wave equation over the Marmousi benchmark. NeuSA is able to achieve a
solution that is much closer than reference methods to the ground truth.



3.2 Sine-Gordon equation

In this example, we consider the 1D sine-Gordon (s-G) equation, a generalized nonlinear wave
equation that has applications in soliton collisions and inverse scattering [65]. Consider the problem

9’u  9%*u ) 1 |x|2 0
9 10sin(u), wu(0,x) = o exp (—0> , au(x,O) =0, (12)

with (x,t) € [—4,4] x [0, 3], zero-Dirichlet boundary conditions at x = +4, and o = 0.1.

For the numerical experiments, NeuSA is trained with 201 frequencies and 201 time steps, using
1,000 steps with a learning rate of 0.01. The PINN, QRes, and FLS models are trained on a regular
grid of dimension 201 x 201, while a 101 x 101 grid is considered for the PINNsFormer model.
All models other than NeuSA were trained for 10, 000 Adam steps. The computational results are

visualized in
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Figure 5: Results from the sine-Gordon equation. Above: the solution versus the ground truth. Below:
the residues between them. NeuSA is both faster and more accurate than the baselines.

3.3 2D Burgers’ equation

We address a 2D generalization of Burgers’ equation, commonly used as a benchmark in computa-
tional fluid dynamics [66] to model the development of two-dimensional shocks [[67]]. We consider
the initial-boundary value problem

—u=-u-Vu+vAu, u(x,0)= (sin(rz;)sin(rzs),cos(rz1)cos(rzs)).  (13)

ot

where u = (u(x,t),v(x,t)), (x,t) € [0,4]*x [0, 1], and v = 0.01, and periodic boundary conditions
in x are assumed.

NeuSA is trained for 200 steps using 201 x 201 components over 201 time steps, with a vector field
initialized near the solution of the corresponding heat equation. The baseline models are trained for
20,000 steps, using 10,000 collocation points for the PDE, 1,000 for the initial condition, and 500 for
the boundary condition.

We conducted an additional experiment on Burgers’ equation to assess our method’s ability to
extrapolate the approximated solution in time beyond its training interval. All models were trained
on the interval [0, 1] and then evaluated on the extended interval [0, 2]. We analyzed performance in
successive time instants, quantifying how prediction accuracy degrades as the time gets further from
the training region. Because our method integrates a learned vector field over time, we expected it to
extrapolate smoothly into future time, rather than exhibit the localized overfitting often observed in
standard MLP-based architectures. The results shown in[Figure 6]confirm our expectations.
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Figure 6: Extrapolation results for the Burgers’ equation. Left: solutions from PINN and QRes
degenerate strongly when extrapolating; in contrast, NeuSA’s solution retains qualitative behavior
observed in the Ground Truth. Right: NeuSA outperforms all the baselines when extrapolating,
maintaining comparable performance. Other well performing models, such as QRes, quickly diverge.

Table 1: Average experiment metrics for each model. TT refers to the training time in seconds. Despite
being generally trained for less time, NeuSA consistently matches or outperforms the baselines.

2D Layers | Marmousi | 3D Layers | 2D Burgers | Sine Gordon

Model

rMSE TT \ rMSE TT \ rMSE TT \ rMSE TT \ rMSE TT
PINN 0.545 566 | 0.698 635 | 0.073 5990 | 0.221 871 0.139 976
QRes 0.115 750 | 0.412 718 | 0.021 8775 | 0.073 1,135 | 0.020 1,315
FLS 0.590 577 | 0.684 648 | 0.070 6179 | 0.202 885 0.135 1,015
PINNsFormer 1.072 1484 — — — — 1.053 2,294 | 0.681 3,333
NeuSA 0.075 530 | 0.171 573 | 0.008 702 | 0.051 112 0.001 215

4 Results and analysis

The results for the wave equation show that NeuSA can accurately propagate waves in complex
media, leading to an error between one and two orders of magnitude smaller than the baselines.
This is despite NeuSA being trained for 10 times fewer training steps. It is worth noting that a key
challenge in seismic and acoustic simulations with heterogeneous media is to capture the complex
wave patterns generated by reflections at material discontinuities. NeuSA is the only approach that
accurately recovers second-order reflections, as shown in[Figure 1] at ¢ = 2s.

The results for the sine-Gordon equation in [Figure 5|indicate that NeuSA very quickly learns the
dynamics for the system with outstanding precision, obtaining error metrics an order of magnitude
smaller than QRes, the next best result, with a substantially smaller training time. NeuSA’s causal
structure allows it to propagate the solution from initial conditions, staying in close agreement with
the ground-truth. In contrast, PINN, FLS and PINNsformer fail to do so, despite being trained for 10
times more epochs.

The results for the Burgers’ equation show that NeuSA successfully captures the qualitative behavior
of the solution, including the formation of detailed two-dimensional shocks. Quantitative results in
show that NeuSA exhibits strong performance, while requiring substantially less training
time, leading to gains over PINNs, FLS, PINNsFormer and QRes.

These results are underscored by the very strong performance in the extrapolation task shown in
which demonstrates that NeuSA has learned a robust internal representation for the system’s
autonomous dynamics. As a result, NeuSA can estimate and extrapolate solutions over large times
intervals beyond the training domain, leading to substantially superior performance as compared to
the baselines. We attribute this capability to NeuSA’s causal structure.

Although built on the inherently slower NODE framework, NeuSA trains significantly faster than
MLP-based PINNs. This efficiency is likely due to the physical and causal priors built into the
architecture, allowing for convergence in considerably fewer steps. Moreover, neuro-spectral models



compute the solution across the entire domain in a single forward pass, in contrast to the thousands
of passes needed for a PINN, reducing the relative computational overhead. has a
longer discussion on this effect. Additionally, NeuSA produces remarkably accurate solutions, which
we attribute to its spectral representation capabilities and its automatic compliance with initial and
boundary conditions. NeuSA does not need to train on boundary data, allowing us to perform
optimization only on the physics-informed loss. This helps avoid the conflicting gradients of data and
equation losses, which often lead to unstable training, as shown in the rMSE-versus-time plots of the

tested classical architectures in

Nevertheless, the method does have limitations, which we discuss in greater detail in
First, all experiments take place on simple spatial domains, which allows using the framework of
the Fourier bases; more complex geometries would require the implementation of more generic
bases, which could hinder the initialization process. Second, NeuSA integrates the vector-valued
solution G(x, t) using Runge-Kutta methods which, despite their efficiency, may become unstable
when applied to stiff problems. Finally, NeuSA’s performance seems to be strongly influenced by its
analytical initialization procedure; while this approach enables exceptionally fast training when a
suitable linear approximation is available, its effectiveness significantly diminishes when initialized
with no prior dynamical information.

5 Conclusion

We have introduced NeuSA (Neuro-Spectral Architectures), a novel class of PINNs grounded in
numerical spectral methods and designed to solve time-dependent nonlinear PDEs in inhomogeneous
media. These architectures overcome the spectral bias and causality issues associated with MLP-
PINNs by construction. Furthermore, we have shown that the architecture inherently satisfies
boundary and initial conditions, as well as ensures solution uniqueness, without incurring any
additional training cost.

Based on the numerical experiments for the 2D wave equation in heterogeneous media, 2D Burgers’
equation, and 1D nonlinear sine-Gordon equation, we observed that NeuSA can solve complex
problems, often achieving smaller error with significantly shorter training time than reference physics-
informed architectures. Such capabilities are likely due to the improved initialization procedure and
causal structure of NeuSA, which results in more physically relevant solutions.

The development of NeuSA paves the way for future research and applications. In particular, the
architectures can be adapted to solve other challenging PDEs, such as the widely studied Navier-
Stokes equations [68], or even pseudodifferential equations arising in wave propagation [69, [70].
Although initializing with a Fourier basis has proven highly effective for the applications considered
in this work, other bases could also be explored to enhance performance and, thus, make NeuSA
less dependent on the mesh. Finally, other numerical methods could be used to replace the fourth-
order Runge-Kutta and improve the overall performance of NeuSA, especially when applied to stiff
problems.
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A Causality of NeuSA

NeuSA is a “causal" architecture in the sense that it produces solutions which are evolutionary
by nature, implying uniqueness and continuous dependence on initial conditions. It is generally
impossible to prove the convergence of a numerical method to the solution of a general PDE without
imposing strong restrictions upon the spectrum of initial conditions and the function F. We may
nevertheless prove that the solutions generated by our method have the properties associated with
solutions to evolution problems. For the finite-dimensional system in eq. (4), these properties
are encapsulated in the properties of the associated flow operator ® : [0,T] x Cer* >caxn
Cerxxeaxn defined as:

t
Py = 1 +/ F(u(r))dr. (14)
0
These operators have the following semigroup properties:

1. There exists an identity element: ®%1y = 1 .

2. The flow is an additive group action: ®*2®!1 {1y = dt2+tiq .
Most importantly, these two properties translate immediately to the causal properties that we aim
to prove: Property 1 implies that initial conditions are enforced, while Property 2 is equivalent to

uniqueness [S1]. Theorem 1 then follows as a consequence of the fact that NeuSA solutions define a
flow.

Let Sy, C L?(2) be the finite-dimensional subspace spanned by our basis elements b. Consider
now the decomposition operator P : Sy, — C1 XXX apn jsomorphism mapping each element
of Sp, into the tensor of coefficients of its expansion over the elements of b. We also define the
reconstruction operator PT : Ce1X"xcaxn _y G ‘mapping the coefficient tensor onto the respective
linear combination of the vectors by. Inference for NeuSA consists of the following steps:

1. obtaining expansion coefficients 19 = Pug of the initial data in the basis b (possibly,
projecting ugy onto Sp);

2. acting on ug by the flow of the vector field Fy using NODE;

3. reconstructing the continuous solution via u(t) = PTa(t).

These steps can be summarized as

t
wy(t) = PT®LPuy, where @by =ty + / Fy(a(r))dr . (15)
0
Now we can formulate and prove the following
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Theorem 2. For band-limited initial conditions ug € Sy and globally-Lipschitz neural vector fields
Fy, the orbits created by NeuSA satisfy the initial conditions and are unique:

1. fulfillment of initial conditions: ug(0,x) = u(0,x);

2. uniqueness: uj(0,-) #u2(0,-) = uj(t,-) #ui(t,") Vte[0,T].

Proof. For band-limited functions u € Sy, the decomposition P and reconstruction Pt are bijections,
and P' is the inverse of P:

PTPu=u. (16)
This fact immediately follows from uniqueness of expansion coefficients of any function u € Sy,
for the given basis b. Likewise, for a globally Lipschitz neural network Fy, there exists a flow ®
associated with the NODE di1/dt = Fy (1) (i.e., the flow determined by the vector field Fy(i1)).
Moreover, its orbits are unique. This follows from the classical existence and uniqueness of solutions
for ordinary differential equations in Banach spaces [[71} 51]].

Property 1 then follows from the uniqueness of the spectral decomposition combined with the flow
properties of ®g:

uy(0) = PT®)Pug = PTPug =g . (17)
Likewise, to prove property 2 we use the uniqueness of the spectral decomposition as well as the fact
that NeuSA encodes the flow ®¢ (under which the orbits do not intersect), represented as follows:

PT® Puy(ty) = PTO PPT®) Pug = PO Pug = up(ta + t1) . (18)
O

As mentioned above, in practice decomposition over the spectral basis b is preceded by the projection
of the initial data onto Sp. The basis b can always be chosen to be large enough to approximate
any smooth function with the required accuracy. Likewise, it is generally reasonable to assume
that common (finite-sized) feedforward networks are globally Lipschitz-continuous, since they are
essentially compositions of Lipschitz maps and Lipschitz nonlinear activations.

B Implementation details

In this section, we provide further details concerning our code implementation. The construction
of the Fourier basis together with the extraction of its coefficients is explained in Subsection [B.1]
Lastly, Subsection discusses the numerical scheme adopted to enhance dimension-wise layers
for multiple space dimensions, since they enable efficient modeling of complex interactions across
spatial dimensions while avoiding the prohibitive costs of fully dense layers.

B.1 Spectral decomposition

To operate in the spectral domain, we represent the target functions using a spectral decomposition.
The following subsections describe how the Fourier basis is constructed and how the corresponding
coefficients are extracted.

B.1.1 Constructing the basis

We assume for this section that the domain 2 can be decomposed as a direct product (e.g., into a
direct product of 1D intervals), leading to the following product representation for the basis:

d
bi(x) = [ [ br. (x:) (19)
1=1

For example, the standard Fourier basis functions may be expressed as the products of the following
form (up to a normalization constant):

d

by (x) o< [ [ expliwg,x:) (20)
i=1
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or, likewise, in terms of the respective sine/cosine functions, depending on the boundary conditions
that have to be imposed.

In addition to enabling our initialization procedure, initializing b as the Fourier basis tends to result
in dense representations for nonlinear and/or non translation-invariant dynamlcsl [72]. While in the
context of numerical solution of PDEs this is often undesirable, in the context of neural networks
this will become an advantage, as denser connections between coefficients should lead to (positive)
overparametrization [73]].

Nevertheless, the Fourier basis has limitations. Foremost among them is its strictly non-local nature,
which often results in difficulties when reproducing highly localized PDE solutions.

B.1.2 Extracting the coefficients i and evaluating derivatives

In order to perform the spectral decomposition u — 1, we sample the function over /N collocation
points {x1 N 1 and represent it in terms of NV basis terms. This may be expressed as:

D= (t)bi(x), i€l,...,N, 1)
k

where k is a d-dimensional multi-index with N elements. This is a linear system that can be solved
in a straightforward manner; for example, given a grid structure, the Discrete Fourier Transform and
its variations may be used. As it is usually done in the literature on spectral methods, we can simplify
the basis representation by reshaping the domain via a transformation Y, leading to:

x') =Y ar(t)br(x(x")). (22)
k

Differentiation then takes place as described in Section 2:
d . d .
—u(t,x") = ar(t)—D>b ¢ 23
oy 20) = 2 (0 b)) 23)

where the chain rule is used to calculate the right-most term. For a concrete example, a 2D problem
expressed in the Fourier basis over a square domain ) = [—L, L] x [—L, L] may be mapped into the
canonical domain [—m, 7] X [—m, 7] with the transformation y(x) = 7x/L, leading to the following
form for the derivatives:

d ,
ot x) = W’“ HeXp W Xi) (24)
J k
d? ; MW,
@u(ux )=— Z ( ) Hexp (iwg,X;) - (25)
J k

In general, linear translation-invariant differential operators may be obtained as a polynomial on the
frequencies w, leading to the following representation for the Fourier multiplier M used as part of the
initialization:

d2
Flinear(n, Vu, VVu,...) := aqpu + Z alz u+ Z agij——— dxdx; u+---, (26)

iTw T2 Wi, Wi,
thedr( ) =M O, with M, = ap + Za“ ( ki ) ZGQU (LQJ> +-, @27

i.e. the k-indexed element of the multiplier M is given as a polynom1a1 over the frequencies w. This
multiplier may then be used for the initialization procedure described previously. For example, the
Laplacian operator in 2 space dimensions may be represented as:

’7'1'2(A)]2f 71'2(,0,%
My = — + 2 ). (28)

L? L2

Analogous schemes are also used for the sine and Fourier basis.

2This can be easily seen from the Fourier convolution theorem as it appears when expressing nonlinear or
non-translation-invariant equations in the Fourier basis: pointwise products become convolutions involving
coefficients that are possibly far apart, resulting in dense connectivity matrices.
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B.2 Dimension-wise layers for multiple space dimensions

Spectral methods inherently induce dense interactions between coefficients, even across distant modes.
However, in multi-dimensional settings, employing fully dense layers becomes computationally
prohibitive. In particular, we can discuss the case of the 2D wave propagation problem presented
in the experiments section: note that discretizing each dimension with just 100 spectral coefficients
yields a total of 10* basis elements. A single dense linear layer operating on this space would then
require O(108) parameters. As a result, when such layers are applied repeatedly (as would be done
by a Neural ODE using it for a vector field), the computational cost becomes excessive.

Similar challenges in computer vision have led to the development of convolutional neural networks
(CNNs), which employ finite-support kernels to create localized linear connections among neigh-
boring nodes. However, this approach is ill-suited to our setting. First, CNNs are built to embed the
translation invariance inherent to image recognition tasks, which is a property that does not generally
apply to our problems. Moreover, their local receptive fields restrict long-range interactions, which
are essential in spectral representations.

Instead, it is necessary to construct a layer that performs the dense and global-reaching connections
associated with spectral methods while remaining parameter-light. We have opted for low-rank,

dimension-wise linear layers, as shown in[Figure §|

These networks consist essentially of a Hadamard (element-wise) product followed by alternating
dense linear transformations applied row-wise and column-wise. This structure can be efficiently
implemented by combining tensor transpositions with batched matrix multiplication operations
available in PyTorch and similar deep-learning frameworks (see Algorithm|[T). For instance, given 2D
coefficient matrices 0i(t) € R™*™ and layer parameters A € R™*", B € R"*" and C € R™*™,
this yields:

1. Element-wise scaling (Hadamard product):
a—ae0A

where each element 0;; is multiplied by the corresponding A;;.

2. Row-wise linear transformation:

1 TlB

) ’I“QB
— .

Tm TmB

where each row vector r; is multiplied by the matrix B.

3. Column-wise linear transformation:
[c1 ca -+ cpl—=[Car Cea -+ Cep)

where each column vector c; is multiplied by the matrix C'.

The matrix u can be visualized as

up 1 uj 2 e Ui n T1

R uz1 uz 2 e uzn T2

a=| . . .= = ¢ Cn)
Um,1 Wm2 e um,n Tm

Each of these layers applied to a 2D spatial domain of dimensions m, n requires O(mn) parameters
and operations, in contrast to the O(m?n?) complexity of a naive fully dense layer. This approach
allows us to leverage the “densification” inherent to spectral methods, enhancing deep learning
performance, while reducing computational and memory demands. In practice, we have found
these layers to be effective drop-in replacements for dense linear layers when handling large, multi-
dimensional inputs.
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Algorithm 1 Implementation of dimension-wise layers for a two dimensional input

Q< input () >u e RM™Mx"
a+ueA > Hadamard (pointwise) product, A € R™*"
U < linear(q, B) > Batched matrix multiplication, B € R™*"
i+ a’ > Transpose
U < linear(a,C) > Batched matrix multiplication, C' € R™*™
i+ a’ > Transpose
U« act(t) > Nonlinear Activation

As illustrated by comparing Figures[7]and[8] these layers stand in contrast to convolutional layers,
yet serve a complementary purpose. While convolutional layers impose sparsity through local
connectivity and translation invariance, dimension-wise linear layers aim to preserve sparsity while
retaining long-ranging connections. They can also be interpreted as low-rank tensor applications or
Kronecker products.

Hadamard Row — wise Column — wise

Figure 8: Schematic for dimension-wise linear transformations.

C Experimental details

In this section, we provide further information concerning hardwares and licensing. We also discuss
additional details on the numerical experiments presented in Section 3 of the paper.

Hardware and resources. All experiments were executed on identical machines, containing an
Nvidia RTX 4090 GPU with 24GB VRAM, an Intel i9-13900K processor, and 128GB RAM.

Licenses. The code is implemented in Python using the libraries PyTorch (version 2.1.0) and
torchdyn (version 1.0.6), distributed under the BSD 3-Clause and Apache licenses, respectively.

General setup for numerical experiments. All experiments are evaluated against a ground-truth
solution obtained using a state-of-the-art numerical method. For each model and experiment, we
report the error metrics IMAE (relative L; error) and rMSE (relative Lo error) between the predicted
solution upyeq and the ground-truth solution ugr, computed over N evaluation pairs (¢;,x;), as
follows:

SV tprea(tis X)) — g (ts, %))

MAE = -
2=t luar (ti xi)]

. (29)

SNV (uprea(ti, xi) — uar(ti, x:))?

S (uar(ti, xi))?

rMSE =

(30)
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In the particular case of the Burgers’ equation, where the output is a 2D vector (u, v), the rMAE and
rMSE are computed separately for each component, and their average is reported as the final error
metric.

Due to memory constraints, it is not feasible to feed the entire spatial grid to the MLP-based
architectures for 2D equations. Instead, we adopted random uniform sampling at every step. For
PINN, QRes, and FLS models, we sample 10, 000 points for the PDE residual, 1000 points for the
initial condition and 500 points for the boundary condition. In contrast, PINNsFormer generates a
temporal sequence of five collocation points for each sample, which are then processed through its
encoder-decoder architecture. To ensure comparable memory usage and training time with the other
baseline methods, we train PINNsFormer on the Burgers’ and wave equations using 2, 000 points for
the PDE loss, 200 for the initial condition, and 100 for the boundary condition. This corresponds to
one-fifth of the amount sampled for other baseline methods.

C.1 Wave equation

. . . ou )
For the wave equation (T1), by introducing v = e we can rewrite the problem as a system of
first-order equations (with respect to time) given by
0
—Uu
ot
0

— ) = 2
prad c“(x)Au.

The vector field to be learned by NeuSA is defined as:

Fy (i) = (M oht eFo(il) ) ; (32)

where Gt = (4, 0), the weight ¢ = 1 and the entries of the matrix M as defined in (28). Using a
simplified version of Fy that takes only ¢ as input accelerates learning, as © does not influence the
equation, and also enables a more compact model. The velocity fields may be visualized below, in
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1.4
-1.0 10
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X
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(a) (b)

Figure 9: The 2D three-layer and Marmousi mediums.

To train the NeuSA model, we simulate an infinite domain by extending the original spatial region
from [—2,2]? to [—4, 4]%. The extensions of the original domain are designed to ensure that, within
the simulation’s temporal window, any reflected waves do not re-enter the original region of interest.
This effectively prevents boundary artifacts from interfering with the solution. We use 201¢ basis
elements and integrate over 201 time steps, creating a grid with a spatial step of Ax = Ay = 0.04
and a temporal step of At = 0.01. For the spectral decomposition, we adopt a cosine basis.
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Figure 10: Solutions for the 3D wave experiment.

For the baseline models, we set the initial condition weight to 10 (on both Dirichlet boundary
condition and first-order initial condition, see Eq. (11) in the main text). This weighting led to
consistently improved accuracy across experiments.

The ground-truth solution is calculated using a standard finite central difference scheme for the
second derivatives with order 8 in the space and order 2 in time [74]], with a spatial step of 0.01 and a
time step of 0.001. The domain was also extended to simulate an infinite domain.

C.2 1D sine-Gordon equation

. Ou . . . . o
Let us define again v = ¢ n the sine-Gordon equation (T2)), which allows us to rewrite it as an

evolutionary system of the form

9=
L=
(33)
gv = Au — 10sin(u)
ot '
From this and Eq. (12), the vector field to be learned from NeuSA can be defined as:
Bo(i) = o (34)
O =\ M @0+ eFp(a)

where the weight € is set to 0.1, and the entries of the matrix M are taken as defined in (28).

Owing to its architectural design, NeuSA automatically satisfies the initial condition, while the
use of a sine basis ensures compliance with the boundary condition. For the baseline models, we
adopted a weight of 102 to the initial condition, as this choice yielded the most accurate results in our
preliminary experiments.

In contrast to the experiments involving 2D equations, training the baselines for the sine-Gordon
equation can be performed using the full spatial grid at each step. Since PINNsFormer produces 5
training points per grid location, it is trained on a coarser regular grid of size 101 x 101, whereas all
other models are trained on a finer 201 x 201 grid. This choice of grid size presented a reasonable
balance of training time, accuracy, and memory usage.

The ground-truth solution was computed through a pseudo-spectral method combined with a 4th-order
Runge-Kutta integrator. We used a time step of At = 0.001 and a spatial resolution of Az = 0.04.
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C.3 2D Burgers’ equation

Two-dimensional Burgers’ equation for the vector function (u(t, x,y), v(¢,2,y)) can be written in
the form of a system

A Ju ou
Zu=v =2 =
T U= Uo ’Uay ,
5 5 (35)
a—vzyAv—ua—Z—va—;
From this and (13), the vector field for NeuSA can be directly defined by
£ (VM O U+ eFH (T, 0)
Fo(a) = (VM O 0+ eFg(a, o) ) (36)

where M is given in (28), and the weight e is set to 0.1. Also, Fj (@, v) and F§ (@, 0) are the neural
networks whose parameters we optimize during training, so the loss function is composed by the
residues of each of them. The equal subscript 6 on both is a slight abuse of the notation, since the
parameters of these networks are not the same.

NeuSA inherently satisfies the initial conditions by construction (Theorem 1), and the use of a Fourier
basis for the Burgers’ equation ensures that periodic boundary conditions are also met automatically.
For the baseline models, we set the initial and boundary conditions weights to A;¢ = 102 and
Apc = 1, as these values produce the best performance in preliminary experiments.

The results presented in Table 1 for the Burgers’ equation correspond to model training and evaluation
over the time interval [0, 1]. We compare them and the extrapolation experiment with a ground-truth
obtained through a pseudo-spectral method integrated with a 4th-order Runge-Kutta for the time
interval [0, 2]. The temporal and spatial discretizations are set to At = 0.001 and Az = Ay = 0.02,
respectively.

C.4 Quantitative results

The 2D experiments (Burgers’ and wave equations) were run with 7 different seeds each, while the
1D sine-Gordon experiment was run with 3 different seeds. The relative L; and Lo metrics and
training times (in seconds) presented in the paper are an average over all random seeds. In Tables
21 BL AL Bl and[6] we list the mean and standard deviation of these values for the main experiments
reported in the paper.

Table 2: 2D Layers: mean and standard deviation of rMAE, rtMSE and runtime (TT).

Model rMAE rMSE TT
mean std mean std mean  std
PINN 7.66x 1071 127 x 107! 545x 107! 831 x1072 566 7.2
QRes 1.54 x 107! 345 x1072 1.15x 107! 3.10x1072 750 24
FLS 887 x 107" 1.63x10"' 590x10"' 9.96x10"2 577 55
PINNsFormer 1.56 2.78 x 1071 1.07 1.41 x 107t 1,484 34
NeuSA (ours) 1.02x 107! 342x 1072 7.49x1072 224x1072 530 1.4

Table 3: Marmousi: mean and standard deviation of rMAE, rMSE and runtime (TT).

Model rMAE rMSE TT
mean std mean std mean  std
PINN 1.03 1.48 x 107! 698 x 107! 948 x 1072 635 29.7
QRes 557 x 1071 6.03x1072 4.12x10"' 3.06 x1072 718 158
FLS 9.99 x 1071 1.50 x 107! 6.84 x 107! 9.02x 1072 648 23.9
NeuSA (ours) 2.20 x 107! 443 x 1072 1.71x107' 3.45x1072 573 2.28
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Table 4: 3D Layers: mean and standard deviation of rMAE, rMSE and runtime (TT).

Model rMAE rMSE TT
mean std mean std mean  std
PINN 1.86 x 10! 6.07x 1072 7.32x1072 1.75x 1072 5990 37.3
QRes 423x1072 740x1073 212x1072 260x 1073 8775 30.2
FLS 1.70 x 1071 446 x 1072 6.95x 1072 1.32x 1072 6179 41.0
NeuSA (ours) 1.18 x 1072 250 x 1073 840 x 10~ 1.80x10~% 702 7.3

Table 5: 1D Sine—Gordon: mean and standard deviation of rIMAE, rMSE and runtime (TT).

Model rMAE rMSE TT
mean std mean std mean std
PINN 1.70 x 1071 331 x 1072 1.39x 107! 470x107% 976 414
QRes 258 x 1072 450 x 1072 1.99x 1072 2.80x 1072 1,315 49.0
FLS 143 x107% 720x 1073 1.35x 107! 2.01x10"2 1,015 68.3
PINNsFormer 7.85 x 107! 4.95 x 107! 6.81 x 107! 3.31 x 10! 3,333 186.6
NeuSA (ours) 1.23x 1073 1.49x107° 9.16 x10™* 5.98x 1076 215 1.3

Table 6: 2D Burgers: mean and standard deviation of rMAE, rMSE and runtime (TT).

Model rMAE rMSE TT
mean std mean std mean std
PINN 1.65 x 107t 891 x 1072 221x107' 930x10"2 871 2.9
QRes 232x1072 1.90x1073% 7.27x1072 1.60x10~% 1,135 2.3
FLS 147 x 1071 768 x 1072 2.02x10"! 8.08x 1072 885 0.3
PINNsFormer 1.06 1.91 x 107! 1.05 1.71 x 101 2,294 108.1
NeuSA (ours) 7.66 x 1072 1.96 x 1072 1.15x10~' 1.71x1072 62 0.2

D Additional experiments

D.1 Number of frequencies and Training time

Due to its built-in integration process, NeuSA’s convergence depends on guaranteeing the numerical
stability of the Neural ODE. In particular, the more basis elements are used, generally the smaller the
time-steps for the integration should be. This introduces a trade-off between spatial resolution and
speed. We exemplify this behavior through the following additional experiment: We consider the 1D
Burgers Equation, with initial conditions similar to those in the main paper, and evaluate how long it
takes to train NeuSA with a varying number of frequencies. The results can be seen

Table 7: Number of frequencies vs rMSE and training time. More elements are more accurate, but
slower.

Number of frequencies rMSE Training time (s)

61 7.6e-2 109
81 5.6e-2 146
101 4.3e-2 183
121 3.3e-2 223
141 2.6e-2 264
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D.2 Inference time

As discussed, NeuSA’s inference time is dominated by the process of integrating the Neural ODE.
In essence, inference and training of Neural-Spectral Architectures is relatively costly, due to the
extreme effective depth of NODESs; on the other hand, one pass generates the solution at all space and
time points. Nevertheless, the much faster convergence rate in terms of number of epochs generally
offsets this effect.

We compare the inference time for a subset of our experiments in where we evaluate all
models over a uniform space-time grid. As can be seen from the table, NeuSA’s inference time
remains more or less constant across the experiments. In contrast, the baseline architectures process
every point in the spatio-temporal grid simultaneously, resulting in substantially slower inference
when iterating over large amounts of points, likely as a result of memory swapping. Throughout our
experiments, we attempt to mitigate this effect for the reference architectures by randomly sampling
the domain in the experiments with the 2D Wave/2D Burgers equations.

Table 8: Time in seconds required by each architecture to compute the solution at the grid-like
collocation points used in the experiments.

Architecture  Wave 2D (101 x101x201)  Burgers 2D (201 x201x101)  Sine-Gordon (201x201)

MLP 0.04 0.28 0.0005
QRes 0.11 0.34 0.002
FLS 0.04 0.28 0.0006
PINNsFormer 1.29 2.57 0.02
NeuSA 0.12 0.11 0.10

E Limitations

As mentioned in Section 2.1, NeuSA requires the initialization of the linear model, which may not be
obvious. For Burgers’ equation, for example, we have obtained the best results initializing NeuSA
near a solution to the associated heat equation. As it is well known, however, some linear PDEs may
turn out to be stiff when expressed in the spectral domain. This stiffness may introduce instability
into the integration of the Neural ODE. For example, when we apply spectral decompositions to
the Korteweg—de Vries (KdV) equation [75] the resulting system of ordinary differential equations
becomes essentially stiff, especially when a wide range of frequencies is considered. This will lead to
excessively large eigenvalues of the matrix used in the implementation of the associated solver, and
may result in a numerically unstable solution.

This numerical issue, however, does not affect a large number of equations important for various
practical applications. Consider, for instance, the canonical example of the wave equation:

Transforming it into the first-order hyperbolic system as shown above and applying Fourier transform
we arrive at the following ODE system

d |4 { 0 I .
o [g} =A [ﬂ ,  where A = [D 0} and D = —diag(1,..., N?). (38)

The block matrix A has eigenvalues A = +ik, for k = 1, ..., N. According to the standard stability
criterion for the Runge-Kutta methods (based on the stability polynomials and eigenvalues of the
equation matrix), a time step of h = O (%) is required for the latter system, which is significantly
larger than the time step required for the ODE system associated with the KdV equation .

This indicates that the Runge-Kutta method allows for a larger time step when applied to the wave
equation compared to the KdV equation, thereby improving the practicality and efficiency of our
method for a broad class of problems, including those involving wave phenomena.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The paper proposes a new set of architectures, called Neuro-Spectral Archi-
tectures (NeuSA), which are clearly described and delineated in Section 2. The properties
claimed about this architecture are explained in the same section. Section 3 presents the
experimental setup through which we verify these claims, while the results are finally
concluded in Section 4, and are consistent with our abstract and introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The limitations of the work performed are mentioned in Section 4. Details
about our limitations as well as some experimental results showing these can be found in
Appendix D.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
Justification: The proof of our theoretical result may be found in Appendix A.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The method is clearly described in section 2, while Section 3 discusses the
experimental setup. Further implementation details can be found in Appendices B and C.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: Code will be provided via GitHub for the camera-ready version of the paper.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The hyperparameters and optimizers have been clearly indicated. All in-
formation for running the experiments can be found in Section 3 and Appendices B and
C.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The experiments were reported with an average over multiple seeds, with
standard deviations reported in Appendix C.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The computer resources used for the experiments have been clearly written.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research does not in any way conflict with NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: As pointed out in the introduction and the experiments, NeuSA is well suited
for many physical applications in areas such as biology, cosmology and physics. This may
lead to positive impact in any many applications related to physical modeling.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA] .
Justification: The paper poses no risk.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All creators are properly credited and license information will be presented in
Appendix C.

Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA] .
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA] .
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA] .

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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