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Abstract

In Masked Image Modeling (MIM), two primary methods exist: Pixel MIM and
Latent MIM, each utilizing different reconstruction targets, raw pixels and latent
representations, respectively. Pixel MIM tends to capture low-level visual details
such as color and texture, while Latent MIM focuses on high-level semantics of an
object. However, these distinct strengths of each method can lead to suboptimal
performance in tasks that rely on a particular level of visual features. To address
this limitation, we propose PiLaMIM, a unified framework that combines Pixel
MIM and Latent MIM to integrate their complementary strengths. Our method
uses a single encoder along with two distinct decoders: one for predicting pixel
values and another for latent representations, ensuring the capture of both high-
level and low-level visual features. We further integrate the [CLS] token into the
reconstruction process to aggregate global context, enabling the model to capture
more semantic information. Extensive experiments demonstrate that PiLaMIM
outperforms key baselines such as MAE, [-JEPA and BootMAE in most cases,
proving its effectiveness in extracting richer visual representations. The code is
available at https://github.com/joonmy/PiLaMIM.git.

1 Introduction

Masked Image Modeling (MIM) has shown to be an effective pre-training method for Vision Trans-
formers (ViT) [7]], achieving notable successes in various downstream tasks. MIM involves masking
a significant portion of an image and training the model to predict the masked regions based solely on
the visible context, using various reconstruction targets such as pixels [8, (9, [17, 21], latent representa-
tions [1} 12, 15, 24], discrete visual tokens [3}[15]], and hand-crafted features [[19]. The reconstruction
target in pre-training plays a crucial role in determining representation quality, directly aligned with
high performance of certain downstream tasks [1} 3} [13} [15 [19} 20].

In particular, when pre-trained with pixels (Pixel MIM) and latent representations (Latent MIM)
as the reconstruction targets, the visual representations learned by the two methods tend to have
contrasting characteristics [1} 20]. Pixel MIM focuses on low-level details such as color, edges and
texture, making it particularly effective for tasks that require fine-grained visual information such
as object counting and depth prediction. By contrast, Latent MIM captures high-level semantics,
excelling at tasks such as image classification, where abstract and semantic understanding of an
object is more important.

However, those specialized strengths of each MIM method can also be viewed as obvious weaknesses:
(i) Pixel MIM, with its emphasis on low-level details, is limited to capture high-level semantics. This
results in lower performance on tasks that require deeper semantic understanding, especially without
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fine-tuning [1} 9,13} 20]. (ii) Latent MIM, on the other hand, uses latent representations as learning
targets, where pixel details are potentially removed. As a result, it tends to perform worse than Pixel
MIM in tasks that rely on low-level details [1, 20]. These limitations indicate that neither Pixel MIM
nor Latent MIM is entirely optimal on its own, but their strengths may complement each other’s
weaknesses in understanding the visual context. This presents an opportunity to achieve richer visual
representations by combining both reconstruction targets in pre-training ViT [[7] with MIM.

Building on these observations, we integrate both Pixel MIM and Latent MIM methods into a unified
framework, PiLaMIM, which complements each method and enables richer visual representations.
This structure employs a shared context encoder along with two distinct decoders, each serving a
different purpose: one designed to reconstruct pixel values, and the other focused on predicting latent
representations. Moreover, we enhance the prediction of latent representations by incorporating the
[CLS] token in the process, following iBOT [24]]. The inclusion of the [CLS] token is critical, as it
aggregates global context across the entire image, encouraging the model to go beyond local patches
and capture more abstract, semantically rich information [[15} [24].

To highlight the importance of capturing both high-level and low-level visual features, we design
our experiments in two distinct categories: (i) image classification tasks that rely on high-level
semantics using ImageNet-1K [[16], CIFAR10 [12]], CIFAR100 [12], iNaturalist2021 [10], and
Places365 [23]], and (ii) object counting and depth prediction tasks that depend on low-level details
using Clevr/Count [[L1]] and Clevr/Dist [[L1]]. We experimentally show that PiLaMIM consistently
outperforms MAE [9]] and I-JEPA [1]], which are leading methods in Pixel MIM and Latent MIM,
respectively. Moreover, PiLaMIM shows better performance than BootMAE [6]], which similarly
attempts at integrating both MIM methods. These results demonstrate that our method excels at
extracting richer visual representation by effectively capturing both high-level and low-level visual
features. Furthermore, we find that simply utilizing the [CLS] token in the reconstruction process
can significantly enhance the performance in both high-level and low-level visual tasks.

2 Method

To capture both high-level and low-level visual features, as illustrated in Figure|l| we extend the
Masked Autoencoder (MAE) [9] by integrating two distinct decoders: a pixel decoder and a latent
decoder. The pixel decoder is responsible for reconstructing at the pixel level, while the latent decoder
focuses on reconstructing latent level features. The specifics of each component in our method are
described in the following sections.

Context Encoder. The input image [ is initially divided into N non-overlapping patches X =
{x;}X,, where x; denotes the i-th patch of the image. A portion k of these patches is randomly
selected to be masked, resulting in two sets: visible patches Xy, = {z;};cy and masked patches
Xm = {zi}iem, where ¥V and M represent the index sets of the visible and masked patches,
respectively. The context encoder feonex: processes only the visible patches, which are first linearly
projected to match the encoder’s dimensions. Then, positional embeddings P, are added along with
the [CLS] token prepended. These processed inputs are subsequently fed into the ViT [7] layers to
output the latent representation Zy,:

ZV = fcomext( [CLS],X\;,P];) ()

Target Encoder. The target encoder fiurge shares the same structure as the context encoder and is
initialized with the same weights. It is updated using the exponential moving average (EMA) of the
context encoder weights [4]], following the update rule: Gt(atr)ge[ = )\Qt(;rg;) +(1- )\)Oc((t)ztext, where ) is
the momentum value and 6 indicates model parameters. The target encoder fiaro takes the entire
patched image X along with positional embedding P and the [CLS] token as input to extract the
target latent representation 7' = {¢;} ¥ :

T= flarget( [CLS] 5 X, P) (2)

Pixel and Latent Decoder. The decoder consists of two components: pixel decoder gpixel for pixel
reconstruction and latent decoder gjqene for latent representation reconstruction. After the encoding
process, the encoded tokens are fed into each decoder and linearly projected to match the decoder’s
dimensions. These tokens and the learnable tokens M and N, which are introduced to predict the
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Figure 1: An overview of the PiLaMIM framework. The context encoder feonext processes the visible patches
Xy to produce encoded tokens Zy,. These tokens are then fed into two decoders: the pixel decoder gpixel and
Jlatent, Tesulting in predicted pixel values X and latent representations T, respectively. The target encoder fiarget
processes the patched image X to provide target latent representation 7". For training, we define three loss
functions: Lpixel and Ligen for masked patches, and L for the [CLS] token.

masked patches X, are rearranged back to their original position, after which positional embeddings
P are added. This is then passed through ViT [7] layers and projected again to match each target’s

dimensions, generating the predicted pixel values X and latent representations 7":

X = gpixel(ZV;MMaP)a T = glatent(ZV7NM7P) (3)

Training Objective. The outputs from each decoder are used to define the objective function using
Mean Squared Error (MSE) between the pixel values and latent representations extracted by the
target encoder. We calculate only masked patches, following MAE [9]. Additionally, for latent
representations, we include calculations for the [CLS] token along with the masked patches. The
objective functions for pixel and latent decoders are respectively computed as follows:

Lpixel = m EZ/:M Hi‘z - xi”%a Litens = m Ez./\:/l ||£z - ti”%v Lgs = DLthAO - tOH% )
(2 3

Here, D, and D, are the dimensions of x; and ¢;, respectively. The overall objective function for
training is defined as a sum of Lyixel, Liatent and Lis:

L= Lpixel + Liatent + Leis )

3 Experiments

Dataset. To validate the effectiveness of our method, we conducted experiments in two categories,
following [1]]: (i) Image classification task which requires high-level semantics using ImageNet-
1K, CIFAR10, CIFAR100, iNaturalist2021 and Places365 datasets. (ii) Object counting and depth
prediction tasks which require low-level details using Clevr/Count and Clevr/Dist datasets. For
iNaturalist2021, a mini version was used considering an appropriate data size. Since we performed
pre-training on ImageNet-1K before conducting downstream tasks, we will refer to all datasets except
ImageNet-1K as out-of-domain data.

Implementation Details. We pretrained the baselines and our method on ImageNet-1K and eval-
uated their performance through linear probing using the ViT-Base architecture. We compare our
method against MAE [9]] and I-JEPA [1]], which are prominent methods for Pixel MIM and Latent
MIM, respectively, and BootMAE [6], which combines these two methods. I-JEPA was pretrained for
600 epochs, MAE and BootMAE for 800 epochs, and PiLaMIM for both 600 and 800 epochs. During



Table 1: Performance comparison on high-level and low-level visual tasks. The highest performances are
highlighted in bold.

(a) High-level Task (b) Low-level Task

Method Epochs ImageNet-1K CIFARI0O CIFARIOO iNat2021 Places365 Clevr/Count Clevr/Dist
MAE [9] 800 61.1 86.7 66.0 25.8 442 76.6 65.0
I-JEPA [1] 600 67.7 86.3 66.1 27.7 453 71.6 62.0
BootMAE [6] 800 67.6 90.8 72.7 26.6 48.8 82.6 68.7
. 600 67.0 91.0 73.0 29.5 47.0 80.7 66.8
PiLaMIM 800 69.2 92.4 74.2 310 476 83.8 67.8

linear probing, both I-JEPA and BootMAE used the average pooled patch token from the last layer of
the encoder, following the settings of each paper. For MAE and PiLaMIM, we used the [CLS] token
from the same layer. However, for Clevr/Dist dataset, we observed a large performance gap between
the [CLS] token and the average pooled patch token, so we standardized the evaluation using the
[CLS] token. These tokens were processed through a linear layer, preceded by batch normalization,
and used for final performance evaluation. All linear probing was performed over 100 epochs, with
the best performance reported afterwards. Detailed model architectures and training settings are
described in and[A 4]

Main Results Table[T](a) shows the performance of the high-level task with image classification
evaluated using top-1 accuracy. As previously known [[1], I-JEPA, which targets latent representations,
outperforms MAE on most datasets. However, PiLaMIM significantly surpasses I-JEPA across all
datasets except for ImageNet-1K, even at 600 epochs, particularly excelling on out-of-domain data.
Specifically, our method achieves 92.4% accuracy on CIFAR10 and 74.2% on CIFAR100, which are
6.1% and 8.1% higher than I-JEPA, respectively. Furthermore, PiLaMIM outperforms BootMAE
across most datasets, indicating that the integration of the [CLS] token enhances the model’s ability
to capture high-level semantics. Meanwhile, Table[T](b) presents the performance of the low-level
tasks such as object counting and depth prediction. As in prior studies [[1], MAE, which targets raw
pixels, outperforms I-JEPA in both tasks. Notably, PiLaMIM outperforms MAE across all tasks,
achieving a 7.2% increase to 83.8% on Clevr/Count and a 2.8% increase to 67.8% on Clevr/Dist.
Moreover, PiLaMIM performs comparably to or slightly better than BootMAE, particularly achieving
a higher accuracy on Clevr/Count, demonstrating its effectiveness in capturing low-level details. We
performed an additional visual analysis using t-SNE [18]] in[A.2]

These results demonstrates that our method, which targets pixels and latent representations, effectively
captures both high-level and low-level visual features. Furthermore, the significant performance
improvements observed in both categories of experiments indicate the importance of integrating both
levels of visual features, which complement each other and lead to a richer visual representation.

Ablation. 'We conducted an ablation study to explore the  Taple 2: Ablation study for [CLS] token.
importance of the [CLS] token. Table 2] shows the linear

probing performance of PiLaMIM, pre-trained for 800  Method CIFAR100  Clevr/Count
epochs with and without the [CLS] token. Even without  Ours w/o [CLS] 72.3 82.6
the [CLS] token, PiLaMIM still outperforms MAE and I- ~_ Ours w [CLS] 74.2 83.8

JEPA on CIFAR100 and Clevr/Count. However, when the

[CLS] token is included, the performance improves by 1.9% on CIFAR100 and 1.2% on Clevr/Count.
This indicates that simply utilizing the [CLS] token can boost performance in both high-level and
low-level visual tasks, suggesting potential for further improvements with its expanded use.

4 Conclusion

We proposed PiLaMIM, a unified framework that combines Pixel MIM and Latent MIM, to effectively
capture both high-level and low-level visual features. Our experiments showed that PiLaMIM consis-
tently outperformed existing methods across high-level and low-level visual tasks, demonstrating the
benefits of integrating both types of visual features. Notably, the inclusion of the [CLS] token further
improved the performance in both visual tasks, highlighting its importance in capturing both levels of
visual features more effectively. These findings demonstrate that PiLaMIM is capable of extracting
rich and robust visual representations, making it well-suited for a wide range of visual tasks.
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A Appendix

A.1 Limitations

Due to limited resources, we were unable to consider a broader range of visual tasks such as semantic
segmentation and object detection. Additionally, we could only pre-train our method for up to 800
epochs, and were unable to explore the potential performance improvements with extended training.
While MAE [9], I-JEPA [1]], and PiLaMIM were all trained in our environment, BootMAEﬂ [6] was
used with a publicly available checkpoint for linear probing due to time constraints.

A.2 Visual Analysis

Figure []illustrates the t-SNE visualizations of images from the “Fish” superclass in the CIFAR100
validation set, using the encoders trained with MAE, I-JEPA, and PiLaMIM on ImageNet-1K.
CIFAR100 is comprised of 20 superclasses, each containing 5 subclasses. Images within the same
superclass share highly similar semantics, which increases the difficulty of accurate classification.
Compared to MAE and I-JEPA, which target either pixel or latent representations, PiLaMIM shows
better subclass clustering. This demonstrates that targeting both pixel and latent representation in
MIM extracts richer and more robust visual representations.

(a) MAE (b) I-JEPA (c) PiLaMIM

Figure 2: The t-SNE visualizations of CIFAR100 “Fish” superclass images. Different colors represent
different subclasses. They are better viewed by zooming in.

A.3 Architecture details

The encoder for all models consists of 12 ViT [7] blocks with 768 dimensions and 12 heads. The
decoder configurations vary across models: MAE has 8 ViT blocks with 512 dimensions and 16
heads; I-JEPA and PiLaMIM have 6 ViT blocks with 384 dimensions and 12 heads; BootMAE has 2
cross-attention based ViT blocks with 512 dimensions and 12 heads.

The input image’s height and width are 224, with a patch size of 16, resulting in a total of 196 patches
being fed into the model. The masking ratio is 0.75, and no normalization was applied to the target
pixels and latent representations. The A used for updating the target encoder was initialized at 0.996
and linearly increased to 1.0 throughout pre-training.

A.4 Training details

Table 3] shows the pre-training settings on ImageNet- 1K, while Table [ presents the linear probing
settings. For linear probing, we used a batch size of 16384 for ImageNet-1K [16] and Places365 [23],
8192 for iNat2021 [10]], and 1024 for CIFARI10 [12]], CIFAR100 [12], Clevr/Count [11], and

"https://github. com/LightDXY/BootMAE
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Clevr/Dist [11]. We pre-trained PiLaMIM for 800 epochs using four NVIDIA A100 80GB GPUs
over approximately 120 hours. Each linear probing downstream task was completed within 24 hours,
using a single GPU for CIFAR10, CIFAR100, Clevr/Count, and Clevr/Dist, while 4 GPUs were used

for the other datasets.

Table 3: Pre-training setting on ImageNet-1K.

config

value

optimizer

base learning rate
weight decay
optimizer momentum
batch size

learning rate schedule
warmup epochs
training epochs
augmentation

AdamW [14]
1.5e-4
0.05
B1=0.9, 82 =0.95
2048
cosine decay
40
800
RandomResizedCrop

Table 4: Linear probing setting.

config

value

optimizer

base learning rate
weight decay
optimizer momentum
batch size

learning rate schedule
warmup epochs
training epochs
augmentation

LARS [22]

3

0

0.9

varies by dataset
cosine decay
10
100
RandomResizedCrop
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