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ABSTRACT

Effective representation learning for tabular data is critical for downstream tasks
such as information retrieval, classification, and missing value imputation. How-
ever, existing transformer-based models often fail to generalize across in-domain
tables, either preserving schema–value semantics at the cost of robustness or en-
forcing stability while losing fidelity. We propose NAVI—Entropy-aware Align-
ment via Header–Value Induction—a framework that unifies both desiderata.
NAVI introduces header–value segments as the atomic unit of table representation,
serialized in an order-independent manner and anchored by global header embed-
dings. Structure-aware masked segment modeling enforces schema–value depen-
dencies via balanced masking over headers, values, and tokens, while entropy-
driven segment alignment aligns low-entropy (domain-coherent) columns with
global headers and high-entropy (entity-discriminative) columns with row-specific
values. This joint design yields representations that are both consistent and seman-
tically faithful. Extensive experiments on large-scale benchmarks show that NAVI
consistently outperforms baselines in generative and discriminative tasks while
mitigating schema-level inconsistencies. The source code of NAVI is available at:
https://anonymous.4open.science/r/navi.

1 INTRODUCTION
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Figure 1: Table embedding desiderata.

Motivation. Tabular data is pervasive across domains
such as e-commerce, healthcare, and finance (Zavit-
sanos et al., 2024; Batko & Ślęzak, 2022). In contrast
to unstructured text, whose semantics naturally emerge
from an inherent sequence of tokens, tables are defined
by an inherent structure of rows, columns, and head-
ers. This structure not only constrains how information
is organized but also facilitates the sharing of domain
knowledge across tables within the same application
context. Consequently, the domain-aware semantics
of tabular data fundamentally arise from structurally
aligned header–value relationships, which makes table
representation learning distinct from that of unstruc-
tured text. To this end, models must capture domain-
specific structural semantics in tables while preserving
value distinctiveness and ensuring schema robustness
within the same domain.

As illustrated in Fig. 1, we formalize these requirements
into two desiderata, fidelity (i.e., distinctiveness) and
consistency (i.e., robustness), for effective in-domain
table representation learning. Fidelity requires that rep-
resentations remain faithful to table semantics by pre-
serving both structural and domain-specific informa-
tion. Specifically, (1) structural fidelity ensures that
cells reflect their functional roles within rows, columns,
and headers; and (2) domain fidelity ensures that cell

1

https://anonymous.4open.science/r/navi


054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2025

genretitledirector

dramamatildadanny

actionleonluc

Fidelity-oriented Encoders Consistency-oriented Encoder

director

title

director

title

matilda

danny

title𝒓𝟏

title𝒓𝟐
directortitle

dannymatilda

lucleon

𝑟!

𝑟"

Fidelity Consistency✔ ❌ Fidelity Consistency✔❌

Distinctive-robust Encoder

𝐶!"!#$

Fidelity Consistency

matilda

leon

luc
danny

title
director

Figure 2: Existing approaches exhibit a trade-off between fidelity and consistency. They either
achieve structural fidelity but sacrifice consistency or achieve domain consistency but weaken fi-
delity. Our framework unifies both desiderata in a balanced manner.

values remain distinguishable within tables. Consistency requires that representations remain stable
despite structural or domain-level variations. Specifically, (3) structural consistency maintains in-
variance to reordering or perturbations of rows and columns; and (4) domain consistency maintains
coherence of equivalent headers within tables.

Existing Works. Most previous efforts represent tabular data using Transformer (Fang et al., 2024;
Badaro et al., 2023), which have demonstrated remarkable capability on unstructured data (Vaswani
et al., 2017; Devlin et al., 2019). These approaches serialize tabular data into token sequences and in-
ject table-specific inductive biases in the self-attention mechanism to preserve structural properties.
However, as in the typical trade-off between distinctiveness and robustness in representation learn-
ing, these methods face clear limitations in simultaneously achieving both fidelity and consistency
for in-domain tables, as illustrated in Fig. 2.

On the one hand, fidelity-oriented methods (Herzig et al., 2020; Yin et al., 2020; Iida et al., 2021;
Deng et al., 2022; Wang et al., 2021) explicitly model rows, columns, or tree structures to capture
fine-grained schema information of a table. By contextualizing tokens according to their functional
roles in a table with vertical or horizontal attention, these methods achieve strong fidelity. However,
they compromise the consistency of table representations; vulnerability to schema variations under-
mines structural consistency, while table-specific designs hinder generalization across in-domain
tables, weakening domain consistency.

On the other hand, consistency-oriented methods (Jung & Yoon, 2025) emphasize schema-level sta-
bility. By leveraging universal embeddings and regularization, they preserve stable domain knowl-
edge shared across in-domain tables (e.g., common headers), thereby achieving domain consis-
tency against schema variants. Yet this stability comes at the expense of fidelity; overly smoothed
header–value semantics undermine structural fidelity, while decoupled learning of common header
semantics weakens domain fidelity.

These limitations of existing methods fundamentally arise from the token-level contextualization of
tabular data, similar to unstructured text, where table-specific adaptations function only as a lim-
ited workaround. Merely token-level encoding fails to accurately learn header-value relationships,
undermining fidelity, and to be fully aware of schema or lexical variation to preserve consistency.

Main idea and Contributions. To bridge this gap, we introduce the concept of a header-value
segment, a minimal yet semantically meaningful unit of a table that integrates structural roles with
domain semantics. By treating the segment as the fundamental building block of representation
learning, models can encode the essence of in-domain tables into a unified embedding that simul-
taneously balances fidelity and consistency. Grounded in this concept, we propose a novel tabular
embedding framework NAVI; ENtropy-aware Alignment with Header-Value Induction. NAVI aims
to capture the structural properties of tables through schema-aware segment induction and modeling.
It also employs entropy-driven alignment of segments to selectively incorporate domain knowledge
shared among in-domain tables.

In summary, we make the following contributions: (1) We identify the two key desiderata, fidelity
and consistency, as a principled foundation for effective in-domain table representation learning. (2)
We introduce the notion of a header-value segment as the fundamental building block of tables, and
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Figure 3: Overall procedure of NAVI. We optimize schema-induced representations for tokens and
segments with masked modeling and entropy-driven alignment, preserving intra-table fidelity and
inter-table consistency for in-domain tables.

propose NAVI, a novel segment-centric embedding framework, with a theoretical analysis for the
two desiderata. (3) We conduct extensive experiments on real-world in-domain tables, showing that
NAVI outperforms existing baselines in both discriminative and generative downstream tasks. In
addition, qualitative analyses further demonstrate the effectiveness of NAVI.

2 METHODOLOGY

We present a three-stage framework for segment-grounded representation learning from tabular data.
Our methodology consists of: (1) Schema-aware Segment Induction, which defines the header–value
segment as a structural unit and incorporates context-free header embeddings to ensure structural
consistency; (2) Masked Segment Modeling, which extends the masked language modeling (MLM)
objective with balanced masking of headers and values to enforce fine-grained schema–value de-
pendencies, thereby achieving structural fidelity; and (3) Entropy-driven Segment Alignment, which
leverages column entropy to distinguish domain-defining from entity-defining attributes, applying
cross-column and cross-row alignment to ensure domain consistency and domain fidelity.

2.1 SCHEMA-AWARE SEGMENT INDUCTION

Header-Value Segment. Unlike natural language, tables are inherently organized into rows,
where each row represents a distinct entity. To preserve this entity-level semantics, table represen-
tation should be managed at the row level, avoiding unnecessary entanglement across rows. Within
each row, however, a sequential input format is needed to explicitly capture its features without intro-
ducing spurious dependencies on schema order. This calls for a more explicit structural unit—one
that grounds schema semantics without imposing order bias. We introduce the header-value seg-
ment, where each segment is defined as a header–value pair (i.e., header : value[SEP]). A row
is then serialized into a set of segments, prefixed by a special token. For example:

director title genre . . .
danny matilda drama . . .

. . . . . . . . . . . .
[CLS] director : danny [SEP]
title : matilda [SEP]...[SEP]

segment

Tables are serialized row-wise, treating each row as an independent sequence of segments. This
guarantees row permutation invariance, i.e., the representation of the table remains unchanged re-
gardless of row order. Within each row, we apply segment-wise positional encoding. Specifically,
for segment k of length mk:

Epos(x
(k)
j ) = Pj , j = 0, . . . ,mk − 1,

3
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where Pj is a sinusoidal positional embedding. This local reinitialization ensures that column order
does not bias the encoding, achieving column permutation invariance. Together, these invariances
constitute a form of structural consistency, a key desideratum for tabular representation learning.

Global Header Representation. To anchor header semantics consistently across contexts
(e.g., rows, tables), we introduce a lightweight encoder dedicated for encoding header strings.
Given a header tokenized as h = [t1, . . . , tn], the encoder produces self-attended embeddings
{et1 , . . . , etn}, etk ∈ Rd. A single universal embedding for header h, Eglobal(h) ∈ Rd is then
obtained by pooling, independent of any specific table context.

Unlike prior approaches that construct column embeddings by coupling headers with local val-
ues (Yin et al., 2020; Iida et al., 2021), our header representations remain context-free. This pro-
vides a consistent semantic anchor across diverse tables and serves as a supportive bias for do-
main consistency. It is further complemented by stronger distribution-level regularization through
entropy-driven segment alignment.

Header-conditioned Token Representation. To provide a supportive bias toward domain-level
consistency, we condition token embeddings on their corresponding global header representations.
Specifically, Eglobal(h) is added as a bias to each token x(k)j within its segment:

z
(k)
j = Eword(x

(k)
j ) + Epos(x

(k)
j ) + Eglobal(hk).

These conditioned embeddings are contextualized by a transformer encoder, yielding token repre-
sentations et ∈ Rd. This mechanism enforces a stable schema bias, promoting structural fidelity by
maintaining schema-value dependencies under noisy or mutated tables.

Header-conditioned Segment Representation. At the row level, we construct segment embed-
dings that integrate both schema anchors and contextualized representations. For header h in row r,
we first obtain contextualized token embeddings from the transformer encoder output. The contextu-
alized header and value embeddings, respectively denoted as Hctx(r, h) and Vctx(r, h), are extracted
by pooling the contextualized token embeddings at the positions of h and its corresponding value.

Finally, the segment embedding concatenates the global header with row-aware components:

Eseg(r, h) = g
(
Eglobal(h) ∥ Hctx(r, h) ∥ Vctx(r, h)

)
,

where ∥ denotes concatenation, and g(·) is a projection network. Such integrated embeddings cap-
ture both schema–value dependencies and global semantics, thereby providing a relationally expres-
sive foundation that promotes domain fidelity across heterogeneous tables.

2.2 MASKED SEGMENT MODELING

Structure-based Masking. Standard masked language modeling (MLM) has proven effective for
natural language (Devlin et al., 2019), but its direct application to tables is suboptimal. Headers
and values are semantically different, and their dependencies are crucial for relational reasoning.
By treating all tokens uniformly, Vanilla MLM risks overlooking the structural distinction between
schema and content, undermining its ability to maintain structural fidelity. To address this, we
introduce a structure-aware masked segment modeling (MSM) that explicitly models schema–value
dependencies by partitioning each row of segments into three masking regimes:

• Header-masked segments: header tokens in selected segments are masked, forming the set
Mh. The model must recover header names from associated values.

• Value-masked segments: value tokens in selected segments are masked, forming the setMv .
The model must infer values from headers and row context.

• Vanilla MLM: a random subset of remaining tokens is masked, forming Mr. This acts as a
regularization term that prevents overfitting to header–value co-occurrence patterns.

Objective. For masked tokens t ∈M with token embeddings et, the MSM loss is:

Lmsm = − 1

|M|
∑
t∈M

log
exp(Wet + b)∑

v∈V exp(Wev + b)
, M =Mh ∪Mv ∪Mr,

4
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where V is the vocabulary, and (W, b) are classifier parameters. This MSM objective with structured
masking compels the encoder to learn functional roles of tokens and schema-value dependencies,
thereby realizing the desideratum of structural fidelity.

2.3 ENTROPY-DRIVEN SEGMENT ALIGNMENT

Entropy-based Column Categorization. While the preceding methods ensure structural consis-
tency and structural fidelity, they do not by themselves guarantee domain consistency or domain
fidelity. To achieve these desiderata, we require an additional mechanism that explicitly aligns rep-
resentations. Contrastive learning (Oord et al., 2018; Chen et al., 2020; Lee et al., 2022) has been
widely used to arrange embeddings according to a target semantic objective, but the straightforward
adoption—applying contrastive loss directly at the row (i.e., instance, entity) level—fails to distin-
guish between schema-level semantics and instance-specific attributes. This results in entangled
representations that blur domain boundaries or collapse row-level distinctions.

To overcome this limitation, we propose an entropy-based column categorization. Instead of align-
ing rows indiscriminately, we categorize columns by the entropy of their empirical value distribu-
tions and use this categorization as the foundation for aligning segments and headers-values:

• Domain-coherent columnsHdom: low-entropy columns (e.g., below the first quartile, Q1) with
stable domain-level concepts (e.g., genre and director in movie tables). Aligning their segments
and headers enforces consistent semantics across tables, promoting domain consistency.

• Entity-discriminative columnsHent: high-entropy columns (e.g., above the third quartile, Q3)
with instance-specific attributes (e.g., title and url in movie tables). Aligning their segments and
values enhances row separability within a domain, enhancing domain fidelity.

Objective. Given a query q, a positive sample x+, a set of negative samplesX−, and a temperature
τ , the InfoNCE objective (Oord et al., 2018) is set as:

LInfoNCE(q, x
+,X−, τ) = − log

exp(q · x+/τ)
exp(q · x+/τ) +

∑
x−∈X− exp(q · x−/τ)

.

For headers in domain-coherent columns hdom ∈ Hdom, cross-header alignment matches segments
with their global header embeddings. This ensures that headers representing similar domain con-
cepts are consistently aligned across rows and tables. We optimize the domain-coherent loss:

Lt
dom = Er∼R, h∼Hdom

[
LInfoNCE(qdom(r, h), x

+
dom(h),X

−
dom(h), τdom)

]
,where

qdom(r, h) = Eseg(r, h), x
+
dom(h) = Eglobal(h), X−

dom(h
′) = {Eglobal(h

′) | h′ ∈ Hdom, h
′ ̸= h }.

For headers in entity-discriminative columns hent ∈ Hent, cross-row alignment matches segments
with row-aware values. This encourages row-level separability by ensuring distinct rows in the
same table remain distinguishable. We optimize the entity-discriminative loss:

Lt
ent = Er∼R, h∼Hent

[
LInfoNCE(qent(r, h), x

+
ent(h),X−

ent(h), τent)
]
,where

qent(r, h) = Eseg(r, h), x
+
ent(r, h) = Vctx(r, h), X−

ent(r, h) = {Vctx(r
′, h) | r′ ∈ R, r′ ̸= r }.

Finally, given a batch B in input tables and a balancing parameter λalign for generative and discrimi-
native supervision, the overall training objective is formulated as:

Ltotal = Lmsm + λalign · Lalign, where Lalign = 1/|B| ·
∑
t∈B

(Lt
dom + Lt

ent).

Appendix A discusses the theoretical analysis of the schema induction and contrastive alignment.
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3 EXPERIMENTS

3.1 EXPERIMENTAL SETUP

Datasets. We evaluate on four datasets from two domains, Movie and Product. For pretraining,
we use subsets of WDC WebTables (Peeters et al., 2024), selecting the 100 largest tables per do-
main—WDC Movie (480,817 rows) and WDC Product (3,930,877 rows)—and subsample 480,817
rows from each for balance. To ensure compatibility with BERT-style models, all tables are pro-
cessed through a standardized pipeline (see Appendix C.2). For downstream evaluation, we con-
struct held-out subsets of 45,000 rows per domain (≈10% of pretraining). We uniformly subsample
1,000 rows per each evaluation run for consistency and efficiency.

Baseline Methods. We evaluate our approach against representative table embedding models span-
ning major paradigms. BERT serves as the generic transformer backbone underlying most language
model–based table encoders; its performance highlights the limitations of applying vanilla language
models to tabular data. TAPAS, the most widely adopted table encoder, exemplifies fidelity-oriented
approaches, while HAETAE represents a consistency-oriented encoder. This selection enables a
systematic comparison of their strengths and limitations with respect to fidelity and consistency.

Implementaion. We configure NAVI to balance domain and structural objectives. For domain
objectives, we set contrastive temperature τ to 0.07 for entity-discriminative columns and 0.13 for
domain-coherent columns, and vary the alignment weight λalign across tasks. For structural objec-
tives, we adjust the header–value–baseline (H:V:B) masking ratio. We use λalign = 0.5 and H:V:B
= 4:4:2 as the default. Further details and sensitivity analysis appear in Appendices C and D. All
models are trained on the same datasets for 2 epochs with a batch size of 32, AdamW (Loshchilov
& Hutter) with a learning rate of 3× 10−5, and a weight decay of 0.01.

3.2 FIDELITY ANALYSIS

We evaluate fidelity, the faithfulness of representations to table semantics. Fidelity spans two dimen-
sions: domain fidelity, which preserves entity-level discriminability, and structural fidelity, which
models schema–value dependencies within rows. We probe domain fidelity through discrimina-
tive tasks (Row Classification and Row Clustering) and structural fidelity through generative tasks
(Value Imputation and Header Prediction).

Table 1: Performance on discriminative tasks. The table shows results from [CLS] token embed-
dings. Macro-F1 scores for classification (using XGBoost and Logistic Regression) and Silhouette
and B³-F1 scores for clustering (using KMeans and Agglomerative).

Product Movie

R-Cls (F1) R-Clt (Sil. / B³-F1) R-Cls (F1) R-Clt (Sil. / B³-F1)

Model XGB LR KMeans Agglo. XGB LR KMeans Agglo.

BERT 0.280 0.360 0.053 / 0.210 0.060 / 0.222 0.251 0.297 0.101 / 0.214 0.132 / 0.215
TAPAS 0.239 0.356 0.085 / 0.234 0.084 / 0.234 0.289 0.335 0.137 / 0.194 0.141 / 0.200
HAETAE 0.250 0.343 0.055 / 0.202 0.061 / 0.225 0.256 0.295 0.115 / 0.209 0.132 / 0.210
NAVI 0.355 0.417 0.062 / 0.248 0.069 / 0.273 0.275 0.313 0.225 / 0.236 0.300 / 0.233

Discriminative Tasks. To assess domain fidelity—whether embeddings preserve entity-level sep-
arability—we evaluate Row Classification and Row Clustering. Classification uses 20 balanced
classes per domain (top product categories, top movie genres; ∼1,000 samples), with Macro-F1
from Logistic Regression and XGBoost. Clustering probes the same label space via KMeans and
Agglomerative, scored by Silhouette and B³-F1. Results are averaged over 8 subsampled runs. As
shown in Table 1, BERT achieves only modest F1 from shallow cues, while HAETAE underper-
forms as rigid anchoring limits row discriminability. TAPAS improves fidelity but remains schema-
sensitive. By contrast, NAVI consistently leads across classifiers and clustering, yielding compact,
coherent manifolds. These results show that entropy-driven alignment mitigates row collapse and
enhances entity-level fidelity under schema diversity.
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Table 2: Generative tasks.

Model Product Movie

Header
BERT 0.8788 0.8758
HAETAE 0.8496 0.8439
NAVI 0.9958 0.9985

Value
BERT 0.7230 0.6235
HAETAE 0.7298 0.6225
NAVI 0.7406 0.6414

Generative Tasks. We examine structural fidelity, i.e.,
whether embeddings capture schema–value dependencies,
through two tasks: Header Prediction and Value Imputation,
respectively recovering masked headers and values from con-
textualized row tokens. We compare NAVI against BERT and
HAETAE, which are naturally suited for generative tasks, but
exclude TAPAS as its QA-oriented pretraining objective makes
it infeasible for this setting. As shown in Table 2, NAVI achieves
near-perfect header prediction, validating its global header
encoder as a stable semantic anchor, and also outperforms in
value imputation, where header-conditioned representations and
structure-aware masking reinforce schema–value dependencies.

3.3 CONSISTENCY ANALYSIS

We next evaluate consistency, the stability of representations under schema diversity. Consistency
has two dimensions: domain consistency and structural consistency, which together denote invari-
ance to lexical and structural diversity. Domain consistency is measured by clustering semantically
equivalent headers (e.g., director vs. auteur) using agglomerative clustering, with quality as-
sessed by B³-F1 and NMI. Structural consistency is measured by permuting rows and computing the
permutation sensitivity index (PSI = Ek[1 − cos(z, z̃(k))]), where z is the original row embedding
and z̃(k) its k-th permutation, using both CLS and mean pooling. Consistent models should form
compact header clusters and yield low PSI.

Table 3: Domain consistency of header clustering (H-Clt) is evaluated by B³-F1 and NMI (higher is
better), and structural consistency of row permutation is evaluated with PSI (lower is better).

Product Movie

Model H-Clt (B³-F1 / NMI) PSI (cls / mean) H-Clt (B³-F1 / NMI) PSI (cls / mean)

BERT 0.6951 / 0.8642 6.60 e-2 / 6.09 e-3 0.6727 / 0.8717 6.21 e-2 / 5.49 e-3

TAPAS 0.7335 / 0.8814 1.29 e-2 / 5.92 e-3 0.6617 / 0.8641 9.75 e-3 / 5.05 e-3

HAETAE 0.7552 / 0.8855 6.81 e-2 / 5.73 e-3 0.7056 / 0.8806 6.34 e-2 / 4.91 e-3

NAVI 0.7948 / 0.8978 8.60 e-8 / 7.62 e-9 0.7969 / 0.9071 2.82 e-7 / 5.96 e-10

Figure 4: Header embeddings.

Lexical Diversity. On header clustering, NAVI yields the most
coherent groups. HAETAE is competitive but still weaker than
NAVI’s alignment. Figure 4 illustrates this for the actor set: un-
der NAVI (top), lexical variants converge into one cluster, while
under BERT (bottom) they remain split. This contrast shows
BERT encodes surface forms, whereas NAVI collapses aliases
into canonical representations. Thus, the induction with con-
trastive alignment enforces domain consistency.

Structural Diversity. As shown in Table 3, NAVI achieves
near-zero PSI across both domains, far outperforming BERT,
TAPAS, and HAETAE. This indicates strong invariance to col-
umn reordering, unlike baselines that drift. HAETAE reduces
PSI relative to BERT and TAPAS (e.g., 5.73 × 10−3 on Product,
4.91× 10−3 on Movie), yet NAVI improves by orders of magni-
tude, confirming that its schema induction stabilizes embeddings
more effectively under structural perturbations.

3.4 ABLATION STUDY

To disentangle the contribution of each component in NAVI, we organize our analysis along the
four desiderata of our evaluation framework. On the fidelity side, we assess domain fidelity with

7
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Row Classification (R-Cls) and structural fidelity with Value Imputation (Val). On the consistency
side, we measure domain consistency with Header Clustering (H-Clt) and structural consistency
with the Permutation Sensitivity Index (PSI). This one-to-one mapping provides a clear lens into
how Schema-aware Segment Induction (SSI), Structure-aware MSM (SMSM), and Entropy-driven
Segment Alignment (ESA) each contribute to representations that are both faithful and consistent.

Table 4: Classification (Logistic Regression - F1), Accuracy for Value Imputation, Header Clus-
tering (Agglomerative - B3-F1), Permutation Sensitivity Index (computed from mean pooled row
embeddings) across Product and Movie domains.

Product Movie

Variant R-Cls Val H-Clt PSI R-Cls Val H-Clt PSI

NAVI 0.4166 0.7365 0.7948 7.6e-9 0.3125 0.6414 0.7969 6.0e-10

w/o SSI 0.3532 0.2462 0.1297 1.8e-8 0.2710 0.2261 0.1456 1.8e-8

w/o SMSM 0.2671 0.6926 0.8030 1.0e-8 0.2667 0.5771 0.7666 1.1e-8

w/o ESA 0.3805 0.7354 0.7811 1.1e-8 0.3039 0.6062 0.7915 2.2e-8

Results in Table 4 clarify how each module of NAVI sustains our four desiderata. Removing SSI
yields the most severe degradation, collapsing Value Imputation and Header Clustering, which con-
firms schema anchoring as the linchpin of both fidelity and consistency. Excluding SMSM sharply
reduces Row Classification and weakens Value Imputation, showing that balanced masking is essen-
tial for schema–value fidelity; its slight gain in Header Clustering further reveals a trade-off between
fine-grained dependencies and global alignment. Dropping ESA leads to moderate losses in classi-
fication and imputation and noticeably higher PSI, highlighting its role in safeguarding entity-level
discriminability and robustness to permutation. Taken together, these results show that SSI, SMSM,
and ESA are not interchangeable but complementary: only their integration produces embeddings
that are simultaneously faithful, consistent, and robust across domains.

3.5 QUALITATIVE ANALYSIS

Figure 5: visualization of segment
embedding space and the radial
distance based distributions.

Core–Periphery Structure in Segment Embeddings. The
scatter plot in Figure 5 provides qualitative evidence that
our segment-centric framework captures the geometry of in-
domain table representations. We plot embeddings from five
movie tables using t-SNE, with convex hulls marking table
boundaries. A clear core–periphery structure emerges: low-
entropy segments (blue), corresponding to domain-coherent
attributes (e.g., genre), cluster in the central region shared
across tables. This overlap is a manifestation of domain con-
sistency—the model collapses schema semantics into a global
domain center. In contrast, high-entropy segments (red), repre-
senting entity- or table-specific attributes (e.g., title), disperse
outward with little overlap, reflecting domain fidelity by pre-
serving distinctiveness. The distribution plot, based on radial
distances from the low-entropy centroid in the original embed-
ding space, provides complementary evidence for this geom-
etry. Low-entropy segments form a sharp density peak near
the centroid, indicating alignment across tables. High-entropy
segments spread over broader radii, confirming they remain
distinctive rather than collapsing. Together, these results illus-
trate that entropy-driven alignment achieves the desired bal-
ance: a shared domain semantic core with a flexible entity-
specific periphery. This evidence complements quantitative
gains and offers an intuitive geometric account of how seg-
ment embeddings realize both fidelity and consistency.

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2025

4 CONCLUSION

In this paper, we revisit table representation through the two principled desiderata, fidelity and con-
sistency, and exploit the header–value segment as the atomic unit to balance them. NAVI implements
this idea with (i) Schema-aware Segment Induction (SSI) that builds segment embeddings anchored
by a global, context-free header encoder, (ii) Masked Segment Modeling (MSM) that enforces fine-
grained schema–value dependencies, and (iii) Entropy-driven Segment Alignment (ESA) that aligns
domain-coherent columns while preserving separation for entity-discriminative ones. Empirical
studies demonstrated that NAVI achieves higher performances on both header prediction and value
imputation, in addition to consistent gains on classification and clustering tasks. Qualitatively, the
resulting embedding space exhibits a core–periphery geometry (i.e., a shared semantic core for sta-
ble headers and a flexible periphery for instance-specific attributes) in accordance with our learning
objectives. Ablation studies also confirm that the efficacy of the three main components: SSI as the
building blocks for fidelity and consistency, SMSM for schema–value coupling, and ESA for permu-
tation stability and row discriminability. Together, these results position NAVI as a segment-centric,
alignment-guided alternative to existing token-oriented encoders, narrowing the gap between sym-
bolic tabular data and contextualized representations. We believe this work opens up practical oppor-
tunities and future work for applications with LLM-table interactions, such as question answering
and retrieval-augmented generation on in-domain tables.
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A THEORETICAL ANALYSIS

A.1 SCHEMA INDUCTION: A MECHANISTIC ANALYSIS OF STRUCTURAL PROPERTIES

We analyze our Schema-aware Segment Induction, a theoretically grounded mechanism that intro-
duces two inductive biases essential for table representation learning: (1) Header–Value Coupling,
which enforces schema–value dependencies and preserves token roles, thereby realizing Structural
Fidelity; and (2) Segment-Order Equivariance, which treats rows as sets of header–value segments
and removes spurious order dependence, thereby realizing Structural Consistency.

STRUCTURAL FIDELITY VIA SCHEMA-CONSISTENT ATTENTION ROUTING

Setup. For segment k with header h(k), let the token representation be

zp = zbase + Eglobal(h
(k)),

where zbase contains word and positional embeddings and Eglobal(h
(k)) is the universal header

embedding. Queries and keys are linear maps Qp =WQzp, Kq =WKzq .

Analysis. Let the token representation for p in segment k be

zp = bp + E, bp := zbase,p, E := Eglobal(h
(k)).

With Qp =WQzp, Kq =WKzq and M :=W⊤
QWK , the attention logit expands to

ℓpq = Q⊤
p Kq = (bp + E)⊤M(bq + E)

= b⊤p Mbq + b⊤p ME + E⊤Mbq + E⊤ME. (1)

The quadratic term E⊤ME is independent of (p, q) and thus acts as a shared, header-dependent
bias within the entire segment k. The two cross-terms vary with p, q, but under LayerNorm (Ba
et al., 2016) (E[bp] = E[bq] = 0) their expectations vanish. Hence the expected logit decomposes as

Ep,q ℓpq = Ep,q[b
⊤
p Mbq] + E⊤ME,

where the second term is the segment-wide bias.

Gradient w.r.t. E, Differentiating equation 1 gives

∇Eℓpq =Mbq +M⊤bp + (M +M⊤)E.

Averaging over all (p, q) within the segment yields

Ep,q∇Eℓpq = (M +M⊤)E,

since E[bp] = E[bq] = 0. Thus, the expected update direction is the same for all tokens in the
segment, depending only on E and the projection matrices.

Since the MSM loss is token-level cross-entropy and analytically unwieldy, we study a surrogate
quadratic objective J (E) that isolates the effect of header embeddings on attention logits.

J (E) :=
∑
p,q

ℓpq =
∑
p,q

b⊤p Mbq + 2E⊤M
∑
q

bq + |Sk|2E⊤Sym(M)E,

where |Sk| is the number of tokens in the segment. The stationary point satisfies

∇EJ (E) = 2M
∑
q

bq + 2|Sk|2Sym(M)E = 0,

so that
E⋆ = −

(
|Sk|2 Sym(M)

)−1
M
∑
q

bq.

With LayerNorm,
∑

q bq ≈ 0, making the optimizer align with the quadratic term E⊤Sym(M)E.

Conclusion. Adding Eglobal(h
(k)) to all tokens yields a shared quadratic bias E⊤Sym(M)E

independent of values, and a uniform update direction (M + M⊤)E. Together, these reinforce
schema–value coupling consistently across tokens in a segment, ensuring Structural Fidelity.
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STRUCTURAL CONSISTENCY VIA EQUIVARIANCE

Setup. Each row is serialized as a set of header–value segments {s(r, hk)}, with segment-wise
positional encodings but no global positions. Thus the encoder g(·) processes each segment inde-
pendently, without reference to their global order.

Analysis. Since each segment is processed locally, the encoder g is permutation-equivariant:

g(π · {s(r, hk)}) = π · g({s(r, hk)}).

For any permutation π, the encoder output followed by a permutation-invariant readout ρ, specifi-
cally mean pooling over segment embeddings, satisfies

fmean−pool(r) = ρ

(∑
k

ϕ(s(r, hk))

)
,

which matches the functional form of Deep Sets (Zaheer et al., 2017), with ϕ = g and ρ the pooling.
By the universal approximation theorem for Deep Sets, fmean can approximate any continuous
permutation-invariant function over sets of segments.

Let zcls be the row token. One self–attention update is

z′cls =
∑
q

αcls→q Vq, αcls→q =
exp(ℓcls,q/τ)∑
q′ exp(ℓcls,q′/τ)

, ℓcls,q = (WQzcls)
⊤(WKzq). (2)

For any permutation π of segments in the row, the value/key sequences are merely reindexed:

{(zq, Vq)}q 7→ {(zπ(q), Vπ(q))}q ⇒ {ℓcls,q}q 7→ {ℓcls,π(q)}q ⇒ {αcls→q}q 7→ {αcls→π(q)}q.

Plugging the reindexed weights/values into equation 2 gives

z′cls(π ·{s(r, hk)}) =
∑
q

αcls→π(q) Vπ(q) =
∑
q

αcls→q Vq = z′cls({s(r, hk)}),

so the CLS update is permutation invariant when the operation is a pure reindexing (no extra biases,
identical residual paths, exact arithmetic).

Relaxation to ε–stability. In practice, residual connections, layernorm/biases and finite precision
introduce small deviations. We measure these by the permutation sensitivity index (PSI):

PSI = Eπ

[
1− cos

(
f(r), fπ(r)

)]
,

with f(r) the row embedding (CLS or mean-pooled) and fπ(r) after permuting segments by π. We
say the encoder is ε–permutation-stable if PSI ≤ ε.
Conclusion. Mean pooling yields f(r) = ρ(

∑
k ϕ(s(r, hk))), targeting invariance. For CLS, the

derivation above shows invariance in the ideal limit and strong approximate invariance in practice,
with ε empirically small (Table 3). Hence both readouts achieve Structural Consistency.
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A.2 CONTRASTIVE ALIGNMENT: GEOMETRIC FOUNDATIONS OF DOMAIN PROPERTIES

We analyze Entropy-driven Segment Alignment, an InfoNCE-based objective that provably induces
a core–periphery geometry in the segment embedding space. Building on the alignment–uniformity
framework of Wang & Isola (2020), we show that optimizing Lalign contracts low-entropy (domain-
coherent) columns toward a shared centroid, realizing entropy-aware alignment and thereby Domain
Consistency, while simultaneously repelling high-entropy (entity-specific) columns toward the pe-
riphery, realizing entropy-aware uniformity and thereby Domain Fidelity. These guarantees provide
the theoretical foundation for the empirical patterns in Figure 5, where schema-stable attributes col-
lapse into a central core while entity-specific attributes disperse outward.

PRELIMINARIES

Let (T ,F , P ) be a probability space over tables, where T denotes the set of admissible tables, F
is a σ-algebra, and P is a probability measure capturing the empirical distribution of tables. An
encoder fθ : T → V maps each table T ∈ T into a metric space (Rd, D), where V denotes the
representation space endowed with distance D. We adopt the following assumptions:

(A1) (Normalization) All embeddings Eseg(·), Vctx(·), and Eglobal(·) are ℓ2-normalized, i.e., lie
on the unit sphere Sd−1 ⊂ Rd.

(A2) (Geometry) The distance metric is the cosine distance D(u, v) = 1 − u⊤v, inducing a
geodesic structure consistent with the sphere.

(A3) (Information-Theoretic Objective) The InfoNCE loss uses in-batch negative sampling suf-
ficiently dense over rows, approximating a variational lower bound on mutual information.

(A4) (Optimization) The temperature τ > 0 is fixed, scaling contrastive forces smoothly.
(A5) (Entropy Estimation) Column entropy is estimated from the empirical distribution. Misclas-

sification probability decays exponentially in the number of rows (via large deviation bounds).

ENTROPY-AWARE ALIGNMENT AND UNIFORMITY

Following Wang & Isola (2020), contrastive learning can be understood via two functionals: align-
ment, the expected closeness of positive pairs, and uniformity, the spreading of representations
across the unit sphere. We adapt these notions by conditioning on column entropy.

Notation. For a column c, let µc := Eglobal(hc)/∥Eglobal(hc)∥ be its normalized global header
(centroid). Let Ncent(c) = {µc′ : c′ ̸= c} denote centroids of other headers. For high-entropy
columns, let v(r, hc) := Vctx(r, hc)/∥Vctx(r, hc)∥ be the normalized contextual value.
Definition 1 (Domain Consistency (entropy-aware alignment)). For c ∈ Clow, positives are centroid
pairs (s(r, hc), µc). Define

Llow
align(f ;α) := Er ∥s(r, hc)− µc∥α2 .

The model is ϵcon-consistent if Llow
align ≤ ϵcon.

Definition 2 (Domain Fidelity (entropy-aware uniformity)). For c ∈ Chigh, the positive is
(s(r, hc), v(r, hc)) and negatives are (s(r, hc), v(r

′, hc)) with r′ ̸= r. Dispersion is measured by

Lhigh
unif (f ; t) := log Er ̸=r′ exp

(
− t∥s(r, hc)− s(r′, hc)∥22

)
.

The model is ϵdom-faithful if Lhigh
unif ≥ −ϵdom.

Assumptions for Entropy Partition. Clow = {c : H(c) ≤ H0} and Chigh = {c : H(c) ≥ H1}
withH0 < H1. For c ∈ Clow, positives are (s(r, hc), µc) and negatives are (s(r, hc), µ−

c ) with µ−
c ∈

Ncent(c). For c ∈ Chigh, positives are (s(r, hc), v(r, hc)) and negatives are (s(r, hc), v(r
′, hc)).
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Assumption 1 (MI gap – centroid/value forms). There exist ∆pos,∆neg > 0 s.t.

E⟨s, µc⟩ − E⟨s, µ−
c ⟩ ≥ ∆pos (c ∈ Clow)

E⟨s, v(r′, hc)⟩ − E⟨s, v(r, hc)⟩ ≥ ∆neg (c ∈ Chigh).

Assumption 2 (Entropy estimation). Pr
(
supc | Ĥ(c)−H(c) | ≤ C

√
log(1/δ)

mc

)
≥ 1− δ.

Theorem 1 (Domain Consistency–Fidelity Guarantee). Suppose Assumptions 1–2 hold and let θ⋆
satisfy Lalign(θ

⋆) ≤ η. Then there exist functions ϕ1, ϕ2 with ϕi nondecreasing in η, τ and nonin-
creasing in B such that

sup
c∈Clow

Llow
align(f ;α) ≤ ϕ1(η, τ, B) = 1

∆pos
ψ1(η, τ, B), (3)

inf
c∈Chigh

Lhigh
unif (f ; t) ≥ ϕ2(η, τ, B) = 1

∆neg
ψ2(η, τ, B), (4)

where ψi(η, τ, B) = (τ(η − logB))+. Moreover, with prob. ≥ 1− δ, any θ̂ with L̂align(θ̂) ≤ η̂ and
∥∇L̂align(θ̂)∥ ≤ ε satisfies the same bounds with η = η̂ +Rn +O(ε), Rn = O

(√
log(1/δ)/n

)
.

Proof. On Sd−1, D(u, v) = 1− ⟨u, v⟩. The population InfoNCE risk for batch B, temperature τ is

Lalign(θ) = E

− log
e⟨s,s

+⟩/τ

e⟨s,s+⟩/τ +
∑B−1

j=1 e
⟨s,s−j ⟩/τ

 . (5)

For any a, b1, . . . , bm ∈ R and τ > 0, the Softmax–margin inequality (Saunshi et al., 2019) is

− log
ea/τ

ea/τ +
∑m

j=1 e
bj/τ

≤ 1

τ
max

j
(bj − a) + log(1 +m). (6)

(Alignment, contraction of low entropy segments). Apply equation 6 to equation 5 with a = ⟨s, µc⟩,
bj = ⟨s, µ−(j)

c ⟩ to obtain E⟨s, µc⟩ − E⟨s, µ−
c ⟩ ≥ τ(logB − η). By Assumption 1 and ∥u− µ∥22 =

2(1− ⟨u, µ⟩),
Er∥s(r, hc)− µc∥22 ≤

2

∆pos
ψ1(η, τ, B). (7)

(Uniformity, repulsion of high entropy segments). Set a = ⟨s, v(r, hc)⟩, bj = ⟨s, v(rj , hc)⟩; then
E⟨s, v(r′, hc)⟩ − E⟨s, v(r, hc)⟩ ≥ τ(logB − η). Assumption 1 yields

log Er ̸=r′ exp
(
− t∥s(r, hc)− s(r′, hc)∥22

)
≥ 1

∆neg
ψ2(η, τ, B). (8)

For finite-sample, uniform convergence (Saunshi et al., 2019) gives

sup
θ

∣∣∣L̂align(θ)− Lalign(θ)
∣∣∣ ≤ Rn = O

(√
log(1/δ)

n

)
w.p. ≥ 1− δ. (9)

If L̂align(θ̂) ≤ η̂ and ∥∇L̂align(θ̂)∥ ≤ ε, smoothness implies

Lalign(θ̂) ≤ η̂ +Rn +O(ε). (10)

Set η̃ := η̂ + Rn + O(ε) and substitute η = η̃ into equation 7 and equation 8. Routing by Ĥ(c)
and Assumption 2 give a misrouting probability δent that vanishes with mc, so the bounds hold with
prob. ≥ 1− δ − δent.

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2025

Corollary 1 (Entropy-aware Alignment⇒ Domain Consistency). With probability at least 1− δ−
δent, if η is small and B is large, then

Llow
align(f ;α) ≤ Õ

(
τ

∆posB

)
,

so low-entropy columns contract toward their centroids, ensuring Domain Consistency.

Corollary 2 (Entropy-aware Uniformity⇒ Domain Fidelity). Under the same conditions,

Lhigh
unif (f ; t) ≥ Ω̃

(
1
τ∆neg

)
,

so high-entropy columns preserve row-level separation, ensuring Domain Fidelity.

Remark. Taken together, these corollaries formalize the core–periphery geometry induced by
entropy-driven segment alignment: low-entropy (schema-stable) attributes collapse into a compact
core, while high-entropy (entity-specific) attributes are repelled to the periphery. Here Õ(·) and Ω̃(·)
suppress polylogarithmic factors in n.
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B RELATED WORKS

B.1 STRUCTURE-AWARE ENCODERS

A significant body of research has focused on developing structure-aware encoders, which attempt
to explicitly model the 2D layout and relational structure of tables. While foundational, these ap-
proaches commonly suffer from two major drawbacks; Inefficiency and Inconsistency.

Inefficiency arises from the architectural complexity required to capture structural cues. These
models often introduce significant computational and training overhead. TAPAS Herzig et al.
(2020), for example, employs a multitude of embedding layers to encode token roles (e.g., row_id,
column_id, rank_id), which is expensive to train. TaBERT Yin et al. (2020) linearizes table
content, but its representation is suboptimal; embedding a single cell ⟨i, j⟩ requires a minimum
of three tokens. For real-world tables with hundreds of columns, this approach quickly becomes
infeasible within standard token limits. Other models introduce complexity through architectural
choices, such as Tabbie Iida et al. (2021) utilizing two separate transformers, or through intricate
encoding schemes. Turl Deng et al. (2022) uses a complex entity representation process involving
two role embeddings (type and mention) and a projection layer. Tuta Wang et al. (2021) imple-
ments a highly complex positional encoding system with multiple levels of independently learned,
tree-based positional encodings, in addition to in-cell positional encodings.

Despite this added complexity, these models fail to achieve robust semantic consistency. Their repre-
sentations remain vulnerable to simple schema variations, such as column reordering. Furthermore,
the embeddings for a given concept can drift semantically depending on the specific query or the
context of neighboring entities, indicating a lack of true semantic grounding.

B.2 DOMAIN-AWARE ENCODER

More recently, research has shifted toward domain-aware encoders, which prioritize semantic con-
sistency across different table structures, aiming to capture the “domain” of a column. A notable
example is HAETAE Jung & Yoon (2025), which contrasts with structure-aware models by using
a simpler, lightweight approach. It uses a standard BERT backbone but integrates an additional
embedding layer for row context-free header tokens. Haetae trains this universal header embedding
using a distance-based objective, which explicitly forces headers with the same semantic meaning
(e.g., “First Name” and “f_name”) to have similar representations.

While this method successfully ensures header consistency, it introduces a critical limitation:
Header-value Misalignment. By forcing header representations to be close while neglecting the
semantic information contained in the cell values, the model harms the crucial header-value depen-
dencies. This optimization for header-level consistency weakens the model’s ability to perform deep
table reasoning. The resulting consistency is not truly grounded in the full domain semantics of the
table, as it largely ignores the values, which are essential for defining that domain.

B.3 TASK-AWARE APPROACHES

A line of research focuses on task-specific pretraining, adapting language models to address the
heterogeneity of tabular attributes for supervised prediction. TP-BERTa (Yan et al.), for example, is
designed explicitly for regression and classification, introducing relative magnitude tokenization and
intra-feature attention to reconcile numerical values with feature semantics, thereby competing with
strong tree-based and deep tabular baselines. Complementary paradigms expand task awareness in
different directions: TAPEX (Liu et al.) pretrains on SQL execution to enhance table QA, while
TabPFN (Hollmann et al.) uses synthetic priors for probabilistic classification without finetuning.
More recent work pushes toward broader reasoning capabilities, including modular table reason-
ing with TAPERA (Zhao et al., 2024), instruction-tuned multi-task alignment in Table-GPT (Li
et al., 2024), and generative modeling with CDTD (Mueller et al., 2023) for mixed-type imputa-
tion. Collectively, these efforts highlight a shift toward tailoring pretraining to specific downstream
tasks—whether predictive modeling, QA, or imputation—though such specialization often comes at
the cost of limited transferability across domains requiring general-purpose table understanding.
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C IMPLEMENTATION DETAILS

C.1 ARCHITECTURAL DETAILS

Global Header Encoder The header encoder is implemented as a lightweight BERT-based mod-
ule that generates context-independent embeddings for header strings. The encoder utilizes a frozen
BERT tokenizer and embedding layer, followed by two transformer layers (layers 8 and 9 from the
pretrained BERT model) to capture semantic representations of header names.

The design choice of using two layers strikes a balance between expressivity and efficiency: a shal-
low encoder reduces computational overhead while still allowing non-trivial contextualization be-
yond the embedding layer. Using more layers risks overfitting to sentence-level semantics irrelevant
for headers, while fewer layers (e.g., only one) limit the ability to model compositional structure.

The selection of layers 8 and 9 is grounded in empirical analysis of BERT (Clark et al., 2019)
shows that mid-to-deep layers (approximately layers 7–10) specialize in syntactic dependencies and
head–dependent relations, such as determiners linking to nouns and direct objects linking to verbs.
By contrast, earlier layers capture mostly local or lexical information, while the final layers (11–12)
are biased toward [CLS]-based sentence aggregation and task-specific adaptation. Leveraging layers
8 and 9 thus provides a strong inductive bias for modeling headers, which are typically short noun
phrases requiring syntactic but not full discourse-level context.

Given a header string h, the encoder first tokenizes it using the BERT tokenizer, then processes the
tokens through the embedding layer to obtain initial representations. These embeddings are passed
through two sequential transformer layers with self-attention mechanisms:

h(0) = BertEmbeddings(tokenize(h))

h(1) = EncoderLayer8(h
(0))

h(2) = EncoderLayer9(h
(1))

The final universal header embeddingEglobal(h) is obtained through mean pooling over the sequence
dimension, weighted by the attention mask to exclude padding tokens:

Eglobal(h) =

∑n
i=1 h

(2)
i ·maski∑n

i=1 maski
.

The encoder supports flexible input formats, handling single header strings, flat lists of headers, or
batched lists, automatically adjusting the output dimensionality and providing appropriate masking
for batch processing.

Projection Layer for Segments The segment projection network g(·) implements the transfor-
mation that combines universal header embeddings, contextualized header representations, and con-
textualized value representations into unified segment embeddings. Motivated by projection layers
in transformer-based language models (Vaswani et al., 2017), the architecture adopts a two-stage
feedforward block with residual connections and normalization, enabling non-linear feature mixing
while maintaining training stability.

Given the three input components Eglobal ∈ RB×H×D, Hctx ∈ RB×H×D, and Vctx ∈ RB×H×D, the
projection first concatenates them along the feature dimension:

xconcat = [Eglobal ∥ Hctx ∥ Vctx] ∈ RB×H×3D

The concatenated representation is then processed through a two-layer feedforward network with
GELU activation and layer normalization:

xhidden = LayerNorm(GELU(Linear3D → 2D(xconcat)))

s(r, h) = LayerNorm(Linear2D → D(Dropout(xhidden)))

This design mirrors the intermediate expansion–compression scheme used in transformers, where
increasing dimensionality allows richer interactions between features before reducing back to the
model dimension for compatibility. By concatenating schema-level and row-level signals, the pro-
jection network learns to fuse global header semantics with local contextual patterns. The residual
normalization ensures stable optimization, while the intermediate 2D bottleneck provides sufficient
capacity to capture complex header–value dependencies.
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C.2 DATASET PREPROCESSING

Our dataset preprocessing pipeline is designed to optimize the quality and compatibility of tabular
data for BERT-based language model training. The preprocessing consists of three main stages: data
cleaning, BERT vocabulary validation, and tokenization optimization.

Data Cleaning and Normalization The raw tabular data undergoes several cleaning steps to en-
sure consistency and quality. First, we flatten nested JSON structures. For example:

"actors": [{"name": "allan"}, {"name": "daniel"}]→
"actors.0.name": "allan", "actors.1.name": "daniel"

This creates a uniform representation where each row is represented as a flat dictionary of key-value
pairs. This flattening process preserves the hierarchical structure through dot-separated keys.

Next, we handle indexed fields that represent repeated attributes. To prevent information overload
and maintain computational efficiency, we sample a maximum of 3 indexed fields per field type,
prioritizing the first occurrences to maintain data consistency.

BERT Vocabulary Validation A critical challenge in training BERT on multilingual tabular data
is the model’s limited vocabulary coverage for non-English languages. To address this, we imple-
ment a BERT vocabulary validation step that filters out tables containing content that cannot be
effectively tokenized by the BERT tokenizer.

For each table, we extract meaningful text fields (excluding URLs, pure numbers, and very short
strings) and tokenize them using the BERT tokenizer. We calculate the ratio of unknown tokens
([UNK]) to total tokens for each field. Tables where more than 30% of the text fields contain exces-
sive unknown tokens (threshold: 30% UNK ratio) are excluded from training. This filtering ensures
that the model trains on data it can meaningfully process, significantly reducing the proportion of
uninformative [UNK] tokens during training.

Tokenization Optimization Finally, to maximize the utility of the remaining data while respecting
BERT’s token limit constraints, we implement field-level truncation: Individual fields that exceed
20 tokens are truncated to fit within this limit, preserving the most important information while
maintaining field names and separators.

Preprocessing Statistics Our preprocessing pipeline processes data from 100 different e-
commerce websites across multiple languages and domains. The BERT vocabulary validation step
typically filters out 60-70% of rows containing significant non-English content, resulting in a dataset
focused on English-language e-commerce data that can be effectively processed by BERT.

The final preprocessed dataset maintains the structural information of the original tables while en-
suring compatibility with BERT’s tokenization scheme, enabling effective representation learning
for tabular data through masked language modeling objectives.

This approach addresses the fundamental challenge of applying English-centric language models to
multilingual structured data, ensuring that the training process focuses on content that the model can
meaningfully learn from while preserving the rich structural information inherent in tabular data.

C.3 TRAINING PROCEDURE

Batch Construction. For each domain, we organize the 100 tables into stratified batches using
a hierarchical grouping strategy. Specifically, tables are grouped into sets of four (25 groups per
domain), with all rows in a group merged into a unified dataset. An epoch processes all groups
sequentially, with group order shuffled each time while preserving the 4-table grouping for compu-
tational efficiency. Within each group, stratified sampling assigns batch slots in proportion to table
size: batch_countti = max (1, round (ni/N × batch_size)), for table ti with ni rows out ofN . This
procedure balances representation across tables, prevents larger tables from dominating training, and
ensures that even small tables contribute consistently to every batch.
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Algorithm 1 NAVI Training Procedure

Require: Domain D with tables {ti}100i=1, modelMθ, alignment weight λalign,
masking configuration MaskCfg

Ensure: Trained parameters θ∗
1: Initialize θ, optimizer, gradient scaler
2: for epoch t = 1, . . . , T do
3: Partition 100 tables into groups G = {G1, . . . , G25}, |Gi| = 4
4: Shuffle group order
5: for each group G ∈ G do
6: for each table ti ∈ G do
7: Compute normalized entropy per field: Hnorm(f) = −

∑
v∈Vf

p(v) log p(v)/log |Vf |
8: Categorize fields: Hdom = {f : Hnorm(f) ≤ Q1}, Hent = {f : Hnorm(f) ≥ Q3}
9: Initialize stratified sampler, Sampler(RG)

10: end for
11: for each batch B ∼ Sampler(RG) do
12: Apply masking Mask(·;MaskCfg): x̃b,yb = mask(xb;MaskCfg)
13: Forward (masked): logits, Lb =Mθ(x̃b)
14: Forward (unmasked): embeddings, Eb =Mθ(xb)
15: Extract components: {Eglobal, Hctx, Vctx} = extract(Eb)

16: Segment fusion: s(r, h) = g
(
Eglobal(h) ∥ Hctx(r, h) ∥ Vctx(r, h)

)
17: Compute losses: L(b)

msm, Lt
dom, Lt

ent

18: Total loss: L(b)
total = L

(b)
msm + λalign · 1

|B|
∑

t∈B(Lt
dom + Lt

ent)

19: Update: θ ← step(θ,L(b)
total)

20: end for
21: end for
22: end for
23: return Mθ∗

Entropy-based Column Categorization Following the entropy-based categorization described in
Section 2.3, we compute normalized Shannon entropy for each field f in table t:

Hnorm(f) =
−
∑

v∈Vf
p(v) log2 p(v)

log2 |Vf |

where Vf is the set of unique values for field f , and p(v) is the probability of value v. The catego-
rization uses quartile-based thresholds computed per table:

• Domain-coherent columnsHdom: Hnorm(f) ≤ Q1,

• Entity-discriminative columnsHent: Hnorm(f) ≥ Q3,

where domain-coherent columns represent stable, low-entropy fields capturing global domain se-
mantics (e.g., genre), entity-discriminative columns represent high-entropy fields that vary across
rows, capturing instance-specific attributes (e.g., title). This per-table categorization ensures robust
field classification regardless of table size or domain characteristics, with minimum guarantees of
at least one field per category when possible. The categorization is computed once per combined
dataset and used throughout the training of that group.

Masking Configuration. Building on the structure-aware MSM framework in Section 2.2, we
define three masking regimes with token budget control: (1) Header–Value (HV) Masking: Selects
k header and value segments under a total budget max_tokens

token_length_threshold , split by a configurable
ratio (default: 50% values, 50% headers), with each segment contributing up to 8 tokens to Mh

or Mv . (2) BERT-style (B) Masking: Standard MLM regime with 15% uniform masking over
non-special tokens to form Mr. (3) Hybrid (HVB) Masking: Combines the two by allocating
whv×max_tokens (defaultwhv = 0.5) to HV masking and the remainder to BERT-style masking.
All regimes follow the usual replacement scheme (80% [MASK], 10% random, 10% unchanged).
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Forward Pass and Loss Computation. The forward pass follows the semantic-aware schema
induction framework (Section 2.1) and enriched by universal header embeddings described in Ap-
pendix C.1. For each batch, the model performs two passes: (1) Masked input→ MSM logits for
structure-aware segment modeling; (2) Unmasked input→ contextualized embeddings for entropy-
aware contrastive alignment. From the unmasked pass, we extract universal header embeddings
Eglobal(h), contextualized header representations Hctx(r, h), and value representations Vctx(r, h),
which are fused via the projection network g(·) into segment embeddings s(r, h). The total loss com-
bines structure-aware MSM and entropy-aware contrastive alignment: Ltotal = Lmsm +λalign · Lalign,
where Lmsm is computed over the masked setsM, and Lalign = Lt

dom +Lt
ent jointly enforces domain

consistency (cross-header alignment) and domain fidelity (cross-row alignment).

D HYPERPARAMETER SENSITIVITY ANALYSIS

We analyze the sensitivity of NAVI to key hyperparameters: the alignment weight λalign, the mask-
ing ratio in the structure-aware MSM (h:v:b), and the alignment temperature τ . As described
in Section 3.1, our default configuration is λalign = 0.5, h:v:b= 4:4:2, and τdom = 0.13 (with
τent = 0.07). For λalign, we also test values exponentially (2−2, 2−1, 20, 21, 22). For h:v:b, with
10 segments selected for masking, we test header-biased (3:1), balanced (2:2), and value-biased
(1:3) splits, along with BERT-heavy (4:6) and header–value-heavy (8:2) strategies. For τ , we vary
τdom ∈ {0.07, 0.1, 0.13} to examine whether higher temperatures yield smoother alignment distri-
butions that better capture schema-level consistency. Since these hyperparameters primarily affect
fidelity-oriented objectives, we restrict our analysis to fidelity tasks. Table 5 summarizes the results,
which we discuss below with domain-wise breakdowns.

Table 5: Performance of hyperparameter-tuned variants on downstream fidelity tasks. Evaluation
includes Value Imputation (Val; accuracy), Row Classification with XGBoost (XGB; F1-Macro)
and Logistic Regression (LR; F1-Macro), and Row Clustering using Agglomerative with Silhouette
coefficient (Ag-Sil) and B-cubed F1 (Ag-B3). Best results per task are in bold, and second best
results are underlined.

Product Movie

Val XGB LR Ag-Sil Ag-B3 Val XGB LR Ag-Sil Ag-B3

Default 0.741 0.355 0.417 0.069 0.273 0.641 0.275 0.313 0.300 0.233
λalign
0.25 0.752 0.344 0.335 0.051 0.267 0.613 0.285 0.315 0.157 0.213
1.0 0.729 0.353 0.377 0.074 0.273 0.608 0.267 0.293 0.278 0.225
2.0 0.741 0.282 0.369 0.053 0.278 0.617 0.303 0.294 0.142 0.222
4.0 0.731 0.269 0.321 0.111 0.258 0.603 0.287 0.304 0.346 0.230
h:v:b
2:2:6 0.742 0.343 0.403 0.075 0.266 0.611 0.260 0.285 0.133 0.220
3:1:6 0.738 0.273 0.323 0.046 0.244 0.590 0.282 0.306 0.264 0.236
1:3:6 0.742 0.309 0.378 0.049 0.222 0.612 0.264 0.314 0.117 0.224
6:2:2 0.740 0.322 0.404 0.111 0.314 0.598 0.290 0.312 0.232 0.203
2:6:2 0.743 0.308 0.384 0.053 0.247 0.618 0.281 0.313 0.096 0.205
τdom
0.1 0.739 0.271 0.248 0.096 0.210 0.611 0.293 0.330 0.208 0.213
0.07 0.733 0.326 0.388 0.073 0.264 0.622 0.288 0.293 0.243 0.224

Effect of λalign. Performance remains stable across λalign, but extremes reveal its role in balanc-
ing alignment and schema–value grounding. Too low (0.25) weakens entropy-aware alignment,
hurting clustering, while too high (4.0) over-regularizes, suppressing value dependencies and de-
grading classification. Intermediate settings (1.0–2.0) provide the most stable trade-off. On Product,
λalign = 2.0 yields the best fidelity, indicating stronger alignment regularization helps under larger
schema variability. On Movie, λalign = 1.0 is optimal, with 2.0 close behind, suggesting lighter
alignment suffices when schemas are more homogeneous. This asymmetry shows how schema di-
versity dictates the balance between alignment and MSM.

20



1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133

Under review as a conference paper at ICLR 2025

Effect of h:v:b. Masking allocation has a pronounced impact on schema–value coupling. Allo-
cating more budget to header–value tokens (header–value-heavy) consistently strengthens fidelity,
while BERT-heavy settings (high b) provide weaker schema anchoring. On Product, 6:2:2 pro-
duces the strongest fidelity overall, with 2:2:6 next best, confirming explicit schema–value masking
is critical when tables exhibit wide header variability. On Movie, no single configuration dom-
inates across tasks: 3:1:6 excels in clustering, 1:3:6 in classification, and 2:6:2 in value imputa-
tion. Taken together, 3:1:6 is most reliable, with 2:6:2 competitive. These mixed outcomes suggest
Movie schemas benefit from balanced or header-biased allocation, while Product requires stronger
header–value masking. Importantly, this shows task type (classification vs. clustering vs. imputa-
tion) interacts with masking strategy, underscoring the need for adaptive masking.

Effect of τdom. Varying τdom shows its influence on the smoothness of alignment distributions.
Higher values (0.1) encourage softer alignments that sometimes aid row classification but reduce
clustering precision, while lower values (0.07) sharpen schema alignment. On Product, τdom = 0.07
strikes the best balance, reflecting the need for sharper separation in heterogeneous schemas. On
Movie, τdom = 0.1 performs best, with 0.07 close behind, suggesting that smoother alignments
better capture consistency across more uniform schemas. This indicates that temperature tuning
is domain-dependent: heterogeneous domains demand sharper distinctions, whereas homogeneous
domains benefit from softer, domain-coherent clustering.
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