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Abstract

Spectral decomposition of linear operators plays a central role in many areas of
machine learning and scientific computing. Recent work has explored training
neural networks to approximate eigenfunctions of such operators, enabling scalable
approaches to representation learning, dynamical systems, and partial differential
equations (PDEs). In this paper, we revisit a classical optimization framework from
the computational physics literature known as the orbital minimization method
(OMM), originally proposed in the 1990s for solving eigenvalue problems in com-
putational chemistry. We provide a simple linear-algebraic proof of the consistency
of the OMM objective, and reveal connections between this method and several
ideas that have appeared independently across different domains. Our primary goal
is to justify its broader applicability in modern learning pipelines. We adapt this
framework to train neural networks to decompose positive semidefinite operators,
and demonstrate its practical advantages across a range of benchmark tasks. Our
results highlight how revisiting classical numerical methods through the lens of
modern theory and computation can provide not only a principled approach for
deploying neural networks in numerical simulation, but also effective and scalable
tools for machine learning.

1 Introduction

Spectral decomposition of linear operators is a foundational tool in applied mathematics, with far-
reaching implications across machine learning (ML) and scientific computing. Eigenfunctions of
differential, integral, and graph-based operators capture essential geometric and dynamical structures,
playing a central role in problems ranging from representation learning to solving partial differential
equations (PDEs). As such, the design of efficient and scalable methods for approximating these
eigenfunctions has become a core pursuit in modern computational science.

Recent advances have leveraged neural networks to approximate spectral components of operators,
offering promising avenues for scaling classical techniques to high-dimensional or irregular domains
in scientific simulation. Notable examples include recent breakthroughs in quantum chemistry based
on neural-network ansatzes [41, 9 42]]. Beyond quantum chemistry, neural approaches have also
proven effective in diverse domains such as spectral embeddings [15}43]], Koopman operator theory
for analyzing dynamical systems [32| 23} 20], and neural solvers for PDEs [26]. For an overview of
the broader literature, we refer the reader to [43, Appendix B]. However, many existing methods rely
on surrogate losses or architectural constraints that lack a clear variational foundation, often leading
to brittle optimization or limited extensibility.

In this work, we revisit a classical optimization framework from computational quantum chemistry
known as the orbital minimization method (OMM). Originally developed in the 1990s for finding
the ground state in electronic-structure theory [38, 134,133, 37, [1]], OMM offers a direct and elegant
approach to approximating the top eigenspace of a positive-definite operator, without requiring
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explicit orthonormalization. Despite its heuristic, domain-specific origins, we derive OMM rigorously
from a simple variational principle valid for general positive-semidefinite matrices and operators.

We leverage this reinterpretation to construct a modern neural variant of OMM, suitable for decom-
posing a wide class of linear operators. Our contributions are threefold:

1. We provide a new derivation of the OMM objective with a simple linear-algebraic proof
for finite-dimensional cases, clarifying its key idea and extending its theoretical foundation.
When specialized for streaming PCA, we identify its connection to the celebrated Sanger’s
rule, which is often known as the generalized Hebbian algorithm [44]].

2. We adapt this framework to train neural networks that learn eigenspaces of positive-definite
operators, eliminating the need for explicit orthogonalization or eigensolvers.

3. We empirically demonstrate the effectiveness of our method across a range of tasks, including
learning Laplacian-based representations in reinforcement learning settings, solving PDEs,
and self-supervised-learning representation of images and graphs.

We emphasize that properly positioning the OMM within the modern ML literature is of both
theoretical and practical significance. Although the resulting formulation may appear natural in
hindsight, recent work in ML has proposed a variety of alternative, and often considerably more
complex, approaches for computing eigenvectors of matrices or eigenfunctions of operators. In
this work, we draw connections between OMM and several existing lines of research, including
streaming PCA [44] from theoretical statistics and computational science, as well as recent neural
parameterizations used for operator learning in deep learning [43]], and independent development of
spectral techniques in reinforcement learning literature [S1}[13]]. These connections provide a unified
perspective on seemingly disparate methods. Our findings underscore the value of revisiting classical
numerical techniques through the lens of modern ML, offering both conceptual clarity and practical
advantages for scalable spectral learning.

Notation. For an integer n > 1, [n] := {1,...,n}. We use capital sans-serif fonts, such as A and V,
to denote matrices. In particular, |, € R¥*¥ denotes the identity matrix. For a square matrix A, tr(A)
denotes its trace. For a matrix V € R¥*% = [v;, ... vy,], where v; € R% for each j € [da], we
use the subscript notation V.5, := [vy, ..., vi] for 1 < k < ds to denote the subset of columns.

2 Methods

In this section, we revisit the orbital minimization method and provide a new variational perspective
for the finite-dimensional matrix case. We then present its application to an infinite-dimensional
problem, i.e., an operator problem.

2.1 Preliminary: Matrix Eigenvalue Problem

Let A € R%*? be a real symmetric matrix of interestﬂ We wish to compute the top-k eigenvectors of
A. By the spectral theorem, A admits an eigenvalue decomposition, i.e., there exists an orthogonal

eigenbasis W = [wy,...,wy] € R%*? guch that we can write A = WAWT = ch'l=1 )\iwiwiT, where
A :=diag(A1, ..., Aq), where Ay > A2 > ... > \g4. Our goal is to find the top-k eigensubspace, i.e.,
span{wi, ..., Wy}, and ideally the top-k eigenvectors w1, . .., wy, and corresponding eigenvalues

A, ..., Ak. We use a shorthand notation a A b := min{a, b} for a,b € R.

For a symmetric matrix A € R?¥9, the most standard variational characterization of the top-k
eigensubspace is the multicolumn Rayleigh quotient maximization formulation, which is

tr(VTAV). 1
VeRdir’l%(TVﬁk r( ) ( )

Note that it is a natural extension of the maximum Rayleigh quotient characterization of the largest
eigenvalue. While we can derive its unconstrained version as

tr((VTV) " IVTAV), 2
Jax tr((VTV) ) @)

the inversion (VTV)~! renders the optimization less practical. For example, if V is not full rank (or
nearly degenerate), computing (VTV) -t may be infeasible or numerically unstable.

'We focus on real matrices for simplicity, but the technique can be naturally adapted for Hermitian matrices.



2.2 Orbital Minimization Method: Matrix Version

We now restrict our focus on a positive-semidefinite (PSD) matrix A € R4*?. The orbital minimiza-
tion method (OMM) [38} 137, 134, 133} 130]] aims to solve the following maximization problem:
Vgﬂl{idrik Lomm(V), where Lomm(V) := —tr((2lx — VTV)VTAV) 3)
While it is an unconstrained objective, it is widely known that its minimizer V* satisfies V*(V*)T =
Wi, WT ., i.e., V corresponds to the top-k eigenvectors up to rotation. Interestingly, the OMM
objective does not have any spurious local minima, that is, any local minima is a global optima; see
[30, Theorem 2]. This approach was originally proposed to develop linear-scaling algorithms for
electronic-structure calculations, i.e., algorithms whose complexity scales linearly with the number of
electrons in the structure, by avoiding explicit enforcement of the orthogonality constraint VTV = I.

2.2.1 Existing Derivations

There exist two standard ways to motivate the OMM objective [[L0]. The first is a Lagrange-
multiplier approach [38]]. The Lagrangian of the constrained optimization formulation in Eq. (I)) is
L(V,Z) :==tr(VTAV) — tr(Z(VTV — I;)), where = € R¥** denotes the Lagrange multiplier. From
the KKT conditions, the optimal Lagrange multiplier is Z2* = VTAV, and the Lagrangian £(V,Z*)
yields the OMM objective.

Another argument is based on the finite-order approximation of the Neumann series expansion
of the multicolumn Rayliegh quotient tr((VTV)~1VTAV) [10]. Assuming that the spectrum of
VTV is bounded by 1, we have the Neumann series expansion of the inverse matrix (VTV)~! =
(e — (I, = VTV))~1 = 322 ,(Iy — VTV)*_ If we consider the first-order approximation, then
(VIV)~L = 1, + (I — VTV) = 2l — VTV, which yields the OMM objective:
tr((VTV)TIVTAV) = tr((2lg — VIV)VTAV) = —Lomm (V).

Interestingly, in their original paper, Mauri et al. [34] showed that a higher-order extension following
the same idea is possible. For any integer p > 1, define Q,, := Z?ﬁgl(l — VTV)i, which can be
understood as the order (2p — 1)-th order approximation of (VTV)~!, Then, the global minimizers of

2p—1
L) (V) = —tr(Q,VTAV) = —tr( Y- VTV)iVTAv), @
=0

which we will refer to by the OMM-p objective, also span the same top-k eigensubspace. The original
argument to prove this fact in [34] is domain-specific and rather obscure. Below, we provide a purely
linear-algebraic and simple proof for the consistency of the OMM-p objective.

2.2.2 New Derivation with Simple Proof

To introduce a more intuitive way to derive the general OMM objective without resorting to the
Neumann series expansion, we start from noting that we can rewrite the OMM objective function as

Lomm(V) = —tr((2l;, — VIV)VTAV) = tr((I4 — VVT)?A) — tr(A).
Hence, Eq. (3)) is equivalent to minimizing tr((l4 — VVT)2?A). With this reformulation, we can extend
the optimization problem in Eq. (3) to a higher order as

2p
g) .
£nV) = (= W) = ) = e { 17 (T ) vy vrav) )
. J

j=1
for an integer p > 1. While it looks different from the expression in Eq. (@), we can show that they are
exactly same, i.e., céﬁ}m (V)= Zg’,;)m (V); we include its proof in Appendix |A|for completeness. As
stated below, the global minima of the OMM-p objective characterizes the desired top-k eigensubspace

for any p > 1. Here we outline the main idea, leaving the rigorous proof to Appendix [A]

Theorem 1 (Consistency of the OMM-p objective). Let r < d denote the rank of a PSD matrix A
with EVD A = Y"1 N\;w;w]. Then,

kAT
min L)
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VeRka omm( ) Z:Zl

In particular, its minimizer V* satisfies V5.5, (V1. 00) T = Wikar W1 o n -



Proof sketch. The proof crucially relies on Eq. (), which shows that the objective depends on V
only through the PSD matrix VVT € R%*? of rank at most k. Hence, we can reparameterize the
optimization problem with a matrix P € R?** such that PTP and a diagonal matrix ¥ € R¥** with
nonnegative entries, by considering the reduced SVD of VVT = PXPT. We can then show that

tr((ly — VVT)?PA) > Zf:k_H Ai, and the equality is achieved if and only if VVT = WWT. O

2.2.3 Discussions

Can We Apply OMM to Non-PSD Matrices? Consider a rank-1 case with p = 1, i.e., Eg}n)m (v) =
tr((I — vvT)?A) — tr(A). Suppose that A has a negative eigenvalue \; with a normalized eigenvector
w;. If we restrict v = cw; for some ¢ € R, it is easy to show that we can simplify the objective as
£c(,}n)m (ewj) = (1— 02)2)\]- — ;. Since \; < 0, the objective will diverge to negative infinity when
c? — o0o. This explains why the OMM cannot be applied to non-PSD symmetric matrices. If a lower

bound on the smallest eigenvalue is known a priori, i.e.,, Ay > —k, we can shift the spectrum by
considering the positive semidefinite matrix A + xlg, to which the OMM can then be applied.

Equivalence of Regularization and Spectrum Shift. The OMM implicitly enforces orthogonality
without requiring any explicit regularization. Nevertheless, one might be tempted to introduce an
additional regularization term that promotes the orthonormality of V, i.e., VTV = ;. If we adopt
a squared-Frobenius-norm penalty ||VTV — I;||2 to the OMM-1 objective, it is straightforward to
verify that this is equivalent to applying the OMM-1 to the spectrum-shifted matrix A + xl4. This
reveals a peculiar property of the OMM-1: unlike standard regularization techniques that modify
the optimal solution to enhance stability, the OMM-1 with this form of regularization preserves the
global optima.

Connection to PCA. For a PSD matrix A € R%*?_consider a random vector x € R? with mean zero
and covariance [, (x)[xxT] = A. Then, we can express tr((lq — VVT)?A) = E, ) [[[x — VVTx]?].
This is comparable to the standard characterization of PCA:

. _ T —1\/T 2
Jmin Byl — VVIV) VT, ®)

If V € R4k were orthogonal, then VVTx is the best projection of x onto the column subspace of V,
and the OMM objective could be interpreted as the corresponding approximation error. It is worth
emphasizing that, even without explicitly enforcing the orthogonality constraint on V € R4*¥ the
global optima of the OMM remain unchanged, in sharp contrast to the common understanding that
the whitening operation (VTV)~1 in Eq. (6) is required to characterize the top-k eigensubspace.

2.2.4 Nesting for Learning Ordered Eigenvectors

To learn the ordered eigenvectors, we can apply the idea of nesting in [43]], which was originally
proposed for their low-rank approximation (LoRA) objective; see Section [2.3.2]for the comparison of
the LoRA and OMM. The same logic applies to the OMM. There exist two versions, joint nesting
and sequential nesting, which we explain below.

The joint nesting aims to minimize a single objective Eg’r;)m V;a) := Zle aiﬁfﬁm(vlzi) for a
choice of positive weights aq,...,a, > 0, aiming to solve the OMM problem for V;.; for each

i € [k]. When p = 1, we can use the same masking technique of [43]], without needing to compute
the objective going over a for loop over ¢ € [k]. Similar to [43] Theorem 3.3], we have:

Theorem 2. Let V* € R¥F be a global minimizer of £E (V; ). For any positive weights
a € RY ), if the top-(k + 1) eigenvalues are all distinct, V* = W.

The proof is straightforward: if the objective can have the minimum possible value if and only if
Ec(,ﬁq)m (V1.;) is minimized by satisfying V1.,V]., = Wy.;W], for each i € [k], which is equivalent
to v; = w; for each i Per the suggestion in [43], we use the uniform weighting o« = (%, ceey %)
throughout.

Here, the strict spectral gap is assumed for simplicity. With degenerate eigenvalues, the columns correspond-
ing to the degenerate part of an optimal V* will be an orthonormal eigenbasis of the degenerate eigensubspace.



The idea of sequential nesting is to iteratively update v;, using its gradient of dﬁm (V14), i.e.,
Vo L (Vi) = =2((la = ViV AV; + Alla = ViV v ) ™

asif Vi,,_1 = [v1,...,Vv;_1] already converged to the top-(¢ — 1) eigensubspace, for each i € [k].
The intuition for convergence is based on an inductive argument.

We refer to the nested variants of OMM collectively as NestedOMM, and denote them by OMM;y,: and
OMMy, for brevity. We note that the OMM,, for finite-dimensional matrices was proposed as the
triangularized orthogonalization-free method (OFM) in the numerical linear algebra literature [10].

2.2.5 Connection to Sanger’s Algorithm for Streaming PCA

There is a rather separate line of literature on streaming PCA with long history, which aims to
solve the essentially same eigenproblem for a finite-dimensional case. The goal of the streaming
PCA problem is to find the leading eigenvectors of the covariance matrix A < E,,)[xxT] of a
zero-mean random variable x ~ p(x). In the streaming case, we are restricted to receive a minibatch

of independent and identically distributed (i.i.d.) samples {xgt), e ,X(Bt)} at each time ¢, and can

thus only compute the empirical estimate A; = + Zszl xgt)(xét))T. In this setup, Sanger [44]
proposed the following iterative update procedure, often called Sanger’s rule or generalized Hebbian
algorithm 111 2]: at each time step ¢, foreachi =1, ...k,

v v o (1= VI (VEDT) A
We remark that the OMM gradient in Eq. (7) is derived from the well-defined objective and can be
viewed as the symmetrized version of the Sanger update term, while the update term itself cannot

be viewed as a gradient of any function, as its Jacobian is not symmetric; see [[11, Proposition K.2].
With this connection between the OMM and Sanger’s rule, as a practical variant, we can also treat the

Sanger update (I — v§t2 (ngz)T)Atvgt) as a pseudo-gradient and plug-in to an off-the shelf gradient-
based optimization algorithm, such as Adam [22]. Interestingly, in our experiment with operator
learning, the Sanger variant works well in one PDE example where the OMM exhibits numerical
instability. We attribute the instability of the OMM gradient to statistical noise, which may make
the operator appear to have eigenfunctions with negative eigenvalues, thus triggering the divergent

behavior discussed in Section[2.2.3] See Section[3.2] for a resolution and further discussion.

We note that this connection is rather surprising, given the extensive body of work over the past few
decades on developing efficient streaming spectral decomposition algorithms under orthogonality
constraints; see, e.g., [36} [25] 144} 131, 148} [11}, [12, I51]]. It is remarkable that a classical yet simple
idea originating from computational chemistry provides such an elegant solution to this long-studied
spectral decomposition problem—ryet, to the best of our knowledge, it has remained largely unnoticed
in the modern machine learning literature.

2.3 Orbital Minimization Method: Operator Version

In many applications, we are often tasked to compute the leading eigenfunctions of a positive-
semidefinite operator T: L2(X) — L2(X). Here, L2(X) £ {f: X = R| [, f(x)?p(dx) < oo} is
a Hilbert space equipped with the inner product (fo, f1), £ [ fo(x)f1(x)p(dx). By the spectral
theorem, if 7" is compact, then there exists a sequence of orthonormal eigenfunctions { f; },>1 with
non-increasing eigenvalues Ay > Ay > --- > 0. When X = {1,...,d} and p is the counting

measure, the space L;Q)(X ) is naturally identified with R, and 7 reduces to a d x d PSD matrix,
recovering the standard finite-dimensional eigenvalue problem in the previous section.

We can easily extend the OMM objective in Eq. (3)) to this infinite-dimensional case, expressing the
objective compactly using only & x k matrices. Note that the objective in Eq. (3 is a function of the
overlap matrix VTV and projected matrix VT AV. In the infinite-dimensional function case, the overlap
matrix and the projected matrix become the second moment matrices M, [f] := [ f(x)f(x)Tp(dx)
and M, [f, Tf] := [ f(x)(7f)(x)Tp(dx), respectively. Hence, by plugging-in this expression to
Eq. (3), we can easily derive the corresponding objective for the infinite-dimensional case:

L0 (8) = tr({f}l)j (7)o tey wferer ). ®)

=1 J



In particular, if p = 1, it boils down to Logm (F) = —2tr(M,[f, Tf]) + tr(M,[f]M,[f, Tf]). If the
point spectrum of 7 is isolated and separated by a spectral gap from its essential spectrum, we can
also argue that the global minimizer of the OMM objective corresponds to the top-k eigensubspace.

2.3.1 Nesting for Operator OMM

As explained in the finite-dimensional case, the idea of sequential nesting is to update the ¢-th

eigenfunction f; by the gradient 8fi£<(fr)n)m (f;.;) foreach i = 1,...,k. We can implement these
gradients succinctly via autograd for the special case of p = 1. In order to do so, we define a partially
stop-gradient second moment matrix

(frogp  (selfil g2)p  (sglfi]:g3)p - (s8lf1]:9k)p
(fo,sglon])p  (f2r92)p  (s8lfeligs)p -+ (sglf2],gk)p
MESd[f, g] := (f3,sglarl)p  (farselgal)p  (f3,93)p -+ (sglfsl,gn)p
Urosglody rosglody ioseloshs o
Then, if we define the surrogate objective
Lomm(£) == =2tr(MF9[E, Tf]) + tr(MZIEIMTI[E, T1]), C)

then 07, L9 (f1.1) = Oy, L((,}n)m(fl;i) for each ¢ € [k]. In other words, the gradient for OMM with

omm :
sequential nesting can be efficiently implemented by this single surrogate objective function in Eq. (9).
Note that the surrogate objective is equivalent to the OMM objective £§},2m (f1.x) in its nominal value,
but the gradients are different due to the stop-gradients. The Sanger variant can be implemented
similarly with autograd; see Appendix [B]

This can be implemented efficiently with almost no additional computational overhead compared to
computing M, [f, g] without nesting. Note that the simple implementation is made possible thanks to
the fact that tr(M,[f]M,[f, Tf]) = (M,[f], M, [f, Tf]). For p > 1, however, we can no longer apply
a similar, partial stop-gradient trick to the higher-order interaction terms tr(M,[f] =M [f, Tf]) for
J > 3, as they cannot be simply written as a matrix inner product with stop-gradient terms. Thus, it is
harder to utilize the advantages of high-order OMM in the nested case. We thus only experiment with
the higher-order extension in the self-supervised representation learning setting (Section [3.3), where
the ordered structure is not often necessary.

Similar to the argument in [43]], we can also implement OMM);,, for operator with p = 1 as follows:
k
L0t (£50) 1= D il (fr) = tr(P© (~2M[£, 7€) + M [FM, £, 7] ) ).
i=1

. . k
Here, we define the matrix mask P € RF*F ag Pij = Muaxfijy with m; = iji aj and ©
denotes the entrywise multiplication. While Ryu et al. [43] suggest to use joint nesting for jointly
parameterized eigenfunctions, we have empirically found that the convergence with sequential nesting

is comparable to or sometimes better than joint nesting even with joint parameterization in general.

2.3.2 Comparison to Low-Rank Approximation

As alluded to earlier, a closely related approach is the low-rank-approximation (LoRA) approach
based on the Eckart—Young—Mirsky theorem [8} 135]] (or Schmidt theorem [45]]). This approach has
been widely studied in both numerical linear algebra [29} 53 [10] and machine learning [52} 15} 43,
55,1241 20]]. For a self-adjoint operator 7, LoRA seeks a rank-k approximation minimizing the error

in the Hilbert-Schmidt norm |7 — % | f; ® fil|2s — || 7||%, which simplifies to:
Liora(f) := =2tr(M,[f, TF]) + tr(M,[f]M,[f]),
L (£) = —2tr(M,[f, T£]) + tr(M,[f]M,[f, Tf]),

omm

where we repeat Ec(,}n)m(f ) for direct comparison. While both objectives are unconstrained and admit
unbiased gradient estimates with minibatch samples, they differ in their geometric and spectral inter-

pretations. Let 7, := Zle Aid; ® ¢; denote the rank-k truncation of 7. If T is PSD, the optimizer



*
fomm

of the OMM objective satisfies Zf;l omm,i @ fomm,i = Zle ®; @ ¢i, whereas the LoRA

omm,?

optimizer satisfies Zle Jiorai © Jfiorai = Tinr, » Where 7 is the number of positive eigenvalues of
T, for any self-adjoint, compact 7 [43 Theorem C.5]. In words, OMM approximates the projection
operator onto the top-k eigensubspace, whereas LoRA reconstructs the best rank-k approximation of
T itself. Moreover, the LoRA principle naturally extends to the singular value decomposition of gen-
eral compact operators, leading to the objective LY (f, g) = —2tr(M,, [£, Tg]) +tr(M,, [f]M,, [g]),
as studied in [43]). In contrast, extending the OMM to handle general operators is nontrivial.

Interestingly, as shown in Appendix [C.3.2] OMM can outperform LoRA in certain settings, par-
ticularly when the target matrix is sparse, such as the graph Laplacians of real-world networks,
highlighting its robustness in structured problems. We finally remark that sequentially nested for-
mulations of both LoORA and OMM were previously proposed and analyzed for finite-dimensional
matrices [[L0], yet their operator-level and learning-based generalizations remain largely unexplored.

3 Experiments

We evaluate the OMM and its variants (including the Sanger variant) across three experimental
setups. In the first two, the eigenfunctions are well defined with clear operational meaning, and
estimating them in the order of eigenvalues is desirable. These results underscore the strong potential
of NestedOMM for both modern machine learning applications and ML-based scientific simulations.
In the third setup, we explore the applicability of OMM in self-supervised representation learning,
where preserving the underlying spectral structure is often secondary to optimizing downstream
task performance. Our PyTorch implementation is available at https://github.com/jongharyu/
operator-omm. We defer the experiment details and additional numerical results to Appendix

3.1 Laplacian Representation Learning for Reinforcement Learning

We consider the representation learning problem in reinforcement learning (RL), which is known as
the successor representation [5,131] or more recently the Laplacian representation [[13]. The high-level
idea is that, given a transition kernel from an RL environment, we aim to find a good representation
of a state in the given state space such that it reflects the intrinsic geometry of the environment.

More formally, we consider a discrete state space S = [IV] for simplicity, but the treatment below
can be easily extended to a continuous state space. Suppose that we are given an environment
p(y|x, a), which denotes the transition probability from s; = x to s;4+1 = y given an action a; = a,
from an RL problem. For a given policy 7(a|x), we consider the policy-dependent transition kernel
defined as pr (y|@) := Er(qj2)[p(y|2, a)]. In matrix notation, we denote this by P, € RS*S, where
(Px)zy := p=(y|x). In the literature 54,511 [13]], a Laplacian is defined as any matrix L = | — f(P),
where f is some function that maps P to a symmetric matrix, such as f(P) := £(P 4 PT). In the
experiment below, P is constructed to be symmetric. Like in the graph Laplacian, it is shown in the
literature that the top-eigenvectors of L (or equivalently bottom-eigenvectors of | — L = f(P,)) well
capture the geometry of the RL problem [31}154].

In this experiment, we compare NestedOMM (OMM;., and OMM,;,;) with a recently proposed
algorithm called the augmented Lagrangian Laplacian objective (ALLO) method [13]. While the
OMM involves no tunable hyperparameters, the ALLO requires selecting a barrier coefficient b and a
barrier growth rate auamier Via grid search on a subset of grid environments, after which the chosen
values are used for full-scale training with more epochs and transition samples.

We consider the same suite of experiments from [13]], which consists of several grid environments
as visualized in Appendix For each environment, we generated 10° transition samples from a
uniform random policy and uniform initial state distribution, used the (x,y) coordinates as inputs
to a neural network, and aimed to learn the top £ = 11 eigenfunctions. We trained for 80, 000
epochs using Adam [22] with learning rate 10~3. Additionally, we reproduce the ALLO training
with identical number of transition samples, epochs, and optimizer, with the suggested initial barrier
coefficient b = 2.0 and apyrier = 0.01 reported in [13]. We trained with NestedOMM for four
random runs after shifting the spectrum by |, and ALLO with 10 runs. The performance is measured
by the average of cosine similarities of each mode, where degenerate spaces are handled by an oracle
knowing the degeneracy.
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Figure 1: Summary of experimental results of the Laplacian representation learning. On the right panel, we
plot the top-11 eigenvalues of the Laplacians. It shows that the hard instances (i.e., GridMaze-{26,32} and
GridRoom{32,64}) have very small spectral gaps (marked with X). Error bar indicates one standard deviation.

n=20 n=1 n=2 n=23

g

¥ - -
< : o " . B ° () ole wa w... % 3 o A
4 . - . o M e - ® "
)

[ -

X : " . o 3 ol wa w.. 5 (- ”e K
9 _ : . . , o | v || »e . . .

Figure 2: Visualization of learned eigenfunctions for the 2D hydrogen atom. OMMsq performs as well as
LoRAgeq, which is also known as NeuralSVD [43].

We summarize the results in Figure m Across different environments, both OMM;eq and OMM;
perform comparably to the complex optimization dynamics of ALLO, without any hyperparameter
tuning. To understand the failure cases, we plot the top-11 eigenvalues of the Laplacians on the right
panel. It shows that these hard instances have very small spectral gaps, suggesting that a small cosine
similarity does not necessarily indicate a failure of learning in such cases.

3.2 Solving Schrodinger Equations

Following [43]], we now consider applying OMM to solve some simple instances of time-independent
Schrodinger’s equation [14]. The equation is (H)(x) = Mp(x), where #H = —V? + V(x)
is the Hamiltonian operator of a system, where V' (x) is a potential function. Since low-energy
eigenfunctions correspond to the most stable states, we are primarily interested in retrieving the

smallest eigenvalues of #. Accordingly, in our convention, we aim to retrieve the eigenvalues and
eigenfunctions of the operator 7 = —# from the top.

3.2.1 Bounded-Spectrum Case

The OMM is directly applicable to certain problems, where the Hamiltonian # has eigenenergies
bounded above, such that 7 = —# (or its shifted version) is PSD. To assess the potential in such
settings, we consider the simplest example of this kind: the two-dimensional hydrogen atom, where
the potential function is given by V' (x) = — ﬁ for x € R? [40} 43]. In this case, the true eigenvalues

of T are expressed as A, ¢ = (2n + 1)_2 with two quantum numbers n > 0 and —n < ¢ < n.

We compare the performance of OMM;., to LoRAg,. We first note that we empirically found
that the OMM applied to —# leads to unstable training. We conjecture that this instability is due
to the fast-decaying spectrum and statistical noise during minibatch optimization. That is, in the
beginning of optimization, if some small eigenvalue modes are captured by the model, and if the
moment matrices formed by minibatch samples yield negative eigenvalues due to statistical noise,
the model may diverge, as we discussed in Section[2.2] We found that this misbehavior of OMM in
this example can be rectified by decomposing the shifted operator T + I for some x > 0, such that
the smallest eigenvalue is bounded away from zero. Instead of reporting results with OMMseq With
identity shift, here we report the result with the Sanger variant. Rather surprisingly, we find that the



Sanger variant does not exhibit optimization instability and performs on par with LoRAq, which is
shown to outperform existing baselines such as SpIN [40] and NeuralEF [[7]. As shown in Figure[2]
the learned eigenfunctions from both Sanger and LoRA,., are well-aligned with the ground truth,
showing the competitiveness of the OMM compared to the state-of-the-art approach. Figure []in
Appendix [C] provides the quantitative evaluation.

3.2.2 Unbounded-Spectrum Case

As alluded to earlier, the OMM is not directly applicable when the energy spectrum of # is unbounded
above, as in the cases of the harmonic oscillator or the infinite well [[14, 43] To render the OMM
applicable in such settings, we introduce an inverse-operator trick, analogous to that used in the
inverse iteration [49]. Let L be a self-adjoint operator on a Hilbert space H with a purely discrete,
positive spectrum 0 < A\; < Ay < -+ with \; — oo, and corresponding orthonormal eigenfunctions
{¢i}i>1. This assumption holds, for example, for Schrédinger operators on bounded domains
with Dirichlet boundary conditions, or more generally, for confining potentials V' (x) — oo as
||x|| = oo, such as the harmonic oscillator on R?. In this case, £ is invertible, and its inverse £~ is
a bounded, self-adjoint, and compact operator with eigenvalues A;° ! | 0 and the same eigenfunctions.
Consequently, the top-k eigenfunctions of £~ coincide with the bottom-k eigenfunctions of £. Thus,
applying the OMM to £~ ! enables recovery of the lowest-k modes of £.

A practical difficulty is that £7! is rarely available in closed form; for differential operators, it
corresponds to an integration operator. To avoid explicit inversion, we can parameterize f := Lg
with g represented by a neural network. Substituting this into the OMM-1 objective yields

Einv

omm

(g; L) 2 —2t(M,[f, £7']) + tx(M,,[f] M,[f, £ 'f])
= —2t(M,[Lg, g]) + t(M,[£g] M, [Lg, g]),

which preserves the same computational complexity as the original OMM. Since the ¢-th eigenfunction
of 71 is ¢;, Lg; corresponds to ¢;, and ideally g; = A} L4, holds for each i € [].

In Appendix|C.2] we empirically validate this approach on the 2D infinite-well and harmonic-oscillator
systems, both of which admit analytical solutions. We find that while the OMM with the inverse-
operator trick accurately recovers the top eigenfunctions, it can introduce numerical instabilities and
requires careful hyperparameter tuning, likely due to the nature of the parametrization.

3.3 Self-Supervised Contrastive Representation Learning

We now apply the OMM for contrastive representation learning. Here, we primarily consider self-
supervised image representation learning using OMM, comparing to SimCLR [3]], deferring its
application to graph data to Appendix In this setup, we are given an unlabeled dataset of
images x ~ p(z), and our goal is to learn a network fy(-) parametrized by 6 such that it yields a useful
representation for downstream tasks such as classification. Following SimCLR, we consider a random
augmentation p(¢|x) and draw two random transformations (¢1,t2) ~ p(t1|x)p(t2|z) to produce two
views of a data entry z. By repeating this procedure for each image, we obtain the full dataset, which
can be viewed as samples from the joint distribution p(t1, t2) := Ep o [p(t1]2)p(t2|2)].

The key object is then the canonical dependence kernel (CDK) k(t1,t2) := %,

Ep () [p(t|z)] [43]. Most contrastive learning approaches aim to learn fy(-) such that it factorizes
the log CDK (or pointwise mutual information) fy(t1)Tfp(t2) ~ logk(t1,t2) 27, 28] 50]. Few
exceptions include [13} 53, 43]], which instead aim to factorize the CDK itself fp(t1)Tfp(t2) =~
k(t1,t2), such that the optimal fy(¢) can be interpreted as the low-rank approximation of the CDK.
Application of the OMM to CDK provides a rather unique way to learn representations, as it does not
directly aim to approximate a function of the CDK, but rather trying to find normalized eigenfunctions
purely from a linear-algebraic point of view. Note that we can apply the OMM framework in this

where p(t) :=

3For instance, consider the Schrodinger equation under zero Dirichlet boundary conditions with the square
infinite-well potential, V' (x) = 0 for x € [~1,1]? and V(x) = oo otherwise. Its eigenvalues are given by
A ny O n2 + ni, parameterized by quantum numbers n., n, € N, which diverge as n, or ny, — oo.

“When the spectrum includes a continuous component whose infimum is zero (as in unconfined systems),
£~ may not be bounded. In such cases, one may instead use (£ + 1)~ " with some £ > 0.



Table 1: Top-1 and top-5 classification accuracies (%) for the SImCLR and OMM variants on CIFAR-100.

With projector DirectCLR (top-64 dim.)

Method

Top-1 Top-5 Top-1 Top-5
OMM (p=1) 60.02 87.13  59.83 86.65
OMM;jn: (p = 1) 6130 8522 59.92 85.13
OMM;eq (p = 1) 5991 87.02 5296 81.22
OMM (p = 2) 6392 89.08 61.27 87.07
OMM (p=1)+OMM (p=2) 6477 89.18 63.99 88.88
SimCLR [3] 66.50  89.28 N/A N/A

symmetric self-supervised setup, as the CDK is symmetric and PSD by construction. The purpose of
this experiment is not to establish the state-of-the-art performance, but to assess the potential.

We followed the standard setup of [4]. We used ResNet-18 as our backbone model and adopted two
different feature encoding strategies: (1) use a nonlinear projector with 2048 hidden dimensions and
k = 256 output dimensions as our input to the OMM; (2) in a vein similar to DirectCLR [21]], take
the top k£ = 64 dimensions as the feature fed to the OMM objective without a projector. In all cases,
we normalized features along the feature dimension before computing any loss following the standard
convention. We report the results of top-{1,5} classification accuracy with linear probe.

The results are summarized in Table We first observe that the OMM-1 yields a reasonably
effective representation for classification, achieving a top-1 accuracy of approximately 60%. We then
examined the effect of nesting on representation quality and observed no improvement, with a slight
degradation in some cases. Subsequently, we evaluated the effect of the higher-order OMM with
p = 2 as well as the mixed-order OMM combining p € {1,2}. Somewhat surprisingly, both variants
substantially improved performance, reaching approximately 64% top-1 accuracy. In Appendix @
we provide a theoretical explanation for the benefit of higher-order OMM, based on a gradient
analysis. In short, the higher-order OMM gradient may provide an additional gradient to escape an
immature flat local minima. A similar trend is observed with the DirectCLR variant, and notably, the
performance remains comparable even without a projector. While these methods do not surpass the
SimCLR baseline (~ 66.5%), the preliminary findings underscore the promise of this linear-algebraic
representation learning framework and motivate further investigation.

4 Concluding Remarks

In this paper, we revisited a classical optimization framework from computational chemistry for
computing the top-k eigensubspace of a PSD matrix. Despite its appealing properties that align
well with modern machine learning objectives, this approach remains underexplored in the current
literature. We hope that this work stimulates further research into this linear-algebraic perspective and
inspires the development of more principled learning methods. We also note that existing parametric
approaches to spectral decomposition exhibit notable limitations, particularly a lack of theoretical
understanding regarding their convergence properties compared to classical numerical methods. We
refer an interested reader to a general discussion on the potential advantage and limitation of the
parametric spectral decomposition approach over classical methods in [43]].

The experimental results presented in this work are preliminary, and we believe that a more com-
prehensive investigation across diverse application domains could yield deeper insights and more
impactful findings. In particular, extending the current framework to research-level quantum excited-
state computation problems, as recently explored via alternative variational principles [42, 9], would
be of significant theoretical and practical interest. Furthermore, advancing the linear-algebraic
perspective on modern representation learning may open up a pathway toward more structured,
interpretable, and theoretically grounded representations.
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A Deferred Proofs
A.1 Equivalence of £g’,’n)m (V) and Zg’n?m (V)

To establish the equivalence between the original proposal ,cf,’;?m (V) in Eq. (@) and our derivation
Eé’;}m (V) in Eq. (3), we need to show that
—tr(QuVTAV) = tr((lg — VVT)?PA) — tr(A),

where we recall

2p—1
Q=Y _ (I = VTV)"
i=0
To show this, we first note that we can write
2p—1
Q= (k=5 =S"(k— (=5,
i=0

by letting S := VTV. Hence, we have
—tr(Q,VTAV) = —tr(s*(lk — (s — 5)2P)VTAV)
= tr(STIVTAV) + tr(S’l(Ik - S)QPVTAV)
= —tr(STIVTAV) + tr(STIVTAV) + tr((ld - VVT)2PA) —tr(A)
- tr((ld - VVT)QPA) —tr(A).
This concludes the proof. O

A.2 Proof of Theorem I

Proof of Theorem[I] Since VVT is of rank at most k and PSD, the optimization can be reparam-
eterized based on the reduced SVD of VVT = PXPT, where P := [py,...,px] € R?** and
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Y := diag(p1, ..., ) € RF¥% such that PTP = I and y; > ... > py, > 0. For a given orthog-
onal matrix P € R¥*F let P, € R4%(d=k) denote a matrix whose columns form an orthonormal
basis of the orthogonal complement of the column subspace of P. Note PPT + P, PT = |; and
PTP= O(d—k)xk by construction, so that we can write

(la — VVT)? = (P(l}, — ¥)PT + P PT)%
=P(l, — X)*PT + P PT.
Hence, the objective function can be lower bounded as

tr((lg — VVT)?A) = tr(P(l}, — )*PTA) + tr(PTAP )

(@)

> tr(PTAP,)

® <

=D Ipt
{=k+1

Here, (a) follows since P(l;, —X)?’PT and A are both PSD and the inner product of two PSD matrices
is always nonnegative. Further, (b) follows since tr(P] AP ) is minimized as Z?:k 41 A\¢ when

optimized over an orthogonal matrix P, € R%*(¢=%)_We now consider the equality condition. First,
(b) holds with equality if and only if P consists of a bottom-(d — k) eigenbasis of A, or equivalently
P can be written as P = VQT by an orthogonal matrix Q € R***_ Given that, we can write

tr(P(ly — ©)2PTA) = tr((Ix — )2PQUTAVQT)
= tr((Ix — X)*QA1.,Q")
k
= Z(l — 1e)*" Aeaeqy .-
=

This implies that (a) holds with equality if and only if py = 1 forall £ € [k A 7). O

A.3 Proof of Theorem

Proof of Theorem[Z] The global minima of the jointly nested objective £ V;a) =
Zkzl ai/l((,ﬁq)m (V1.;) is achieved if and only if Ec(f,’n)m (V1.;) is minimized for each ¢ € [k]. Hence, if

the V* € R achieves the global minima, then by the optimality condition from £ (V.,), it

must satisfy
i i
D ViV =2 wiw]
j=1 j=1
for each i € [k]. By telescoping, this leads to v; = w; for each ¢. O

B On Implementation
In this section, we present omitted details on the implementation of NestedOMM.

B.1 Implementation of Sanger’s Variant

Similar to the implementation of the sequential nesting by the following partially stop-gradient
objective

Lomm () == =2tr(MF9[f, Tf]) + tr(MZEIMTI[E, T1]),
we can implement the Sanger variant by auto-differentiating the following objective
Lo (£) = =2tr(M,[f, Tf]) + tr(M7[f]sg[M, £, T1]]).

With the appropriate stop-gradient operation, its gradient implements the Sanger variant.
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B.2 Pseudocode for NestedOMM-1

Here, we include a unified PyTorch [39]] implementation of various versions of the original OMM
with p = 1 (which we call OMM-1): OMM-1 without any nesting (when nesting is None), OMM-1
with the joint nesting (when nesting is jnt), OMM-1 with the sequential nesting (when nesting is
seq), and OMM-1 with the Sanger variant (when nesting is sanger).

I class NestedOrbitallLoss:

2 def __init__(

3 self,

4 nesting=None,

5 n_modes=None,

6 DE

7 assert nesting in [None, 'jnt', 'seq', 'sanger']
8 self.nesting = nesting

9 if self.nesting == 'jnt':

10 assert n_modes is not None

1 self.vec_mask, self.mat_mask = get_joint_nesting_masks(weights=np.ones(
n_modes) / n_modes)

12 else:

13 self.vec_mask, self.mat_mask = None, None

15 def __call__(self, f: torch.Tensor, Tf: torch.Tensor):

16 # f: [b, kI

17 # Tf: [b, k]

18 if self.nesting == 'jnt':

19 M_f = compute_second_moment(f)

20 M_f_Tf = compute_second_moment(f, Tf)

21 operator_term = -2 x (torch.diag(self.vec_mask.to(f.device)) » M_f_Tf).mean
(0).sum()

2 metric_term = (self.mat_mask.to(f.device) * M_f_Tf %= M_f).sum()

23 else: # if self.nesting in [None, 'seq', 'sanger']:

24 M_f = compute_second_moment(f, seq_nesting=self.nesting in ['seq', 'sanger'
1)

25 M_f_Tf = compute_second_moment(f, Tf, seq_nesting=self.nesting == 'seq')

26 if self.nesting == 'sanger':

27 M_f_Tf = M_f_Tf.detach()

28 operator_term -2 * torch.trace(M_f_Tf)

29 metric_term = (M_f_Tf %= M_f).sum()

31 return operator_term + metric_term

34 def compute_second_moment(

35 f: torch.Tensor,

36 g: torch.Tensor = None,

37 seq_nesting: bool = False
38 ) -> torch.Tensor:

39 e

40 compute (optionally sequentially nested) second-moment matrix
41 M_ij = <f_i, g_j>

42 with partial stop-gradient handling when seq_nesting is True.
4

44 args

45 ----

46 f : (n, k) tensor

47 g : (n, k) tensor or None

48 seq_nesting : bool

49 e

50 if g is None:

51 g =f

52 n = f.shapelo]

53 if not seq_nesting:

54 return (f.T@ g) / n

55 else:
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56 # apply partial stop-gradient

57 # lower-triangular: <f_i, sgl[g_jl> for i > j

58 lower = torch.tril(f.T @ g.detach(), diagonal=-1)
59 # upper-triangular: <sg[f_i], g_j> for i < j

60 upper = torch.triu(f.detach().T @ g, diagonal=+1)
61 # diagonal: <f_i, g i> (no stop-grad)
) diag = torch.diag((f * g).sum(dim=0))

63 return (lower + diag + upper) / n

66 def get_joint_nesting_masks(weights: np.ndarray):

67 vector_mask = list(np.cumsum(list(weights)[::-1]1)[::-1])

68 vector_mask = torch.tensor(np.array(vector_mask)).float()
69 matrix_mask = torch.minimum(

70 vector_mask.unsqueeze(1), vector_mask.unsqueeze(1).T

71 ).float()

72 return vector_mask, matrix_mask

B.3 Computational Complexity of OMM

In terms of complexity in computing a given objective, the complexity of OMM-1 is similar to
LoRA [43] and ALLO [13]]. For each minibatch of size B, the dominant factor is in computing the
empirical moment matrices, which takes O(Bk?) complexity for a given minibatch of size B and for
k eigenfunctions. When p > 1, the complexity becomes O(Bk? + pk?3), as we need to recursively
compute the powers of the overlap matrix in Eq. ().

For a detailed comparison between the parametric spectral decomposition approach and a conventional
numerical eigensolver, we refer to [43, Appendix A]. There, the authors report an undesirable scaling
behavior exhibited by numerical eigensolvers and highlight the efficiency advantage of the LoRA-
based parametric formulation. Given that the computational complexity of gradient evaluation in
LoRA and OMM is equivalent, the same argument applies here.

C Details on Experimental Setups and Additional Results

In this section, we describe the detail on the experimental setups. All codebases to reproduce the
experiments will be made public upon acceptance of the paper. All experiments were conducted on a
single GPU, either a NVIDIA GeForce RTX 3090 (24GB) or a NVIDIA RTX A6eeoe (48GB).

C.1 Laplacian Representation Learning for Reinforcement Learning

Our implementation was built upon the codebase of Gomez et al. [13]E]

C.1.1 Experimental Setup
We followed the experimental setup in [13] closely. We visualize the RL environments in Figure 3]

o Data generation: For each experiment, we generated N = 106 transition samples from
a uniform random policy and uniform initial state distribution. The (z,y) coordinates are
given to a neural network as inputs.

e Architecture: We used a fully connected neural network with 3 hidden layers of 256
units with ReLU activations, with an output layer of k = 11 to learn the top-k Laplacian
eigenfunction representation.

e Optimization: We trained for 80,000 epochs using the Adam optimizer with a learning
rate of 1073, In the first 10% of training steps, we also add a linear warm-up from 0 to
10~3. Additionally, we reproduce the ALLO training with identical number of transition
samples, epochs, and optimizer, with the suggested initial barrier coefficient b = 2.0 and
Qparrier = 0.01 reported in [13]. We trained with NestedOMM for four random runs, and
ALLO with 10 runs. Since the smallest eigenvalue of each Laplacian matrix can be negative

5Githubrepository:https://github.com/tarod13/1aplacian_dual_dynamics
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in this case, but being bounded below by —1 (by the Gershgorin circle theorem), we add the
identity matrix to the Laplacian matrix to shift the spectrum.

e Performance metric: The performance is measured by the average of cosine similarities of
each mode, where degenerate spaces are handled by an oracle knowing the degeneracy.

GridMaze-9 GridMaze-17 GridMaze-19 GridMaze-26 GridMaze-32
GridRoom-1 GridRoom-4 GridRoom-16 GridRoom-32 GridRoom-64 GridRoomSym-4
T 1 T ™7 ™TT ™7
! ¥ | - 3 o+ = = 1 { -

GridMaze-7

=1

o)

i

1
H#

H

Figure 3: Grid environments for Laplacian representation learning.

C.1.2 Ablation Study: Hyperparameter Sensitivity of ALLO vs OMM

We continue with the experimental setup in [[13]] but attempt the more difficult task of learning the
top k£ = 50 rather than top k£ = 11 Laplacian eigenfunctions. Our goal is to examine differences in
hyperparameter sensitivity between ALLO and OMM.

e Revised Setup: For both OMM and ALLO training in the ablation study, we use the
following common modifications to the experimental setup: we generate N = 5 - 106
transition samples from a uniform random policy and uniform initial state distribution. Our
architecture keeps the 3 hidden layers of 256 units with ReL.U activations, but the output
layer’s dimension is £ = 50 to learn the top-50 Laplacian eigenfunctions. Additionally, we
omit the GridMaze-7 and GridMaze-9 environments, as they have less than 50 eigenmodes.
The optimization recipe and performance metric remain the same.

o Initial Evaluation of ALLO Hyperparameters: We begin by examining how well the
tuned ALLO hyperparameters transfer from k£ = 11 to & = 50. In particular, we use
the suggested initial barrier coefficient b = 2.0 and aparier = 0.01. After training each
environment for four runs, we obtain the results displayed in Table 2[a). It is clear that the
learned eigenfunctions do not capture the top-50 modes well, and that we require additional
hyperparameter tuning to effectively learn the eigenmodes with ALLO.

o ALLO Hyperparameter Sweep: As in [13], we sweep the initial barrier coefficient b
over [0.5,1.0, 2.0, 10.0], while cupurrier sWeeps over [0.001,0.01,0.05,0.1,0.2,0.5,1.0]. We
train over the GridRoom-1, GridRoom-16, and GridMaze-19 environments, and we also
use 10° transition samples instead of 2 - 10° for hyperparameter selection. This yields the
best pair as (b, aparrier) = (1.0,0.1). Using the updated hyperparameters, we rerun ALLO
training for £ = 50 with 3 independent runs per environment. The results are displayed in
Table[2(b). We can observe a significant jump in performance, but at the expense of a costly
hyperparameter search.

o OMM Retraining With Same Hyperparameters: In contrast, we train OMM for k£ = 50
with the same recipe as k = 11, with the only difference being the increase to 5 - 108
transition samples. We train for 5 independent runs per environment and get the results
displayed in Table[2c). As we can see, the representational power of OMM is comparable
with ALLO, but we were able to train without the costly pre-training hyperparameter sweep.

C.2 Solving Schrodinger Equations

We followed the setup in [43]] closely, implementing our code based on top of theirsE]

8Github repository: https://github.com/jongharyu/neural-svd

19


https://github.com/jongharyu/neural-svd

Table 2: Ablation study results with ALLO and OMM for k = 50.

(a) ALLO for £ = 50 with optimal hyperparameters tuned for k = 11.

Env  GridMaze-17 GridMaze-19 GridMaze-26 GridMaze-32 GridRoom-1

Mean 0.8150 0.7616 0.4361 0.3340 0.8081
Std 0.0234 0.0277 0.0361 0.0303 0.0077
Env  GridRoom-4 GridRoom-16 GridRoom-32 GridRoom-64 GridRoomSym-4
Mean 0.6414 0.6692 0.4837 0.3420 0.6297
Std 0.0190 0.0153 0.0451 0.0164 0.0321

(b) ALLO for £ = 50 with re-tuned hyperparameters (b = 1.0, awarrier = 0.1).

Env  GridMaze-17 GridMaze-19 GridMaze-26 GridMaze-32 GridRoom-1

Mean 0.9798 0.9669 0.8233 0.7359 0.9088
Std 0.0022 0.0001 0.0165 0.0176 0.0328
Env  GridRoom-4 GridRoom-16 GridRoom-32 GridRoom-64 GridRoomSym-4
Mean 0.8681 0.8885 0.7452 0.7417 0.7880
Std 0.0004 0.0127 0.0093 0.0473 0.0241

(c) OMM for k = 50 with same training recipe for k = 11.

Env  GridMaze-17 GridMaze-19 GridMaze-26 GridMaze-32 GridRoom-1

Mean 0.9435 0.9594 0.8226 0.6536 0.9532
Std 0.0111 0.0128 0.0150 0.0370 0.0090
Env  GridRoom-4 GridRoom-16 GridRoom-32 GridRoom-64 GridRoomSym-4
Mean 0.8697 0.9191 0.7433 0.6985 0.8107
Std 0.0045 0.0015 0.0219 0.0350 0.0041

C.2.1 Experimental Setup for 2D Hydrogen Atom

Exactly same configurations were used for both the Sanger variant and LoRA..q with sequential
nesting. Since the configuration is almost same as [43, Appendix E.1.1], we note the setup succinctly,
and refer an interested reader to therein for the detailed setup.

e Data generation: We opted to use a Gaussian distribution A (0, 16l5) as a sampling distri-
bution, and generated new minibatch sample of size 512.

e Architecture: We used 16 separate fully connected neural networks with 3 hidden layers of

128 units with the softplus activation. We also used the multi-scale Fourier features [47]].

Optimization: We trained the neural networks for 10° iterations. To enable a direct
comparison between OMM and LoRA under consistent computational settings, we used five
times fewer iterations than in [43]]. While longer training may improve performance, our
choice facilitates a controlled evaluation of relative efficacy. We note that we used Adam
optimizer [22]] with learning rate 10~* with the cosine learning rate scheduler, instead of
RMSprop [17], which we found to perform worse than Adam. We multiplied the operator
by 100, but did not shift it by a multiple of identity.

Performance metric: Following [43]], we report the relative errors in eigenvalue estimates,
angle distances for each mode (also similar to the Laplacian representation learning for RL),
and subspace distances within each degenerate subspace. For each metric, we followed
the same procedure defined in [43]]. We ran 10 different training runs for each method and
report average values with standard deviations.

The numerical comparisons are summarized in Figure d] First, we note that the OMM,q diverged
quickly without any additional identity shift, as we alluded to earlier. The Sanger variant is comparable
to or sometimes even better than LoRAgq (i.e., NeuralSVDgq) in terms of different metrics. Since
LoRA,q was the strongest method from [43], this result suggests that OMM can be also alternatively
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Figure 4: Summary of the 2D hydrogen experiment in Figure |2 The shaded region indicates £ standard
deviations.

used in place of LORA when we wish to decompose a PSD operator. As alluded to earlier, however,
OMM cannot deal with unbounded differential operators (such as harmonic oscillators) inherently,
while LoRA is capable of that.

C.2.2 Results on Unbounded-Spectra Case

In this section, we present numerical results for Schrodinger equations with unbounded spectra with
the inverse-operator trick.

2D Harmonic Oscillator. When V' (x) = ||x||? in the Schrodinger, it is called the quantum harmonic
oscillator. This is another classical textbook example in quantum mechanics [14]. For simplicity, we
consider the two-dimensional case. Similar to the 2D hydrogen atom case, we closely followed the
setting in [43]], except the followings.

e Data generation: We used a Gaussian distribution N'(0,4l5) as a sampling distribution
with batch size 512.

e Architecture: We used k£ = 28 disjoint neural networks essentially same as those used for
the 2D hydrogen atom. On top of that, we applied the Dirichlet boundary mask [41] over
the bounded box [—10, 10]?, to ensure that the parametric eigenfunctions vanish outside the
box. We found that this is essential to enable successful training.

e Optimization: We trained for 5 x 10? iterations. We used Adam optimizer [22] with
learning rate 10~* and the cosine learning rate scheduler. We note that RMSProp did not
lead to a successful training in this case.

The results are shown in Figures [5|and[6] Figure[5]visualizes the top-15 learned eigenfunctions. After
applying subspace alignment via the orthogonal Procrustes procedure for fair comparison, the learned
eigenfunctions closely match the ground-truth solutions. The quantitative results in Figure 6] further
confirm that the corresponding eigenvalues are accurately recovered.

2D Infinite Well. Yet another simple example is the infinite-well problem, where V' (x) = 0 for
x € Q and V(x) = oo otherwise for some domain €. In this case, the stationary Schrodinger
equation reduces to the Laplace equation on {2 with zero Dirichlet boundary conditions. We consider

the two-dimensional problem with Q = [—L, L]? where L = 5. The eigenfunctions can be explicitly
written as
1 " L . L
Ynym, (T,y) = 7 sin(nﬂ(;;)> Sm<ny7r(2yL+)>7 (10)

with eigenvalues
2
71'
Aneiny = 373 (n2 +nj). (11)

Here, (n;,n,) € N x N are the quantum numbers.

e Data generation: We used a uniform distribution for sampling with batch size 512.

e Architecture: We used k = 15 disjoint neural networks without random Fourier features,
but with the Dirichlet boundary mask.

o Optimization: We trained for 5 x 102 iterations. We used Adam optimizer [22] with
learning rate 10~3 without any learning rate scheduler. RMSProp was also not effective
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Figure 5: Visualization of the first 15 of learned eigenfunctions with OMMsq on the 2D harmonic oscillator.
The first row shows the raw learned parametric eigenfunctions. The second row presents the eigenfunctions
aligned to the ground-truth degenerate subspaces via the orthogonal Procrustes procedure as instructed in [43]].
The third row shows the ground-truth eigenfunctions.
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Figure 6: Summary of the 2D harmonic oscillator experiment in Figure |§I The shaded region indicates £
standard deviations.

in this case. Also, we found that the autograd implementation is very crucial with the
Laplacian operator in the Hamiltonian, while the finite-difference-based approximation
of the Laplacian, which is proven to work for other experiments and in [43]], leads to
slow convergence. We conjecture that this behavior is due to the operator-dependent
parameterization in the operator-inverse trick, which could amplify the approximation gap
of the operator, if there is any.

The results are shown in Figures[7]and[8] While the training process can be sensitive to certain hyper-
parameter configurations, the learned eigenfunctions exhibit high quality once properly optimized.
Such sensitivity is a common issue in deep learning practice, though it may make the OMM less
appealing in comparison, as the LoRA approach is considerably more straightforward to apply.

C.3 Self-Supervised Contrastive Representation Learning

In this section, we describe the experimental setup for the image experiment in the main text, as well
as an additional graph experiment.

C.3.1 Representation Learning for Images

For this experiment, we used the solo-learn codebase of da Costa et al. [4]E|

o Data generation: We used the default data augmentations for CIFAR-100 in the codebase.
The exact configurations to reproduce the results will be shared upon acceptance.

e Architecture: We used ResNet-18 [16] as our backbone model and adopted two
different feature encoding strategies: (1) we used a nonlinear projector of shape
Linear(feature_dim,2048)-BatchNormiD-RelLU-Linear(2048,2048)-BatchNormiD
-ReLU-Linear(2048,256); (2) similar to DirectCLR [21]], we removed the projector and
simply train the top £ = 64 dimensions of the ResNet-18 feature as the top-k eigenfunctions
using the OMM objective. In both cases, each feature vector is normalized by its £5-norm
following the standard convention.

"Github repository: https://github.com/vturrisi/solo-learn
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Figure 7: Visualization of the first 15 of learned eigenfunctions with OMMseq on the 2D harmonic oscillator.
The first row shows the raw learned parametric eigenfunctions. The second row presents the eigenfunctions
aligned to the ground-truth degenerate subspaces via the orthogonal Procrustes procedure as instructed in [43].
The third row shows the ground-truth eigenfunctions.
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Figure 8: Summary of the 2D harmonic oscillator experiment in Figure E The shaded region indicates £
standard deviations.

e Optimization: We used the default optimization configuration of the codebaseﬂ We use the
LARS optimizer [56] with weight decay set to 0, initial learning rate of 0.3 governed by a
cosine decay schedule, batch size 256, and 1000 epochs.

e Evaluation: We evaluate the representation based on the linear probe accuracy on the test
split, trained by SGD with learning rate 0.1, batch size 256, and 100 epochs.

C.3.2 Representation Learning with Graph Data

We can apply the orbital minimization principle to graph data. Suppose that we are given an adjacency
matrix A € RV*N where A;; encodes the connectivity between nodes i and j. In the spectral graph
theory [46], it is well known that the lowest eigenvectors of (symmetrically normalized) graph
Laplacian Lg,m := | — D~'/2AD~'/2 encodes important properties of the underlying graph, and it is
also well known that the spectrum is bounded within [0, 2].

When the graph is large and when each node ¢ € [N] is associated with a feature vector x;, computing
the eigenvectors numerically might be cumbersome and extrapolation to new points is nontrivial.
Hence, in this case, it is natural to learn eigenfunctions f(x) of the graph Laplacian as a function of
the feature vector x. In this section, we show the applicability of OMM in this scenario, and assess
the quality of the learned eigenfunctions of the graph Laplacian in the node classification task.

We closely followed the experimental setup in the Neural Eigenmaps paper [6], implementing our
code based on the codebase of Deng et al. [IE] Neural Eigenmaps was proposed as a method to find
eigenfunctions of a PSD operator similar to OMM, but it is a regularization-based approach and thus
does not have the sharp global optimality that OMM enjoys. Moreover, practitioners also need to
tune the regularization parameter « in the framework, while OMM is hyperparameter-free.

e Data: We used the ogbn-products dataset [18], where the feature vector has 100 dimensions
and the classification task has 47 classes. It is a large-scale node property prediction
benchmark, and the accompanied graph consists of 2,449,029 nodes and 61,859,140 edges.
The density of this graph is 2.06 x 1075, suggesting that the underlying graph is extremely
sparse.

8We refer the reader to the configuration for SimCLR pretraining: https://github.com/vturrisi/
solo-learn/blob/main/scripts/pretrain/cifar/simclr.yaml.
?Github repository: https://github.com/thudzj/NEigenmaps
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e Architecture: We parameterize the eigenfunctions by an 11-layer MLP encoder with a
width of 2048 and residual connections [[16]], followed by a projector of the same architecture
as in the image experiment. We used 8192-4096 hidden units for OMM and LoRA, and
8192-8192 for Neural Eigenmaps. We note that, with OMM, we did not require the feature
normalization by ¢5-norm. In contrast, Neural Eigenmaps quickly diverged without the
f>-norm normalization and thus used the normalization so that the feature has ¢5-norm 10.
Even worse, we also trained a model with LoRA [43] (i.e., NeuralSVD without nesting), but
the training dynamics were unstable and diverged regardless of ¢5-normalization.

e Optimization: Training was conducted over 20 epochs on the full set of nodes using the
LARS optimizer [56] with a batch size of 16384, weight decay set to 0, and an initial learning
rate of 0.3 with a cosine learning rate scheduler. We used the default hyperparameter o = 0.3
for Neural Eigenmaps as suggested in the paper [6], which was selected based on linear
probe accuracy on the validation set.

e Evaluation: Similar to the image experiment, we evaluate the representation based on
the linear probe accuracy on the test split, trained by SGD with learning rate 0.01 and
weight decay 1073, batch size 256, and 100 epochs. We consider two evaluation strategies.
The first is to train a linear classifier directly on the original training labels. The second
follows the Correct & Smooth (C&S) method of Huang et al. [[19]], which enhances node
classification by first correcting the training labels using a graph-based error estimation and
then smoothing the corrected labels via feature propagation. This procedure produces a
refined supervision signal for training, often leading to improved downstream performance.
We used the default configuration in the Neural Eigenmaps codebase for C&S.

Results. We summarize our result in Table

e First, unlike the standard image contrastive representation learning setting and Neural
Eigenmaps, we found that OMM was capable of training the final embedding trained to
fit the eigenfunctions to become highly performant on the classification task. That is,
remarkably, the linear probe performance from the embedding is better than the intermediate
feature, which is the output of the MLP. We note that the drastic performance drop in Neural
Eigenmaps from ~ 74% (representation) to ~ 50% (embedding) is a typical behavior. This
implies that while Neural Eigenmaps might provide sufficient signal for the intermediate
feature to capture relevant information about each node, the embedding might not be
truly trained to fit the underlying eigenfunctions and thus provides worse discriminative
power. On the other hand, the good classification performance of embedding (even better
than representation) of OMM suggests that the OMM objective may behave better than
competitors in the context of capturing true eigenfunctions.

e Second, we observe that the C&S postprocessing boosts the classification accuracy for all
cases to be relatively close. Nonetheless, even after the application of C&S, we find that the
performance of the OMM embedding is clearly the best.

Table 3: Summary of OGBN-products experiment (%). The model was trained once for each method, but
the linear probe were trained for 10 different times for each case. The +’s indicate the standard deviations.
“Representation” refers to the linear probe accuracy based on the output of the MLP backbone, and “Embedding”
refers to that based on the output of the projector, which is trained to fit the underlying eigenfunctions. The
LoRA objective failed to yield convergent training dynamics.

Finetuning Correct & Smooth [19]
representation embedding representation embedding
LoRA [43] N/A N/A N/A N/A
Neural Eigenmaps [6]] 74.05+171 50.76+0.72 82.40+091 80.90+0.20

OMM (ours) 73.66+1.88 74.17 +019 82.06+1.03 84.11+0.12

24



D On the Benefit of Higher-Order OMM

In the self-supervised image representation learning experiment, we observe sharp increase in the
downstream task performance by using the OMM-2 objective ,C((,?n)m (V), and even better by using
the mixed objective Lc(,}n)m (V) + L’c(,?n)m (V). In this section, we provide a theoretical argument on the
practical benefit of the higher-order OMM based on a gradient analysis.

We analyze the gradient for the finite-dimensional case for simplicity, but the same argument is
readily extended to the function case. Let R := |; — VVT. Then, we can show, by chain rule, that the
gradient of the OMM-p objective is

VvLEP) (V) = Vytr((lg — VVT)?PA)
= Vrtr(R?A)VyR

2p—1

=92 ( Z RiARZP“)V

1=0
— —2(R¥'A+R¥2AR+ ...+ RAR? 2 L AR~ 1)V,

For the purpose of our analysis, we restrict our attention to the case where R = VVT is idempotent,
i.e., R = R. Then the gradient expression simplifies to

VV‘ngr)rgm (V)

—2(RA+ AR+ (2p — 2)RAR)V
= VL) (V) —4(p — 1)RARV,
where we have the base p = 1 case of

VLY (V) = —2(RA + AR)V

omm

Hence, if we consider the Frobenius norm of the gradient,
VLD W) 1E = VLRV [E + A,

where we let

A :=16(p — 1)%||RARV||% — 8(p — 1)tr(vvzg}n>m (V)TRARV).

This shows that when p > 1 is sufficiently large, the gradient norm can be made strictly larger than the

norm of Vvﬁg}n)m (V). This can improve convergence speed when near convergence, especially when

Iz — VTV||r is close to 0, since the gradient norm of the original OMM gradient ||VV££,1,2m Mlr
becomes small proportional to ||l — VTV||g. In practical optimization, the flat minima may cause
immature convergence, and the additional gradient signal from the OMM with p > 1 can help escape
the flat minima.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claim of this paper is to posit the orbital minimization method in
modern machine learning literature and assess its applicability. The abstract and introduction
accurately reflect this goal.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

o The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

e The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

e It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We clearly discuss the limitations of the orbital minimization method and
parametric spectral decomposition methods in general in the concluding remarks.

Guidelines:

e The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

e The authors are encouraged to create a separate "Limitations" section in their paper.

e The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

e The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

e The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

e The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

e If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

e While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: We provide all proofs of the theoretical claims in the paper in the Appendix.
Guidelines:

e The answer NA means that the paper does not include theoretical results.

e All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

o All assumptions should be clearly stated or referenced in the statement of any theorems.

e The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

o Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We include all the information to reproduce the results reported in the paper
including the PyTorch code snippet for the main objective. We will disclose the code and
data upon acceptance.

Guidelines:

e The answer NA means that the paper does not include experiments.

o If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

o If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

e Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

e While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We open-source the code and data online at |https://github.com/
jongharyu/operator-omm.

Guidelines:

e The answer NA means that paper does not include experiments requiring code.

e Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

e While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

e The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

e The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

e The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

e At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

e Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The paper has all the details for reproducing experiments.
Guidelines:

e The answer NA means that the paper does not include experiments.

e The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

e The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We include error bars in the first and second experiments, but do not include
for the third experiment due to the large amount of computation required.

Guidelines:

e The answer NA means that the paper does not include experiments.

e The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

e The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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10.

e The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

e The assumptions made should be given (e.g., Normally distributed errors).

o It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

e For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the amount of compute resources we used for experiments in
Appendix.

Guidelines:

e The answer NA means that the paper does not include experiments.

e The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

e The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

e The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The scope of this paper is mostly theoretical and its application as a generic
tool, and there is no component of potentially violating the code of ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

e The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: There is no societal impact of the work performed we foresee, as the con-
tribution is rather purely theoretical and methodological in accurately estimating spectral
properties of an operator.

Guidelines:

e The answer NA means that there is no societal impact of the work performed.
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12.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

e Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

e The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

e The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

o If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: The paper poses no such risks.
Guidelines:

e The answer NA means that the paper poses no such risks.

e Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

e Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

e We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite all the original creators and owners of assets used in this paper for
their credit.

Guidelines:
e The answer NA means that the paper does not use existing assets.

e The authors should cite the original paper that produced the code package or dataset.

e The authors should state which version of the asset is used and, if possible, include a
URL.

e The name of the license (e.g., CC-BY 4.0) should be included for each asset.

e For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

30



13.

14.

15.

e If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, |paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

e For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

o If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not introduce new assets.
Guidelines:

e The answer NA means that the paper does not release new assets.

e Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

e The paper should discuss whether and how consent was obtained from people whose
asset is used.

e At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
e The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

o Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

e According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

e The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

e Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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e We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

e For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLMs were not used to affect the core method development in this paper.
Guidelines:

e The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

e Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.
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