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Abstract—Gait recognition is emerging as a promising and
innovative area within the field of computer vision, widely applied
to remote person identification. Although existing gait recognition
methods have achieved substantial success in controlled labora-
tory datasets, their performance often declines significantly when
transitioning to wild datasets. We argue that the performance gap
can be primarily attributed to the spatio-temporal distribution
inconsistencies present in wild datasets, where subjects appear
at varying angles, positions, and distances across the frames.
To achieve accurate gait recognition in the wild, we propose a
skeleton-guided silhouette alignment strategy, which uses prior
knowledge of the skeletons to perform affine transformations
on the corresponding silhouettes. To the best of our knowledge,
this is the first study to explore the impact of data alignment
on gait recognition. We conducted extensive experiments across
multiple datasets and network architectures, and the results
demonstrate the significant advantages of our proposed align-
ment strategy. Specifically, on the challenging Gait3D dataset,
our method achieved an average performance improvement of
7.9% across all evaluated networks. Furthermore, our method
achieves substantial improvements on cross-domain datasets, with
accuracy improvements of up to 24.0%.Code is available at:
https://github.com/DingWu1021/DAGait

Index Terms—Gait recognition, data alignment, data prepro-
cessing, cross-domain

I. INTRODUCTION

Gait recognition identifies individuals by analyzing the
unique movement patterns associated with human walking.
Due to its non-intrusive and distinctive characteristics, it has
emerged as a promising biometric modality. In comparison to
other biometric methods, such as facial recognition and finger-
print identification [1], gait recognition offers the advantages
of non-contact operation and is hard to disguise. These features
make gait recognition particularly advantageous in applica-
tions such as identity authentication , security surveillance ,
and public safety [2]-[4].
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Variations in the individual across
frames lead to spatio-temporal
distribution inconsistencies.
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After the silhouette alignment,
the spatial-temporal distribution
across frames is consistent.
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Fig. 1. (a) The figure demonstrates the silhouette and gait energy image (GEI)
within a sequence before and after data alignment, highlighting the alignment’s
effectiveness in mitigating spatio-temporal distribution inconsistencies. (b)
The performance comparison of GaitBase [5] without and with data alignment
across various datasets, demonstrating significant accuracy improvements,
particularly on the Gait3D [6] wild dataset.

Binary silhouettes are widely used in gait recognition due
to their effectiveness in mitigating background noise. Early
deep learning approaches that use silhouette sequences as
input [7], [8] have shown promising results in controlled
laboratory datasets, such as CASIA-B [9] and OU-MVLP [10].
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These methods typically rely on local convolutional operations
and pooling layers to extract spatial and temporal features.
However, when the scene is changed to wild datasets, such as
GREW [11] and Gait3D [6], the performance of these methods
often decline significantly. We argued that this degradation is
primarily caused by spatio-temporal distribution inconsisten-
cies in wild datasets. Specifically,variations in factors such as
camera angles, human poses, and occlusions lead to significant
differences in subjects within a single sequence. Due to these
inconsistencies, the same areas across frames may represent
different features, leading to confusion in the local feature
extraction and spatio-temporal pooling.

Recent methods typically employ general data augmentation
strategies and more complex network architectures to improve
model recognition performance in real-world scenarios [12]-
[14]. We observe that these methods primarily focus on cap-
turing the differences in human posture distributions and the
movement trends of key body parts through the design of com-
plex network models. However, complex network architectures
are prone to overfitting noise and local patterns. Moreover,
these deep models often lack generalization, as they tend to
learn specific details from the training data rather than learning
robust features. In contrast, data alignment is a more effective
strategy. Accurate data alignment can mitigate interference
from perspective shifts and posture variations, enabling the
network to learn universal gait features. Unfortunately, this
aspect is often overlooked. Therefore, we argue that relying
solely on general data augmentation strategies is insufficient
to address the challenges posed by wild datasets.

Based on the above analyses, we propose a gait recognition
framework, named DAGait, designed to address the distri-
bution discrepancies commonly observed in wild datasets.
Specifically, we propose a skeleton-guided silhouette align-
ment strategy that utilizes the spatial relationships between
skeleton joints and corresponding silhouette regions to apply
affine transformations for correction. This strategy ensures
that the pose in each frame is aligned perpendicular to the
ground and scaled uniformly. Our proposed strategy enables
each individual to obtain gait features with consistent spatio-
temporal distribution. Consequently, as shown in Fig. 1, our
approach significantly improves the accuracy of existing meth-
ods on the Gait3D [6], CCPG [15], and SuTech-1K [16]
datasets. Furthermore, data augmentation presents a strong
cross-dataset generalization ability. In cross-dataset experi-
ments, with CCPG and Gait3D serving as the training and
testing sets, it achieved a 24% accuracy improvement.

Our main contributions are summarized as follows:

o We discuss the importance of data alignment for gait
recognition task in real-world scenarios and propose a
skeleton-based data alignment strategy to address incon-
sistencies in spatio-temporal distribution.

o We introduce a novel gait recognition framework, DA-
Gait, which utilizes spatio-temporally consistent gait data
and achieves notable performance improvements across
various gait recognition models.

e Our approach significantly improves the accuracy of

existing methods across various datasets, with the highest
improvement of up to 15.7% on the wild dataset Gait3D
and 24.0% on cross-dataset evaluations.

II. RELATED WORK

Gait Recognition. Gait recognition methods can be classi-
fied into two main categories: model-based and appearance-
based methods. Model-based methods consider the basic
physical structure of the human body and use interpretable
models to represent gait characteristics. [17] On the other
hand, appearance-based methods [18] utilize binarized human
silhouette images [19] to capture inherent spatial and temporal
variations in body shape, clothing, and movement dynamics.
Specifically, GaitSet [20]innovatively treats the gait sequence
as a set and employs a maximum function to compress the
sequence of frame-level spatial features. GaitGL [21] argues
that spatially global gait representations often overlook critical
details, while local region-based descriptors fail to capture
relationships between neighboring parts.

Data augmentation strategy. Existing methods typically
adopt a unified data augmentation strategy [5] for network
input, including horizontal flipping, rotation, and random
perspective transformation. Fu et al. [22] proposed a novel
skeleton enhancement strategy to address the generalization
challenges in skeleton-based recognition. Wang et al. [23]
introduced a quality evaluation strategy and perceptual feature
learning method, focusing on dataset quality. In contrast, our
work aims to investigate the significance of data alignment in
gait recognition.

III. METHOD

This section provides a comprehensive explanation of the
data alignment process. In Sec. III-A, we present the overall
architecture and data processing pipeline for gait recognition.
Sec. III-B focuses on the affine transformation of skeleton
maps. In Sec. II-C, we propose a silhouette alignment strategy
guided by the skeleton. Finally, Sec. III-D discusses the
application of data augmentation to mitigate overfitting and
improve the model’s generalization ability.

A. Gait Recognition Pipeline

Fig. 2 illustrates the overall architecture of the gait recog-
nition framework DAGait. Silhouette-based gait recognition
methods typically involve two critical stages: data preprocess-
ing and data augmentation, performed before the data is fed
into the network. In the data preprocessing stage, the silhouette
is first cropped to exclude regions above the head and below
the feet. The image is then resized to a uniform height and
horizontally shifted to the center. Finally, the redundant side
areas are cropped to achieve the specified width. Subsequently,
data augmentation is employed to increase the diversity of the
training dataset by implementing operations such as horizontal
flipping, random affine transformations and random erasure.
These methods enhance the model’s generalization capabilities
and reduce the risk of overfitting.

However, in wild datasets, significant variations in motion
trajectories, viewpoints, and the relative positions of subjects
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Fig. 2. Overview of our proposed data-alignment-based gait recognition framework DAGait. In the data preprocessing stage, silhouettes and skeletons are
extracted from the RGB image sequences. During the data alignment phase, prior spatial relationships between skeleton joints and silhouette regions are used
to apply an affine transformation, correcting the silhouette. Finally, the aligned silhouette images are input into the backbone network for recognition.

across frames often render traditional preprocessing and align-
ment methods inadequate for addressing these inconsistencies.
Additionally, these discrepancies can be further intensified
during the data augmentation process, negatively affecting the
network’s recognition accuracy. Consequently, we argue that
to achieve better performance in wild datasets, it is essential
to adopt additional data alignment strategies to reduce the
distributional discrepancies.

B. Alignment of Skeleton Diagram

Previous studies [22] have observed that skeleton maps
exhibit spatio-temporal inconsistencies and can be addressed
through affine transformation. Building on this, we propose
that affine transformations to skeletons offer valuable prior
information for aligning silhouettes.

In our approach, the skeleton sequence of the identified
individual is denoted as X 5. € RVY*3%Z The neck position,
Dneck 18 defined as the midpoint between the left and right
shoulders, while the hip position py;;, is defined as the mid-
point between the left and right hips. The line connecting the
neck and the hip is regarded as the spine. We hypothesize that
during walking the spine should remain perpendicular to the
ground. Therefore, we apply an affine transformation, using
the neck as the center of rotation, to rotate the spine ensuring
it remains consistently vertical to the ground. The rotation
angle 6 is computed using the following formula:

)

Where (Zpeck, Yneck) and (Zpip, Ynip) represent the coordi-
nates of the neck and hip, and € is the residual factor,
introduced to prevent division by zero. For each frame in the
gait sequence, we apply the affine transformation to rotate the
spine ensuring it is aligned vertically with the ground:

=l ]

Tneck — Lhip
Yneck — Yhip + €

0 = arctan < (D

2

cosf) —sind
k= [ sinf cosf }’ 3)
| (1 —cos0) - Tpeck +SI00 - Yneck
= [ (1 —cos8) - Yneck — SN0 - Tpeer | “)

The parameters (x,y) and (2',y’) represent the coordinates of
a point before and after the transformation, while 6 represents
the rotation angle. In this module, we obtain the rotation angle
f and the neck position coordinates, which are subsequently
used for aligning the silhouette map.

C. Skeleton-guided Silhouette Alignment

The primary goal of silhouette map alignment is to minimize
spatio-temporal inconsistencies caused by various factors. In
our approach, the silhouette sequence of the identified indi-
vidual is denoted as X,; € RY*HXW and it is aligned with
the skeleton. For each frame, we utilize the neck position
(Tneck, Yneck) and the rotation angle 6 from the skeleton as
the reference origin and rotation angle for transforming the
corresponding silhouette map. This allows us to generate an
affine transformation matrix that precisely adjusts the pose
of the silhouette map. The affine transformation matrix is
expressed as:

M=[R|T]. (5)

This matrix is then applied to each frame of the silhouette
sequence to perform rotation and translation:

HARTH

The parameters (x,y) and (2’ y") represent the coordinates of
a point before and after the transformation. This transformation
ensures the initial alignment of the subject’s pose; additionally,
scaling and displacement adjustments are required to ensure
spatial consistency throughout the sequence. Specifically, we
scale the foreground region of the silhouette to a uniform size

X

y (6)
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and align the frames using the neck position as the reference
point. This additional alignment ensures that the silhouettes are
consistently positioned across all frames, effectively obtaining
gait features with spatio-temporal distribution consistency.
D. Data Augmentation

To enhance the model’s generalization ability and effectively
mitigate the risk of overfitting, data augmentation is incorpo-
rated during the training process. Given that the frames in
the sequence are already spatially aligned, we adopt a general
image data augmentation strategy [5], which includes the
following methods: (1)Horizontal Flipping. By flipping the
image horizontally, the model is exposed to more diverse walk-
ing directions, thereby enhancing its robustness to variations
in walking orientation. This transformation does not affect
the gait features, while simulating different walking directions
in real-world scenarios. (2)Affine and Perspective Transfor-
mations. This operation simulates variations in viewpoint by
applying random affine and perspective transformations to the
image. Although the key features are aligned in the spatial and
temporal dimensions, small angular transformations can help
improve the model’s robustness to subtle viewpoint changes,
allowing it to better generalize across different environments.
(3)Random Erasure. The random Erasure method randomly
occludes certain parts of the image to simulate occlusion or
background noise commonly found in real-world scenarios.
Random erasure encourages the model to focus on global
gait features, reducing the model’s tendency to overfit local
or irrelevant details.

These data augmentation strategies enable the model to
learn richer training samples, enhancing its adaptability and
robustness to varying environmental conditions.

IV. EXPERIMENTS
A. Datasets

In this study, our method is evaluated on three challenging
gait datasets, including the wild dataset Gait3D [6], and
two cross-garment and multi-view datasets CCPG [15] and
SUSTech1K [16]. Among these, the Gait3D dataset serves as
the primary dataset for evaluation due to its highly represen-
tative complex real-world scenario.

Gait3D was captured in a large supermarket environment,
using 39 high-resolution cameras (1920 x 1080 resolution,
25 FPS) to record a total of 1,090 hours of video footage.
After preprocessing, the dataset contains gait data from
4,000 subjects, including 25,309 gait sequences and more
than 3,279,239 frames. The dataset presents a challenging
setting with a highly complex environmental background,
which includes variations in perspective, occlusions, and other
environmental interferences during the gait capture process.
These characteristics make Gait3D particularly suitable for
evaluating the effectiveness and robustness of data alignment
methods in real-world, variable environments.

CCPG is a gait recognition dataset specifically designed
for addressing challenges caused by clothing variations. It
contains 200 subjects wearing many different clothes and over
16,000 sequences, and the RGB data is available. SUSTech1K

is collected by a LiDAR sensor and an RGB camera. The
dataset contains 25,239 sequences from 1,050 subjects and
covers many variations, including visibility, views, occlu-
sions, clothing, carrying, and scenes. The dataset captures
data streams from LiDAR and camera sensors, opening up
opportunities for exploring sensor fusion approaches for robust
gait recognition.

B. Implementation Details

The experimental implementation in this study followed
the official protocols for each dataset, including the standard
partitioning strategies for the training, gallery, and probe sets.
we measure its distance between all sequences in the gallery
set. Then a ranking list of the gallery set is returned by the
ascending order of the distance. We adopt the average Rank-1,
Rank-5, and mean Average Precision (mAP) as the evaluation
metrics. During testing, a comprehensive gait evaluation pro-
tocol for multi-view scenarios was applied across all datasets,
with Rank-1 accuracy serving as the primary evaluation metric.
Regarding dataset resolution, the image resolution for Gait3D
is set to (64, 44), while both CCPG and SUSTech1K datasets
uniformly utilize a resolution of (64, 64).

To ensure fairness across all experiments, a consistent data
augmentation strategy was applied. The data augmentation
techniques include random horizontal flipping, random ro-
tations, and random occlusions, each with a probability of
20%. Additionally, we standardized the training parameters,
including the number of training epochs, learning rate, weight
decay, and optimizer settings, following the recommendations
provided by the OpenGait [5] framework.

C. Comparison with State-of-the-Art (SOTA)

As shown in Table I, the proposed data alignment strategy
consistently improves the performance of existing methods
across all three datasets, with particularly significant effects
observed on the more challenging wild dataset, Gait3D.
Evaluation of the Gait3D Dataset. The proposed data
alignment strategy effectively reduces inconsistencies within
the Gait3D dataset. Specifically, after alignment, the Rank-
I, Rank-5, and mAP of each network showed average in-
creases of 7.9%, 5.8%, and 7.3%, respectively. Furthermore,
on GaitPart [8], the Rank-1 accuracy improved by 15.7%,
corresponding to a 55.6% relative increase from the original
result (43.9% vs. 28.2%). Additionally, after applying the data
alignment strategy, the lightweight network GaitBase achieved
a Rank-1 accuracy of 74.3%, which is only slightly lower than
state-of-the-art deep feature extraction network DeepGaitv2-
3D-H (74.3% vs. 75.8%). However, GaitBase has fewer than
one-ninth the number of parameters compared to DeepGaitv-
3D-H (4.9M vs. 44.4M). This indicates that while deep net-
works require substantial resources to learn data distribution
characteristics, these characteristics can be effectively captured
using the proposed data alignment strategy. Furthermore, our
method also significantly improved the performance of deep
networks, with a 5.4% increase in Rank-1 accuracy (80.4%
vs. 75.0%) for DeepGait-P3D-H, thus achieving the state-of-
the-art. In addition, we conducted experiments on multimodal
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PERFORMANCE COMPARISON OF THE ORIGINAL GAIT3D, CCPG, AND SUSTECH1K DATASETS VERSUS THEIR DATA-ALIGNED COUNTERPARTS,

TABLE I

EVALUATED ACROSS MULTIPLE GAIT RECOGNITION NETWORKS.

Testing Datasets
Method Gait3D CCPG SUSTechlK

Rank-1 ~ Rank-5  mAP cL P Rgﬁ_l BG  Mean | pank-1  Rank-5

GaitPart(CVPR2020) [8] 28.2 47.6 21.6 - - - - - 59.2 80.7
GaitPart+Ours 43.9:157  64.9+173  35.0+134 - - - - - 61.5:23  81.4+07

GaitSet(TPAMI2021) [20] 36.7 58.3 30.0 - - - - - 65.0 84.7
GaitSet+Ours 4934126  67.8495 38.0+80 - - - - - 66.2+1.2 84.5.02

GaitBase(CVPR2023) [5] 64.6 80.0 54.5 71.9 75.1 76.7 78.5 75.5 76.1 89.3
GaitBase+Ours 743497 87.9479  66.24117 | 77.0451  8l.l460  82.5:58  86.5480 81.8+63 | 77.6+15  90.5+12

DGaitv2-2D-L(Arxiv2023) [12] 67.8 83.9 59.7 69.9 76.1 77.1 84.4 76.9 74.8 89.2
DGaitv2-2D-L+Ours 75.247.4 88.4445 67.2+75 73.8439  78.0+19  81.443  86.2418  80.0+3.1 773425  90.2+10

DGaitv2-3D-L(Arxiv2023) [12] 74.1 87.0 66.5 77.9 83.2 79.9 88.6 82.4 79.4 91.2
DGaitv2-3D-L+Ours 78.5+4.4 89.7+27 71.0+45 79.6+17  85.0+1.8 841442 88.7+0a  84.4420 | 81.5:21 92.1+09

DGaitv2-3D-H(Arxiv2023) [12] 75.8 87.3 67.3 75.9 83.2 79.1 88.7 81.8 80.4 91.6
DGaitv2-3D-H+Ours 79.4+3.6 89.8.425 727454 | 78.0421  83.8+06 83.2441  89.0+03 83.5417 | 82.8:24  92.7+11

DGaitv2-P3D-L(Arxiv2023) [12] 74.2 86.9 67.1 76.8 82.5 79.8 88.2 81.8 79.6 91.4
DGaitv2-P3D-L+Ours 78.9+47 89.8+29 T1.5+4.4 79.9:31  84.0+15  83.8440  89.0:08  84.3:2s 81.6+20  92.3+09

DGaitv2-P3D-H(Arxiv2023) [12] 75.0 87.3 66.9 76.2 83.5 80.0 89.4 82.3 80.7 91.7
DGaitv2-P3D-H+Ours 80.4+5.4 90.4+3.1 72.9+6.0 80.5:43  86.0:25 83.8:38 89.6+02 85.0:27 | 82.6+19  92.9:12

TABLE 11 TABLE III

COMPARISON OF GAIT3D PERFORMANCE BEFORE AND AFTER
ALIGNMENT ON MULTIMODAL NETWORKS.

PERFORMANCE COMPARISON OF THE DATA ALIGNMENT STRATEGY IN
CROSS-DOMAIN TASKS. THE COMPARISON IS MADE USING GAITBASE AS
THE BASELINE NETWORK.

Method Gait3D
Rank-1  Rank-5 mAP mINP Dataset Rank1 Rank-5 AP mINP
MSAFF1JCB2023) [14] 48.1 66.6 38.4 235 Train Tset
MSAFF+ours 52.6+45  73.7+11 423439  28.84s3 CCPG [15] Gait3D [6] 11.8 22.6 7.8 43
SkeletonGait(AAAI2024) [24] 77.6 89.4 70.3 42.6 CCPG-Align Gait3D-Align | 35.8:240  52.8:302  25.1417.3  13.7:94
SkeletonGait+Ours 79.8422  90.5+11  72.6+23  50.7+8.1 SUSTechlK [16] Gait3D 21.0 35.1 14.2 8.0
SUSTech1K-Align  Gait3D-Align | 32.6+11.6  48.6+135  22.8:86 129449
: : . Gait3D CCPG 38.2 - 24.5 8.3
fusion networks, as shown in Table II. On the multimodal Gait3D-Align CCPG-Align | 45311 - 31904 133,50
network MSAFF [14], our approach achieved a 4.5% im-
provement in accuracy(52.6% vs 48.1%), demonstrating the TABLE IV

effectiveness of our data alignment strategy.

Evaluation of CCPG and SUSTech1K Datasets. The average
Rank-1 accuracy for each network improved by 3.0% and
2.0%, respectively. Additionally, both datasets achieved the
current State-of-the-Art(SOTA) Rankl accuracy, with CCPG
on DeepGaitv2-P3D-H and SUSTechlK on DeepGaitv2-3D-
H. For the SUSTech1K dataset, the overall accuracy improve-
ment was relatively modest, which we attribute to the fact that
the poses of subjects in this dataset are relatively centered.
In summary, the proposed data alignment strategy effectively
enhances the performance of gait recognition models, partic-
ularly in complex, real-world environments.

D. Ablation Study

In this section, we performed cross-dataset experiments to
validate the generalizability of the data alignment strategy.
Furthermore, we compared various alignment approaches to
highlight the superior performance of skeleton-based methods.
Cross-Domain Evaluation. As illustrated in Table III, we
compare the performance of data alignment strategies in
the cross-dataset task. We use GaitBase as the baseline
and evaluate its performance across the Gait3D, CCPG, and
SUSTech1K datasets. The results demonstrate that networks
trained with data alignment shows stronger adaptability across
different datasets. When training and validating on the origin
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COMPARISON OF THE IMPACT OF DIFFERENT DATA ALIGNMENT
STRATEGIES ON GAIT RECOGNITION PERFORMANCE.

Method | Rank-1 Rank-5 mAP  mINP

w/o Data Alignment 64.6 80.0 54.5 36.2
Random Rotation 62.1 78.2 52.6 34.6
Minimum Bounding Box 69.8 83.7 60.3 41.1
Skeleton-guided Rotation 74.3 87.9 66.2 46.9

CCPG and Gait3D datasets, the Rank-1 accuracy was only
11.8%. The low accuracy can be attributed to the significant
distribution discrepancies between the training and validation
datasets. After applying data alignment, the accuracy improved
by 24.0% (35.8% vs. 11.8%), indicating that data alignment
helps the network extract more general gait features by reduc-
ing inconsistencies such as variations in viewpoint and posture.
When pedestrians maintain spatio-temporal distribution con-
sistency across different frames, the network is better able to
focus on critical variations rather than noise, thereby exhibiting
superior generalization capability. Moreover, a similar trend
was observed on the SUSTechlK dataset. After data align-
ment, the Rank-1 accuracy improved from 21.0% to 32.6%,
showing an improvement of 11.6%.

Impact of Alignment Strategies. In addition to comparing the
performance of various alignment methods, we also investigate
the effects of several alternative data alignment strategies.



Inspired by the work of Wang et al. [23], we consider
two additional alignment strategies: restricted random rotation
and minimum bounding box rotation. The restricted random
rotation strategy determines the rotation direction by analyzing
the relative proportion of the foreground parts on the left and
right sides of the silhouette image, then applies a randomly
rotation angle. For instance, when the person is biased toward
the left side of the image, the strategy rotates the silhouette
to the right. The minimum bounding box rotation method
first identifies the minimal bounding box that encloses the
foreground region of the image and then rotates the bounding
box to align its height vertically. As shown in the experimental
results in Table IV, the restricted random rotation strategy
reduces accuracy due to the unpredictability introduced by
random rotation angles. In contrast, the minimum bounding
box rotation strategy improves accuracy by 5.2% (69.8% vs.
64.6%). However, our proposed skeleton-guided data align-
ment method outperforms all other strategies, achieving a
significant accuracy improvement of 9.7%.

V. CONCLUSION

In summary, we investigated the underlying causes of the
performance degradation observed in existing gait recognition
methods when transitioning from laboratory datasets to wild
datasets. Our analysis highlights the critical role of data
alignment in addressing the challenges associated with wild
datasets. To this end, we proposed a data-alignment-based
gait recognition framework DAGait, designed to enhance the
spatio-temporal consistency of training data. Experimental
results demonstrate that our alignment strategy leads to sig-
nificant accuracy improvements across multiple datasets and
methods, highlighting its effectiveness and generalizability.
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