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Abstract

Pre-trained language models like BERT and TS
serve as crucial backbone encoders for dense
retrieval. However, these models often ex-
hibit limited generalization capabilities and
face challenges in improving in-domain accu-
racy. Recent research has explored using large
language models (LLMs) as retrievers, achiev-
ing state-of-the-art performance across various
tasks. Despite these advancements, the spe-
cific benefits of LLMs over traditional retriev-
ers and the impact of different LLM configura-
tions—such as parameter sizes, pre-training du-
ration, and alignment processes—on retrieval
tasks remain unclear.

In this work, we conduct a comprehensive
empirical study on a wide range of retrieval
tasks, including in-domain accuracy, data ef-
ficiency, zero-shot generalization, lengthy re-
trieval, instruction-based retrieval, and multi-
task learning. We evaluate over 15 different
backbone LLMs and non-LLMs. Our find-
ings reveal that larger models and extensive
pre-training consistently enhance in-domain
accuracy and data efficiency. Additionally,
larger models demonstrate significant potential
in zero-shot generalization, lengthy retrieval,
instruction-based retrieval, and multi-task learn-
ing. These results underscore the advantages
of LLMs as versatile and effective backbone
encoders in dense retrieval, providing valuable
insights for future research and development in
this field.

1 Introduction

Dense retrieval, a novel paradigm in Information
Retrieval (IR), has emerged with the advance-
ment of deep neural networks. Unlike traditional
IR methods, dense retrieval encodes both queries
and documents as embeddings within a shared la-
tent space, capturing their semantic relationships
through embedding similarities. Dense retrieval
models have become the predominant choice in
recent neural retrieval approaches and are widely

applied in various downstream tasks such as web
search, question answering, and sentence similarity
(Karpukhin et al., 2020; Xiong et al., 2020; Muen-
nighoff et al., 2022).

In the past few years, dense retrieval models
intensively adopted pre-trained language models,
such as BERT (Devlin et al., 2018) and T5 (Raffel
et al., 2020), as their backbone encoders. These
models excel in identifying semantic similarities
between queries and documents. However, they
still face significant challenges in becoming ver-
satile enough to handle a wide range of retrieval
tasks (Muennighoff et al., 2022). Their in-domain
retrieval accuracy is often constrained by the capac-
ity of their backbone encoders, such as the number
of parameters (Ni et al., 2021). Additionally, dense
retrieval models typically struggle to generalize to
unseen data, necessitating fine-tuning with a large
amount of labeled data to perform well in the tar-
get domain. Finally, achieving versatility in dense
retrieval models requires training on multiple re-
trieval tasks simultaneously, which demands suffi-
cient capacity from the backbone encoder (Zhang
et al., 2023; Xiao et al., 2023).

Recently Large Language Models (LLMs) have
been prompted or fine-tuned as dense retrieval mod-
els and achieved improved performance across a
wide range of retrieval tasks, thanks to their supe-
rior capability for semantic understanding and rich
world knowledge (Li et al., 2023; Wang et al., 2023;
Zhuang et al., 2024; Muennighoff et al., 2024).
These models vary in parameters from 2 billion
to 56 billion, with pre-training sufficiency rang-
ing from hundreds of billions to tens of trillions
of tokens, and include both base models and hu-
man preference aligned chat models. Despite the
common understanding that larger models gener-
ally yield better performance (Kaplan et al., 2020;
Biderman et al., 2023), the specific benefits of vary-
ing parameter numbers, pre-training sufficiency,
and alignment processes of backbone LLMs for



different retrieval tasks still remain unclear.

In this study, we focus on the following two re-
search questions: 1) For different retrieval tasks,
what specific benefits can LLMs offer compared to
non-LLMs as the backbone encoders? 2) For LLMs
with varying configurations (i.e., different param-
eter numbers, pre-training sufficiency and align-
ment processes), what contributes more to different
retrieval tasks as the backbone encoder. We con-
duct comprehensive empirical investigation across
a wide range of retrieval tasks, assessing various
critical retrieval capabilities: in-domain accuracy,
data efficiency, zero-shot generalization, lengthy
retrieval generalization, instruction-based retrieval,
and multi-task learning. Our study explore over
15 different backbone LLMs and non-LLMs, with
parameter numbers ranging from 0.1 billion to 32
billion and varying pre-training sufficiency, includ-
ing both base LLMs and chat LLMs.

Previous dense retrieval models have demon-
strated inferior in-domain accuracy due to the
limited capacity of their backbone encoders (Ni
et al., 2021). We employ MS MARCO (Nguyen
et al., 2016), one of the largest web search datasets,
to train and evaluate the in-domain accuracy of
dense retrieval models with different backbone en-
coders. Our results indicate that both increasing
the model size and enhancing pre-training suffi-
ciency can consistently improve the upper limit
of in-domain accuracy. Notably, we discover that
both base LLMs and human-preference-aligned
chat LLMs show comparable potential as back-
bone encoders for dense retrieval tasks. By train-
ing with different proportions of MS MARCO, we
explore data efficiency and find that scaling up
model size facilitates convergence, allowing LLMs
to converge swiftly even with limited annotated
data, without the need for intricate multi-stage train-
ing processes.

We examine generalization ability from three
perspectives: zero-shot generalization, lengthy re-
trieval generalization, and instruction-based re-
trieval generalization. First, we evaluate zero-shot
generalization using BEIR benchmark (Thakur
et al., 2021). Our findings indicate that model
size is the most crucial factor for zero-shot re-
trieval generalization. Moreover, traditional dense
retrieval models are limited by the maximum input
length used during pre-training and retrieval train-
ing. We investigate whether LLM-based retrievers,
pre-trained with longer context windows, can ef-

fectively generalize to lengthy retrieval tasks even
when trained with shorter passage lengths. Finally,
dense retrieval models often lack flexibility in han-
dling varying retrieval intents (Su et al., 2022). We
explore the capability of different models to incor-
porate instructions during retrieval, discovering
that training with instruction benefits LLMs but
not non-LLMs, and that human-preference align-
ment does not significantly improve performance
compared to base LLMs.

We further explore the multi-task learning ca-
pabilities of models with different backbone en-
coders, essential for developing versatile retrievers
(Zhang et al., 2023; Xiao et al., 2023). We adopt
five distinct retrieval tasks, where interference ex-
ists due to varying retrieval intents. Our findings
reveal that although all models experience perfor-
mance decreases with multi-task training compared
to training on each single-task, increasing model
size consistently mitigates this gap.

To summarize, we make the following contri-
butions: 1) We conduct a thorough experimental
study using more than 15 backbone encoders with
different configurations for dense retrieval across
six distinct retrieval tasks. 2) We demonstrate that
LLM-based retrievers consistently enhance perfor-
mance across all retrieval tasks compared to non-
LLM-based retrievers. 3) We investigate how dif-
ferent configurations of backbone LLMs impact
each retrieval task, focusing on distinct retrieval
capabilities.

2 Related Work

The related works are reviewed from two aspects:
dense retrieval, LLM-based retriever.

First of all, in the realm of neural retrievers,
dense retrieval models have consistently demon-
strated superior performance over traditional sparse
models like BM25 across a wide array of retrieval
tasks (Karpukhin et al., 2020; Ni et al., 2021; Muen-
nighoff et al., 2022). A critical factor contributing
to the success of dense retrieval models is the uti-
lization of powerful pre-trained language models
as their initialization.

Over the past few years, pre-trained language
models such as BERT (Devlin et al., 2018) and
TS5 (Raffel et al., 2020) have been intensively used
as backbone encoders for dense retrieval. For in-
stance, GTR (Ni et al., 2021) highlights the in-
domain accuracy and generalization capabilities
of T5-based dense retrieval models, with model



parameters reaching up to 4.8 billion. Fang et al.
(2024) explores scaling laws for dense retrieval
models but restricts their study to BERT backbones
with up to 110 million parameters and only ex-
plores the in-domain situation. Currently, state-of-
the-art dense retrievers employ models with more
than 7 billion parameters or more as backbones.
Neelakantan et al. (2022) discuss large-scale un-
supervised text embedding pre-training, observing
consistent performance improvements when scal-
ing up GPT-based dense retrieval model sizes from
300 million to 175 billion parameters. Addition-
ally, recent studies such as Wang et al. (2023) have
shown that fine-tuning directly with labeled data
can achieve strong performance. Our study focuses
on fine-tuning directly using labeled data while
comparing various backbone encoders.

Large Language Models (LLMs) have recently
demonstrated significant potential as backbone en-
coders for dense retrieval, attributed to their vast
number of parameters and extensive pre-training.
Repllama (Ma et al., 2023) fine-tuned Llama-2-7B
and Llama-2-13B to function both as dense retriev-
ers and pointwise rerankers. LLaRA (Li et al.,
2023) introduced two pretraining tasks specifically
designed to better adapt the backbone Llama-2-
7B model for dense retrieval, resulting in notable
improvements in both supervised and zero-shot sce-
narios. E5-mistral and Gecko (Wang et al., 2023;
Lee et al., 2024) enhanced the training of LLM-
based dense retrievers using synthetic data, employ-
ing models with 1.5 billion and 7 billion parameters
to achieve notable results across various retrieval
tasks. GRIT (Muennighoff et al., 2024) success-
fully unified text embedding and generation within
a single LLM, maintaining performance levels com-
parable to those of specialized embedding-only and
generative-only models, using a model with 56 bil-
lion parameters (14 billion activation parameters).
LLM2Vec (BehnamGhader et al., 2024) presented
an unsupervised method for transforming decoder-
only LLMs into dense retrievers, demonstrating
significant promise for adapting LLM backbone en-
coders for dense retrieval in an unsupervised man-
ner. PromptReps (Zhuang et al., 2024) employed
human preference-aligned chat LLMs to produce
high-quality dense representations unsupervised.

These models vary in parameters from 1.5 billion
to 56 billion, with pre-training covering hundreds
of billions to tens of trillions of tokens, and include
both base LLMs and human preference-aligned

chat LLMs. Despite the exciting advancements
in retrieval tasks achieved by leveraging various
LLMs with distinct configurations and diverse train-
ing strategies, the specific benefits of variations in
parameter count, pre-training extent, and alignment
processes of backbone LLMs for retrieval tasks re-
main still uncertain.

3 Preliminary

Dense retrieval leverages an encoder to project both
the query q and the candidate passage p into a
shared dense embedding space, resulting in embed-
dings h, and h,. A scoring function, such as the
inner product or cosine similarity, is then applied
to these dense vectors to model relevance:

S(Q: p) = <hfI7hp> (1)

This allows for the retrieval of relevant docu-
ments by performing approximate nearest neighbor
(ANN) search within the embedding space.

In our study, we compare more than 15 backbone
encoders, varying in model architecture (encoder-
only and decoder-only), model size (0.1B to 32B),
and pre-training sufficiency(up to 15T tokens).
Consistent with prior research, we utilize the [CLS]
token to obtain text representations for the BERT
model and employ mean-pooling for the T5 model.
For instance, BERT tokenizes the input text into
a sequence T: [CLS], t1, ..., ty, [EOS]. This tok-
enized sequence is subsequently encoded by BERT,
generating output embeddings that are combined
to form the text embedding, with the [CLS] token
performing this integration:

h; = BERT(T)[CLS] 2)

When using large language model (LLM) as the
backbone encoder, text embeddings need to be cre-
ated differently. Most LLMs use a decoder-only
architecture and causal attention mechanism, mean-
ing that only the last token in the input sequence
can access the global context. As a result, the text
embedding is taken from the output embedding of
the special token [EOS]:

hy = LLM(T)[EOS] 3)

Given the query-passage pair (q;, pj) we adopt
the standard InfoNCE loss L over the in-batch neg-
atives and hard negatives for training:
exp(s(gi, ;)
exp(s(ai; p;)) + 2 exp(s(q;, py )
J

“)

L=-1g



where p; is the set of negative passages and s(q, p)
is the scoring function of query and passage. In
this paper, we adopt the temperature-based cosine
similarity function as follows:

1
s(q,p) = . COS(hqahp) 5)

T is a temperature hyper-parameter, which is fixed
to 0.02 in all experiments.

4 Empirical Study

In this section, we aim to address two key research
questions: 1) For different retrieval tasks, what
specific benefits can LLMs offer compared to non-
LLMs as the backbone encoders? 2) For LLMs
with varying configurations (i.e., different param-
eter numbers, pre-training sufficiency, and align-
ment processes), what contributes more to different
retrieval tasks as the backbone encoder. To answer
these questions, we conduct a comprehensive em-
pirical study across six critical dimensions of dense
retrieval, each encompassing several specific re-
trieval tasks. These dimensions are investigated
using various pre-trained language models as back-
bone encoders, focusing on: in-domain accuracy
(Section 4.1), data efficiency (Section 4.2), zero-
shot generalization (Section 4.3), lengthy retrieval
generalization (Section 4.4), instruction-based re-
trieval (Section 4.5), and multi-task learning (Sec-
tion 4.6).

4.1 In-domain Accuracy

Setting We utilize MS MARCO (Nguyen et al.,
2016) to train and evaluate the in-domain accu-
racy of dense retrieval models with varying back-
bones encoders. Specifically, we employ BERT
(Devlin et al., 2018) with 110M and 330M parame-
ters (BERT-base and BERT-large), T5 (Raffel et al.,
2020) encoders with parameter numbers ranging
from 110M to 4.8B, and a diverse set of LLMs
including the Llama, Phi, Gemma, and Qwenl.5
series (Touvron et al., 2023; Gunasekar et al., 2023;
Bai et al., 2023; Team et al., 2024). It is impor-
tant to note that different LLLMs have varying con-
figurations. For instance, the phi-1.5 model is
a lightweight LLM with 1.3B parameters and is
pre-trained on a relatively small amount of tokens
(150B), indicating less pre-training sufficiency. In
contrast, the Llama-3-8B model is extensively pre-
trained on over 15T tokens, significantly more than
the 2T tokens used for Llama-2-7B. The Qwenl.5
series offers a variety of models in different sizes,

all pre-trained on the same corpus, enabling direct
comparisons of the effects of scaling up model size.

All models are trained with a batch size of 128
and incorporate 7 hard negative samples to en-
sure fair comparisons of in-domain retrieval accu-
racy. All training operations take place on 8xA800
(80GB) GPUs. We use the Adam optimizer with
an initial learning rate of 3e-4 and linear decay.
For training LLM retrievers, we employ LoRA(Hu
et al., 2021), which has demonstrated similar ef-
ficacy to full-parameter fine-tuning for retrieval
tasks (Ma et al., 2023). The in-domain accuracy
of each model is evaluated using the MS MARCO
development set, comprising 6,980 queries. We
use NDCG@10, MRR@10, Recall@10, and Re-
call@1000 as evaluation metrics, providing a com-
prehensive analysis of in-domain performance.

Results and Analysis As presented in Figure 1, the
results indicate that model performance generally
improves with an increase in parameter numbers.
This trend is particularly noticeable within models
from the same series. For instance, the Qwen1.5 se-
ries demonstrates this progression: Qwen1.5-0.5B
model scores 36.7, while the Qwen1.5-32B model
achieves 42.6, representing an improvement of 5.9
points. This trend suggests that increasing model
size is a feasible way to yield better in-domain
accuracy. Detailed results are presented in Table 5.

Additionally, the results demonstrate that LLM-
based retrievers significantly outperform non-LLM
retrievers. The performance of Gemma-2B has al-
ready surpassed all BERT and T5-based models
despite having fewer parameters than the T5-xx1
model. This suggests that LLMs’ extensive pre-
training and advanced language understanding ca-
pabilities offer significant advantages as backbone
encoders for dense retrieval.

An interesting observation is that smaller mod-
els can sometimes marginally outperform larger
ones. The Qwenl1.5-0.5B model, with fewer pa-
rameters, surpasses the Phi-1.5-1.3B model and
competes closely with the Phi-2-2.7B model. This
performance discrepancy may be attributed to dif-
ferences in pre-training sufficiency. The Qwenl.5
models benefit from more extensive and diverse
pre-training data, totaling over 3 trillion tokens,
whereas the Phi models are pre-trained on a smaller
amount of high-quality data, with 150 billion to-
kens for the Phi-1.5 and 1.4 trillion tokens for
the Phi-2. This extensive pre-training enables the
Qwenl.5-0.5B model to perform better when fine-
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Figure 1: In-domain accuracy (measured by MRR@10)
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Figure 2: Data efficiency

tuned for retrieval tasks. A similar conclusion can
be drawn from the comparison between the Llama-
3-8B and Llama-2-7B models, as well as between
LLMs and non-LLMs. Extensive and varied pre-
training of backbone encoders can significantly en-
hance in-domain retrieval accuracy, even compen-
sating for a smaller parameter count.

4.2 Data Efficiency

Setting We use checkpoints from models trained
on MS MARCO for different numbers of steps
to evaluate their performance on the development
set, in order to better understand the impact of
parameter number and pre-training sufficiency on
data efficiency and convergence speed.

We compare BERT-large, Qwen1.5-0.5B, and
Llama-2-7B to explore the impact of data efficiency
with model parameter number and pre-training
sufficiency. Notably, BERT-large and Qwen1.5-
0.5B have similar non-embedding parameter num-
ber, while Qwen1.5-0.5B is based on decoder ar-
chitecture and has undergone more extensive pre-
training.

Results and Analysis As presented in Figure
2, Our findings indicate that larger model sizes
lead to higher data efficiency and faster conver-

Model Performance on NarrativeQA with Varying Test Lengths
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Figure 3: Lengthy retrieval

gence. Specifically, after 100 training steps on MS
MARCO, Llama-2-7B outperforms Qwen1.5-0.5B
by 5.4 points and BERT-large by 14.4 points. This
suggests that with an increase in parameter num-
ber, better performance can be achieved with less
labeled data. Furthermore, as shown in Table 1,
when comparing the relative score difference be-
tween 100 steps and the full training of 3700 steps,
Llama-2-7B shows a score difference of 8.8 points,
which is smaller than the 9.7 points for Qwen1.5-
0.5B and 15.3 points for BERT-large. This indi-
cates that larger models are able to converge faster.

The experiment results also demonstrate that
LLMs have better data efficiency compared to
non-LLMs, even with similar parameter sizes.
For example, after 100 training steps on MS
MARCO, Qwenl.5-0.5B outperforms BERT-large
by 9 points. Despite having a similar number of
parameters, Qwen1.5-0.5B has undergone more
extensive pre-training (over 3 trillion tokens com-
pared to BERT’s 3.3 billion tokens) and employs a
decoder architecture, which enhances its language
understanding ability and enables faster conver-
gence in the retrieval task where text discriminative
ability is crucial.



Zero-shot Performance on BEIR
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Figure 4: Zero-shot performance (measured by NDCG@10)

Model Parameter Number NDCG@10 MRR@10 Recall@10 Model Parameter Number MSMARCO-ID MSMARCO-OOD
100 Steps Bert-large 0.3B 40.0 39.3

Bert-large 03B 24.6(6 = 15.3) 20.0 40.5 Qwenl.5-0.5B 05B 435 43.6
Qwenl.5-0.5B 0.5B 33.6(6 = 9.7) 27.9 532 Qwenl.5-4B 4B 47.0 47.0
Llama-2-7B 7B 39.0(6 = 8.8) 324 61.0 Qwenl.5-14B 14B 48.9 48.9

Fall 3700 Steps Llama-3-8B 8B 49.6 49.6
Bert-large 0.3B 39.9 338 603 Table 2: Unseen instruction comparison. ”ID” means
Qwen1.5-0.5B 05B 433 36.7 65.5 . : U ] - p o
Llama-2-7B 7B 4738 40.8 709 instructions are seen during training, ?7OOD” means the

Table 1: Model convergence speed.
4.3 Zero-Shot Generalization

Setting Dense retrieval models typically struggle
with zero-shot retrieval on unseen data (Ni et al.,
2021). We investigate the specific benefits that
LLM-based retrievers can bring to zero-shot gen-
eralization, focusing on varying model sizes and
pre-training sufficiency.

We evaluate all models on 13 zero-shot retrieval
tasks in the BEIR (Thakur et al., 2021) evalua-
tion suite, which encompasses a diverse range of
retrieval tasks and domains, including medical re-
trieval, financial retrieval, and duplication detec-
tion. All models are directly transferred for zero-
shot evaluation on BEIR after being trained on MS
MARCO. During the evaluations, we set the max-
imum length of the query to 64 tokens and the
maximum length of the passage to 256 tokens.

Results and Analysis The results are shown in
Figure 4, measured by average performance of
NDCG@10 across 13 retrieval tasks. LLM retriev-
ers significantly outperform non-LLM retrievers in
zero-shot retrieval tasks, indicating that the exten-
sive knowledge and robust generalization capabili-
ties of LLMs are highly advantageous for zero-shot
retrieval. Notably, this improvement is not merely
aresult of increased model size: even the Qwen1.5-
0.5B model, which has a similar non-embedding

instructions are unseen during training.

parameter count, demonstrates much better gener-
alization (+1.6%) than the BERT-large model. This
highlights the potential of LLMs to serve as robust
encoders for various retrieval domains.

For different configurations of LLMs, model size
is the primary factor influencing their generaliza-
tion capability. Unlike in-domain accuracy, where
both model size and pre-training sufficiency are
important, generalization performance is almost
directly correlated with the number of parameters.
For example, the Qwen-0.5B model, despite bene-
fiting from more extensive pre-training, performs
worse than the Phi-1.5-1.3B and Phi-2-2.7B mod-
els with larger parameter sizes but less pre-training
sufficiency. This suggests that larger models, with
better capacity, can prevent overfitting to domain-
specific retrieval data, resulting in better general-
ization to unseen data.

4.4 Lengthy Retrieval Generalization

Setting Traditional dense retrieval models are con-
strained by the maximum input length used during
pre-training and retrieval training, while extending
this length significantly increases computational
costs (Chen et al., 2024). Given that LLMs are
pre-trained with longer context windows, we inves-
tigate if they can be trained with shorter passage
lengths while effectively generalizing to longer



Model Hotpot NQ MSM FiQA NFCorpus SciFact Average
BERT-large 46.8 473 40.0 243 24.7 55.5 39.8(-1.0)
Qwenl.5-0.5B 59.3 50.5 43.5 33.5 31.8 66.2 47.4(+1.7)
Qwenl.5-4B 63.6 57.7 47.0 39.8 34.8 72.1 52.5(+1.4)
Qwenl.5-14B 69.5 63.0 48.9 45.6 37.0 75.9 56.7(+1.8)
Llama-3-8B 70.9 63.1 49.6 44.8 37.8 75.4 56.8(+3.2)
Qwen1.5-0.5B-Chat 57.5 59.5 43.6 32.8 31.7 65.0 46.7
Qwenl.5-4B-Chat 64.0 58.1 47.2 40.2 36.1 71.3 52.8
Qwenl.5-14B-Chat 69.4 63.5 49.0 444 37.1 76.0 56.6
Llama-3-8B-Chat 70.6 63.0 49.6 44.8 38.2 75.5 56.9

Table 3: Instruction-based retrieval performance measured by NDCG@10. The average performance discrepancy is

compared to training without instruction.

Model Hotpot STS MSM Tool QReCC Average
BERT-large 62.1(-2.4) 80.2(+2.7) 38.8(-1.1) 76.6(-5.2) 47.3(-4.1) 61.0(-2.0)
Qwenl.5-0.5B 72.1(-1.5) 80.1(+1.0) 43.7(+0.2) 84.8(-4.8) 50.7(-3.9) 66.3(-1.8)
Qwenl.5-4B 79.8(-0.6) 82.0(+2.2) 46.8(+0.0) 86.1(-4.2) 54.9(-4.4) 69.9(-1.4)
Llama-3-8B 85.7(+0.3) 82.8(+1.3) 48.9(+0.2) 89.9(-2.7) 59.5(-3.3) 73.4(-0.8)

Table 4: Multi-task learning performance measured by NDCG@10. The performance discrepancy is compared to

training on each single task.

lengths during retrieval. We use MS MARCO for
training and set the maximum query length to 64
tokens and the maximum passage length to 256
tokens. All other hyperparameters are aligned with
those used in Section 4.1.

For evaluation, we utilize NarrativeQA (Kocisky
et al., 2018), which requires long context informa-
tion to accurately retrieve target queries. The eval-
uation was conducted with maximum lengths rang-
ing from 256 to 8192 tokens for passages, with the
goal of thoroughly assessing each model’s length
generalization capabilities in the retrieval task.

Results and Analysis The results are illustrated
in Figure 3. The long context window of LLMs
improves length generalization compared to BERT.
When evaluated with a context length of 256 tokens
on the NarrativeQA Retrieval task, BERT-large out-
performs Qwen1.5-0.5B by 0.4 points. However,
with a length of 512 tokens, Qwen1.5-0.5B exceeds
the performance of BERT-large by 0.9 points. This
interesting finding demonstrates that LLM retriev-
ers consistently generalize better with increasing
input lengths, while non-LLM retrievers like BERT
struggle with longer inputs and are constrained by
a 512-token limit unless explicitly extended. De-
tailed results are presentend in Table 7

Furthermore, increasing the parameter number
of LLM retrievers consistently enhances perfor-
mance with longer inputs. This indicates that scal-
ing up LLMs is an effective strategy for improving
lengthy retrieval generalization, obviating the need
for specific training on longer retrieval inputs.

4.5 Instruction-Based Retrieval

Setting Dense retrieval models often lack flexibil-
ity in adapting to varying retrieval intents of users,
which is both common and critical in real-world
retrieval scenarios (Su et al., 2022). We incorporate
instructions into the training of dense retrieval mod-
els, aiming to evaluate the instruction comprehen-
sion capabilities of models with different backbone
encoders. Specifically, we prepare five retrieval
instructions and prepend them to queries during
training on MS MARCO. We conduct evaluation
on six retrieval tasks, including both in-domain
and out-of-domain scenarios, to determine whether
incorporating instructions can enhance the under-
standing of retrieval intent thus improving general
performance of different models. The instructions
are presented in Figure 5.

Results and Analysis As shown in Table 3, train-
ing with instructions significantly improves the per-
formance of LLM retrievers, whereas for BERT
retrievers results in decreased performance. This
suggests that LL.Ms have superior semantic under-
standing, enabling them to adjust retrieval objec-
tives based on instructions.

We evaluate models on MS MARCO (Nguyen
et al., 2016) development set using instructions not
seen during training. The result is presented in
Table 2. These instructions are complex modifi-
cations of the training instructions (Figure 5), de-
signed to test the models’ robustness. The results
show that LLM retrievers exhibit strong robustness
to these new instructions, while BERT experience
performance degradation due to interference from



the unseen instructions. This implies that LLMs
can better utilize their capabilities in real-world
retrieval scenarios as backbone encoder for dense
retrieval, offering better customizability and adapt-
ability to meet diverse user retrieval needs.

Furthermore, we adopt chat LLMs as backbone
encoders to investigate if these aligned models
could better utilize retrieval instructions, the result
is shown in Table 3. Contrary to expectations, chat
LLMs do not show further improvements when
trained and tested under the same setting as base
models. Thus, given the superior scalability of base
LLMs across various downstream tasks, the base
LLMs remain more suitable as backbone encoders
for dense retrieval models.

4.6 Multi-Task Learning

Setting Training a versatile dense retrieval model
is challenging due to the specific semantic infor-
mation required by various retrieval tasks, often
causing mutual interference (Zhang et al., 2023;
Xiao et al., 2023; Neelakantan et al., 2022). We
explore the multi-task learning capacity of different
backbone encoders, which is essential for develop-
ing robust retrievers.

Our study encompasses four distinct retrieval
tasks alongside a text similarity task: 1) ToolLLM
(Qin et al., 2023): This task evaluates the ability
of retrievers to identify necessary tools based on
provided instructions and tool descriptions. Per-
formance is measured using NDCG@5 on the test
set. 2) QReCC (Anantha et al., 2020): This task
involves retrieving relevant knowledge based on
the concatenation of conversation context and the
most recent query. Performance is assessed using
NDCG @3, in line with previous studies (Mao et al.,
2023). 3) NLI (Bowman et al., 2015): We utilize
the NLI training set to establish text similarity capa-
bilities and evaluate models on STS tasks from the
MTEB (Muennighoff et al., 2022). 4) HotpotQA
(Yang et al., 2018): This task tests retrieval perfor-
mance in a multi-hop question-answering scenario.
5) MS MARCO (Nguyen et al., 2016): This task
assesses the web search capabilities of different
models.

Results and Analysis As shown in Table 4, the
results demonstrate a clear trend: as model size
increases, the average performance across the five
distinct retrieval tasks improves. This indicates
that larger models exhibit enhanced universality
and capacity, suggesting their greater potential to

serve as versatile embedding models in multi-task
scenarios.

In addition to comparing the absolute perfor-
mance of each model across multiple tasks, we con-
ducted experiments contrasting the performance
of models trained on each individual task versus
joint multi-task training. Table 4 presents the rel-
ative performance discrepancy. We observed that
multi-task training results in a relative performance
decrease compared to single-task training across all
tasks. This aligns with the hypothesis proposed by
(Neelakantan et al., 2022), suggesting that certain
retrieval tasks might have inherently conflicting
definitions, such as search and sentence similarity
tasks. Notably, the performance decrease dimin-
ishes as model size increases, indicating that larger
models might be capable of learning the intrinsic
relationships and distinctions between tasks during
multi-task training. This capability potentially al-
lows these models to narrow the performance gap
between multi-task and single-task training, and in
some cases even achieve improvements over single-
task training. This suggests that LLMs with more
parameter numbers have the potential to serve as
versatile general-purpose retrievers across multiple
retrieval tasks.

5 Conclusions

In this paper, we conduct a comprehensive empir-
ical investigation into the benefits and configura-
tions of large language models (LLMs) as back-
bone encoders for dense retrieval tasks. Our focus
is on comparing LL.Ms with non-LLMs and ana-
lyzing the impact of various LLM configurations,
such as parameter count, pre-training sufficiency,
and alignment processes. Our study highlights the
significant advantages of utilizing LLMs as back-
bone encoders for dense retrieval tasks. We find
that increasing the parameter count and ensuring
sufficient pre-training of backbone encoders en-
hance in-domain accuracy. Additionally, adopt-
ing larger models consistently yields performance
gains in zero-shot retrieval generalization, lengthy
retrieval generalization, and multi-task learning.
These insights provide a foundation for future re-
search aimed at optimizing dense retrieval mod-
els by balancing model size and pre-training suf-
ficiency of backbone LLMs to achieve superior
performance across diverse retrieval scenarios.



6 Limitation

While our study provides valuable insights into the
benefits and configurations of LLMs as backbone
encoders for dense retrieval tasks, several limita-
tions should be considered: Firstly, some experi-
ments lack comparisons with other models in the
same series, such as in data efficiency and multi-
task performance. Secondly, there are still some ca-
pability dimensions of retrieval models that haven’t
been examined, such as multilingual retrieval and
robustness against noisy data. Additionally, cer-
tain characteristics of LLMs, such as whether they
use unidirectional or bidirectional attention mech-
anisms, and the overlap between pre-training data
and downstream retrieval task data, have not been
explored. Addressing these aspects in future stud-
ies could provide a more complete, general conclu-
sion.

7 Ethical consideration

Our research explores the use of various Large
Language Models (LLMs) as backbone encoders
for dense retrieval tasks. Despite undergoing ad-
ditional fine-tuning in various experiments, these
models retain ethical and social risks inherent in
their pretraining data. Notably, open-source LLMs
may incorporate private or contentious data dur-
ing the training phase, thereby raising additional
ethical concerns.
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Model Dimension NDCG@10 MRR@10 R@10 R@1000
BERT-base 768 375 31.6 574 95.2
BERT-large 1024 39.9 33.8 60.3 96.0
T5-base 768 40.1 33.7 61.5 97.3
T5-x1 2048 423 35.8 64.0 98.3
T5-xxl 4096 44.2 37.6 66.2 98.6
Phi-1.5-1.3B 2048 40.6 34.1 62.2 98.0
Phi-2-2.7B 2560 433 36.6 65.8 98.6
Gemma-2B 2048 46.8 39.8 70.1 99.2
Gemma-7B 3072 48.7 41.7 72.1 99.4
Llama-2-7B 4096 47.8 40.8 70.9 99.4
Llama-3-8B 4096 49.0 42.1 71.9 99.5
Llama-2-13B 5120 48.7 42.0 71.4 99.5
Qwenl.5-0.5B 1024 433 36.7 65.5 98.2
Qwenl.5-4B 2048 46.8 40.0 69.7 99.2
Qwenl.5-14B 5120 48.3 41.3 71.5 99.4
Qwenl.5-32B 5120 49.5 42.6 72.7 99.5
Qwen1.5-0.5B-Chat 1024 433 36.8 65.1 98.1
Qwenl1.5-4B-Chat 2048 47.0 40.1 70.0 99.2
Qwen1.5-14B-Chat 5120 48.6 41.5 71.8 99.4
Llama-3-8B-Chat 4096 48.7 41.8 71.6 99.4

Table 5: Detailed result of in-domain accuracy on MS MARCO.

Model ArguAna ClimatetFEVER DBPedia FEVER FiQA2018 HotpotQA NFCorpus NQ Quora SCIDOCS SciFact Touche2020 TRECCOVID Avg
Bert-base 429 19.9 30.3 69.4 24.4 50.2 25.3 423 848 13.1 50.6 21.8 574 40.9
Bert-large 43.1 21.7 31.9 68.1 26.4 51.4 26.7 464 857 13.8 54.7 20.7 59.2 422
t5-v1_1-xxl 44.0 24.6 352 63.4 36.1 575 31.4 503  85.1 15.1 62.0 22.7 529 44.6
Phi-v1.5-1.3B 454 26.3 28.0 64.9 32.1 54.5 31.7 425 86.6 16.2 65.9 23.6 65.0 44.8
Phi-v2-2.7B 49.4 31.2 344 70.7 384 62.2 36.5 508  86.9 18.5 67.2 233 66.1 48.8
Gemma-2B 479 31.5 40.2 72.9 39.0 61.9 36.0 525 848 18.1 72.4 18.7 55.7 48.5
Gemma-7B 49.9 31.3 42.8 73.5 44.0 67.3 38.1 604 869 18.7 74.7 21.5 583 51.2
Llama-2-7B 48.7 31.2 44.4 76.2 423 68.1 36.2 573  86.8 18.3 73.8 19.6 47.8 50.0
Llama-2-13B 574 30.7 439 70.4 45.6 67.7 37.1 609 85.8 17.7 74.6 21.8 55.0 51.4
Llama-3-8B 56.1 30.8 41.6 72.7 41.7 66.0 352 564 858 17.8 74.0 20.6 56.9 50.4
Qwenl.5-0.5B 46.0 26.6 329 68.1 319 56.6 29.8 434 846 15.8 65.4 13.5 54.7 438
Qwenl.5-4B 50.2 30.5 40.5 72.9 39.4 63.7 354 543 853 17.5 70.8 18.3 58.6 49.0
Qwenl.5-14B 56.5 30.1 43.0 734 45.0 64.4 36.4 593 857 193 74.2 219 60.8 51.5
Qwenl.5-32B 57.5 31.3 44.5 75.3 479 68.0 37.1 59.7  86.0 18.8 75.6 24.5 60.3 52.8
Table 6: Detailed result of zero-shot retrieval generalization.
Model 256 512 1024 2048 4096 8192
BERT-large 18.0 18.1 - - - -
Qwenl.5-0.5B 17.6 19.0 20.1 21.1 37.1 449
Qwenl.5-4B 22.8 239 254 27.1 49.1 549
Qwenl.5-7B 243 26.4 27.8 28.2 523 55.9
Qwenl.5-32B 26.9 28.4 28.7 30.8 54.8 59.0
Llama3-8B 28.4 29.2 29.9 30.4 53.4 57.9

Table 7: Detailed result of lengthy retrieval on narrativeqa with varying maximum input passage length.
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MSMARCO
Train Instructions

Given a web search query, retrieve relevant passages that answer the query.
Retrieve pertinent passages from web searches to address the query.

Obtain relevant excerpts from online searches to provide answers.

Access passages on the web that directly respond to the search query.

Find pertinent text snippets online that address the given search query.

Access relevant passages from internet searches that answer the query at hand.

MSMARCO
Evaluate Instructions

Locate specific passages on the web that not only answer the given query but also
provide in-depth analysis and contextual information.

Identify and extract relevant text from online sources that comprehensively respond
to the query, including supporting evidence.

Obtain detailed excerpts from reputable online searches that provide thorough
answers and insights related to the query.

Find relevant online snippets that respond to the given query.

Retrieve and synthesize passages from websites that directly and extensively
address the search query.

NQ Given a question, retrieve Wikipedia passages that answer the question.
FiQA Given a financial question, retrieve user replies that best answer the question.
HotpotQA Given a multi-hop question, retrieve documents that can help answer the question.
NFCorpus Given a question, retrieve relevant documents that best answer the question.

Figure 5: Instrctions used in instruction-based retrieval.
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