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Figure 1: An example video from our WorldQA. To determine where the lady went when she was absent
from the video, we rely on visual cues, auditory hints, and the application of world knowledge. This forms a
reasoning chain to deduce the answer. WorldQA comprises 1007 question-answer pairs and 303 videos, spanning
five types of world knowledge. On average, the reasoning chain consists of 4.45 steps.We recommand watch the
video: https://www.youtube.com/watch?v=NXbJLLf9E_I

Abstract
Multimodal information, together with our001
knowledge, help us to understand the complex002
and dynamic world. Large language models003
(LLM) and large multimodal models (LMM),004
however, still struggle to emulate this capability.005
In this paper, we present WorldQA, a video un-006
derstanding dataset designed to push the bound-007
aries of multimodal world models with three008
appealing properties: (1) Multimodal Inputs:009
The dataset comprises 1007 question-answer010
pairs and 303 videos, necessitating the analysis011
of both auditory and visual data for success-012
ful interpretation. (2) World Knowledge: We013
identify five essential types of world knowl-014
edge for question formulation. This approach015
challenges models to extend their capabilities016
beyond mere perception. (3) Long-Chain Rea-017
soning: Our dataset introduces an average rea-018
soning step of 4.45, notably surpassing other019
videoQA datasets. Furthermore, we introduce020

WorldRetriever, an agent designed to syn- 021
thesize expert knowledge into a coherent rea- 022
soning chain, thereby facilitating accurate re- 023
sponses to WorldQA queries. Extensive eval- 024
uations of 13 prominent LLMs and LMMs re- 025
veal that WorldRetriever, although being the 026
most effective model, achieved only 70% of 027
human-level performance in multiple-choice 028
questions. This finding highlights the neces- 029
sity for further advancement in the reasoning 030
and comprehension abilities of models. Our 031
experiments also yield several key insights. For 032
instance, while humans tend to perform better 033
with increased frames, current LMMs, includ- 034
ing WorldRetriever, show diminished perfor- 035
mance under similar conditions. We hope that 036
WorldQA, our methodology, and these insights 037
could contribute to the future development of 038
multimodal world models. 039
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1 Introduction040

Consider the scene in Fig. 1. It shows more than a041
woman simply drinking coffee and picking up clothes.042
With the background sounds of a ticking clock and a043
mix of radio broadcasts, along with the noise of a door044
opening and closing, we naturally form a story: she’s045
just waken up and is getting ready, probably for work.046
Understanding this video requires combining two key047
human skills: perception and cognition. Perception lets048
us notice and recognize details, like the clock’s time,049
and the radio’s sound. Cognition, on the other hand,050
involves using knowledge from our own experiences,051
like knowing typical work hours. Together, these skills052
enable us to follow the video’s story through a logical053
series of steps.054

For humans, merging perception and cognition to un-055
derstand video narratives is intuitive, but what about056
Large Multi-modal Models (LMMs)? To push the057
boundaries of comprehensive video understanding, we058
introduce WorldQA, a diagnostic benchmark dataset059
challenges machines to answer questions about a video060
by employing multimodal data and world knowledge.061
WorldQA is distinguished by three main features: (1)062
Multimodal Video Input: Success requires analyz-063
ing both auditory and visual data. (2) Emphasis on064
World Knowledge: Questions in the dataset neces-065
sitate engagement with broad world knowledge. We066
identify five knowledge types critical for question an-067
swering: societal norms, multimodal associations, self-068
motivation, tool use, and social interactions, detailed069
in Sec. 3.1. (3) Long-Chain Reasoning: The dataset070
promotes integrating multimodal information and world071
knowledge across frames for complex reasoning. Cur-072
rently, the dataset includes 1007 question-answer pairs073
and 303 videos, with more details in Sec. 3. An initial074
analysis using GPT-4 (OpenAI, 2023) shows the average075
reasoning steps in WorldQA to be 4.45, notably higher076
than the under-two average in other datasets, as demon-077
strated in Table 2. Evaluation protocols are discussed in078
the Appendix A.079

We propose exploring WorldQA with Worl-080
dRetriver, employing large language model (LLM)081
agents (Shen et al., 2023; Surís et al., 2023; Chen et al.,082
2023; Wu et al., 2023). WorldRetriver breaks down083
each question into perception- or cognition-oriented084
tasks. These tasks are then addressed by specialized085
models—a multimodal key information retriever and086
a world knowledge retriever. The LLM integrates their087
outputs to form a cohesive reasoning chain, answering088
the question.089

Our study presents a comprehensive evaluation of090
WorldQA, benchmarking WorldRetriver against 13 lead-091
ing large language models (LLMs) and large multimodal092
models (LMMs), as well as comparing it to human per-093
formance. We focus on two tasks: open-ended and094
multiple-choice QA. WorldRetriver demonstrates supe-095
rior performance in both areas, achieving 36.38% accu-096
racy in open-ended QA and 36.59% in multiple-choice097

QA, surpassing even GPT-4V (Yang et al., 2023b). Key 098
findings include: (1) While WorldRetriver generally 099
outperforms GPT-4V, the latter excels in questions that 100
require complex reasoning, particularly at reasoning 101
steps 8, 9, and 10. (2) Current open-source LMMs ex- 102
hibit challenges with “consistency” in multiple-choice 103
QA, as discussed in Sec.5.3. (3) Employing GPT-4 to 104
evaluate open-ended QA models correlates well with 105
human judgments, explored in Sec.5.5. (4) Although 106
human performance typically improves with additional 107
frames, our WorldQA and current open-source LMMs 108
show decreased performance under similar conditions, 109
detailed in Sec. 5.5. 110

2 Related Work 111

2.1 VideoQA Datasets 112

Visual Question-Answering (QA) (Antol et al., 2015) 113
is a key task in video-language research, spanning a 114
wide range of datasets. These datasets evaluate vari- 115
ous capabilities from basic visual perception, including 116
activity recognition (Yu et al., 2019), concept detec- 117
tion (Xu et al., 2017), and counting (Jang et al., 2017), 118
to more advanced visual reasoning such as composi- 119
tional (Grunde-McLaughlin et al., 2021), causal (Xiao 120
et al., 2021; Yi et al., 2019; Xu et al., 2021), and sit- 121
uated reasoning (Wu et al., 2021). Beyond using vi- 122
sual information for answering questions, KnowIT (Gar- 123
cia et al., 2020) incorporates external knowledge from 124
the “Big Bang Theory” in its question design, whereas 125
Social-IQ (Zadeh et al., 2019) leverages both visual and 126
auditory modalities, solving human-centric questions, 127
Unlike KnowIT, which is limited to knowledge from a 128
single TV series, WorldQA draws on a broader range of 129
general world knowledge. Additionally, WorldQA ex- 130
pands beyond the human-centric focus of Social-IQ to 131
encompass a variety of subjects including animals and 132
machines. 133

Moreover, our analysis of existing videoQA datasets 134
identifies a notable limitation: most require less than 135
two reasoning steps per question, highlighting a gap 136
in their ability to facilitate complex reasoning. To ad- 137
dress this, we introduce WorldQA, a dataset specifically 138
designed to challenge models with more intricate rea- 139
soning sequences. 140

2.2 Vision-Language Models 141

Recent developments in large language models (LLMs) 142
such as GPTs (Radford et al., 2019; Brown et al., 143
2020), LLaMA (Touvron et al., 2023), and Vicuna (Chi- 144
ang et al., 2023) have enhanced the efficacy of vision- 145
language models like Flamingo (Alayrac et al., 2022; 146
Awadalla et al., 2023) and FrozenBiLM (Yang et al., 147
2022), especially in zero-shot learning contexts. Re- 148
searchers are now exploring instruction-tuned models, 149
including Otter (Li et al., 2023a), InstructBLIP (Dai 150
et al., 2023), , LLaVA (Liu et al., 2023b) and others (Ye 151
et al., 2023; Li et al., 2023b; Zhang et al., 2023; Muham- 152
mad Maaz and Khan, 2023; Gao et al., 2023), to en- 153
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Table 1: Dataset comparisons. Reason. stands for
reasoning. Avg. stands for average. Q/A stands for
question and answer.

Dataset Multi
modal?

World
knowledge?

Avg. reason.
steps

Avg. length
(Q/A)

MSVD-QA 1.40 6.6/1.0
TGIF-QA 1.71 8.7/2.1
TVQA 1.91 13.4/5.3
ActivityNet-QA 1.62 8.7/1.2
NExT-QA 1.31 11.6/2.9
Social-IQ 1.98 11.7/11.4
WorldQA 4.45 14.2/24.3

hance the interaction abilities of these vision-language154
models. These models excel in intricate human-model155
interactions and are ideal for multi-modal chatbot appli-156
cations.157

3 WorldQA Dataset158

In this section, we detail the WorldQA, aimed at creating159
a benchmark in video question answering for evaluating160
artificial intelligence (AI) in complex reasoning. The161
WorldQA comprises 303 videos and 1007 questions. As162
WorldQA is used solely for evaluation purposes, we163
believe the number of questions is sufficient. We first164
describe our thorough annotation process and multiple165
validation stages, then provide detailed statistics of the166
WorldQA.167

3.1 Constructing WorldQA168

Video Acquisition Stage The WorldQA sources data169
from two components: (1) PVSG(Yang et al., 2023a),170
which comprises 268 third-person videos from the Vi-171
dOR dataset (Shang et al., 2019) along with 200 egocen-172
tric videos sourced equally from Epic-Kitchens (Damen173
et al., 2018) and Ego4D (Grauman et al., 2022), and174
(2) user-generated content from YouTube, identified us-175
ing search terms such as “1 minute movie” and “short176
movie”. In total, this initial dataset encompasses 1000177
videos.178

Question and Answer Creation Stage Expert anno-179
tators formulated questions to test two aspects of QA180
systems:181
1) World Knowledge Understanding: Understanding182
video content goes beyond the perception level, requir-183
ing an integration of broad world knowledge. This in-184
cludes: a) Tool Use: Understanding the purposes of var-185
ious tools and concepts, e.g., recognizing that a hammer186
is for driving nails. b) Societal Norms: Comprehend-187
ing behaviors, traditions, and unwritten rules within188
societies, e.g., the custom of handshaking in certain cul-189
tures. c) Self Motive: Identifying personal intentions190
and motivations, e.g., eating to satisfy hunger. d) Social191
Interaction: Understanding the subtleties of commu-192
nication and relationships, such as interpreting social193
signals. e.g., recognizing that people who cannot speak194
may use written notes to communicate. e) Multimodal195

Association: Linking vision and hearing to form a com- 196
plete understanding. e.g., sound of alarm bells with the 197
visual of people evacuating to infer a fire. 198
2) Long Reasoning Chain: Deducing “Who is the mur- 199
derer?” in a detective movie involves complex reasoning 200
steps. However, current videoQA, like NExT-QA (Xiao 201
et al., 2021) and Social-IQ (Zadeh et al., 2019), often 202
feature basic questions that require minimal reasoning. 203
For example, typical NExT-QA questions, such as “Why 204
are the dogs running around?” with an answer like 205
“Chasing each other”, require very few reasoning steps. 206
Our analysis using GPT-4 found the average reasoning 207
depth in NExT-QA to be 1.31, validating this observa- 208
tion.1 WorldQA, aims to challenge this by including 209
questions that demand multi-step reasoning, where at 210
least two logical steps are necessary to arrive at the 211
answer. 212

It’s important to note that a single question might 213
involve multiple types of world knowledge. Anno- 214
tators were tasked with providing answers to these 215
questions. To broaden the utility of our dataset, we 216
used GPT-4 (OpenAI, 2023) to transform our question- 217
answer pairs into a multiple-choice format, as shown in 218
Fig. 2(a).2 219

Question and Answer Validation To refine our ques- 220
tion set, we established criteria for deletion as follows: 221
(1) Questions that do not require world knowledge, as 222
verified by an annotator different from the question 223
creator; (2) Questions for which GPT-4/ChatGPT re- 224
sponses align with human-annotated answers, as de- 225
tailed in Section 5.2; and (3) Questions that are solvable 226
in fewer than two reasoning steps, initially verified by 227
an annotator different from the question creator and then 228
further filtered by querying GPT-4, as described in Ap- 229
pendix A. This process yielded a dataset of 303 videos 230
and 1007 questions. 231

In improving multi-choice questions, we aimed to: 232
(1) make all options similar in length, and (2) ensure 233
questions can only be correctly answered by models 234
with visual input. To achieve the second goal, we repeat- 235
edly adjusted each option until GPT-4/ChatGPT could 236
not answer correctly. As Table 2 shows, all LLMs (Lan- 237
guage Learning Models) scored zero on these questions. 238
However, GPT-4 achieved 35.34 points in the NExT-QA 239
multi-choice test, as explained in the 5.5. 240

3.2 Data Statistics 241

Dataset Comparison WorldQA presents significant 242
advancements over existing datasets, as Table 1 illus- 243
trates. Firstly, it requires complex multi-step reasoning. 244
Using GPT-4, we evaluated the reasoning steps in each 245
question-answer pair across datasets; WorldQA aver- 246
ages 4.45 steps, notably higher than others which typ- 247
ically involve less than two steps. This complexity is 248
also evident in answer lengths: while answers in other 249
VideoQA datasets average below five words, those in 250

1The details of the prompt are shown in the Appendix A.
2The details of the prompt are shown in the Appendix B.
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Question: Why is the man with blue
shorts and white shirts crouching 
behind someone else?
Open ended Answer: He is preparing 
for the football kick-off.

Multi-choice options and
answer :
A. He is tying his shoelaces.
B. He is preparing for the 
football kick-off.✅
C. He is playing a game of 
hide and seek.
D. He is resting after a long 
run.

Figure 2: (a) An example for reformating open-ended QA into multi-choice QA. (b) the distribution of different
world-knowledge types. (c) the distribution of reasoning step counts.

Question:
Why do the
men kick and 
hit printers?.

Retrieved
Knowledge:
Malfunctions;
Stress ….

World Knowledge
Retriever

Multimodal Key 
Info Retriever

t=20st=10s t=40s t=60s
Image-Text

Audio-Text

Key Frame Describer

Initial-Answer:
Because he looks
frustrated.

Multimodal Key Info Retriever

Speech-Text

Question

Question

World Knowledge Retriever

Answer
Composing

Answer: Because he is 
not in a good mood. 
Additionally, the 
printer is not working; 
kicking it might make 
it work.

Query: Potential 
reason for people 
kicking the printer.

ChatGPT

Figure 3: WorldRetriever, an agent designed to synthesize expert knowledge into a coherent reasoning chain for
answering questions.

WorldQA average 24.3 words. Secondly, it necessitates251
more than visual information for success. WorldQA en-252
compasses audio comprehension and world knowledge,253
expanding its scope beyond mere video visuals for effec-254
tive question resolution. To our knowledge, it represents255
the first VideoQA dataset that incorporates questions256
necessitating world knowledge.257

Knowledge Types and Reasoning Step Statistics As258
illustrated in Fig. 2(b), the majority of these questions259
fall under the “social interaction” category. Further-260
more, Fig. 2(c) demonstrates that the reasoning steps in261
WorldQA vary, ranging from two to ten steps.262

4 WorldRetriver263

In this section, we introduce WorldRetriver, a method264
that leverages LLM-as-agent for complex long-chain265
reasoning. As depicted in Fig. 1, human long-chain266
reasoning involves gathering information from various267
sensors and integrating world knowledge to reach a con-268
clusion. WorldRetriver mimics this approach by using269
expert models for individual sub-tasks. These models270
perform specific functions, and then WorldRetriver com-271
bines their outputs with the original question to formu-272
late the final answer.273
Multimodal Key Info Retriever This component is274
crucial for tasks that involve video information. It in-275
cludes an image-language model to describe key frames276
from videos, an audio-language model to capture audio277

details, and a speech-language model for interpreting di- 278
alogues within the video. These descriptions, combined 279
with the question, allow a pre-defined LLM to generate 280
the Initial Answer. 281
World Knowledge Retriever This model trans- 282
forms questions into search queries for global knowl- 283
edge databases, i.e., Google, and then succinctly sum- 284
marizes the search results into “Retrieved Knowledge.” 285
In this context, any large language model (LLM) with a 286
knowledge-retrieval function can be used. 287
Answer Composition In the final stage, the Initial 288
Answer and the Retrieved Knowledge, along with the 289
question, are fed into a pre-defined LLM to generate the 290
final response. The prompt for this stage can be found 291
in the Appendix C. Additionally, a “chain-of-thought’ 292
prompt is employed to aid the LLM in developing a 293
logical reasoning chain. 294

5 Experiments 295

5.1 Experimental Setup 296

Our study assesses the performance of diverse models 297
on WorldQA across four settings: (1) Large Multi- 298
modal Models (LMMs) for Video Processing: This 299
category includes FrozenBiLM (Yang et al., 2022), 300
Otter-Video(Li et al., 2023a), VideoChat(Li et al., 301
2023b), Video-LLaMA(Zhang et al., 2023), Video- 302
ChatGPT(Muhammad Maaz and Khan, 2023), and 303
mPLUG-Owl(Ye et al., 2023). These open-sourced 304
models, which are trained with a specific number 305
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of frames, typically combine a language model (e.g.,306
LLama(Touvron et al., 2023) or Vicuna(Chiang et al.,307
2023)), a vision encoder (e.g., CLIP(Radford et al.,308
2021)), and a connector (e.g., linear layer (Liu et al.,309
2023a)) to convert vision embeddings into “text tokens.”310
Additionally, we include the recently API-accessible311
GPT-4V in our analysis. (2) LMMs for Image In-312
puts: This group comprises Qwen-VL(Bai et al., 2023)313
and LLaVA-1.5(Liu et al., 2023a). (3) Large Lan-314
guage Models (LLMs): We evaluate models such as315
Vicuna-v1.5-7B(Chiang et al., 2023) (abbreviated as Vi-316
cuna), ChatGPT(OpenAI, 2023), and GPT-4(OpenAI,317
2023), focusing on scenarios where their inputs con-318
sist solely of the question or the question accompa-319
nied by options. (4) WorldRetriver: This approach320
uses ChatGPT as its predefined LLM and LLaVA-v1.5-321
7B(Liu et al., 2023a) (abbreviated as LLaVA) for image-322
text tasks, Beats(Chen et al., 2022) for audio-text, and323
Whisper(Radford et al., 2023) for speech-to-text con-324
version. We use LLaVA to describe images, selecting325
eight frames uniformly. Audio clips are extracted from326
videos using Pydub(Robert et al., 2018) and analyzed327
with Beats. Our approach also integrates ReACT(Yao328
et al., 2022) for world knowledge retrieval. (5) Aug-329
mented LLM and Human Performance: Inspired by330
MathVista (Lu et al., 2023), our study evaluates human331
performance alongside three augmented LLMs: Aug-332
mented Vicuna/ChatGPT/GPT-4. As mentioned above,333
the current LMM consists of a language model, a vision334
encoder, and a connector. We propose that LMM per-335
formance might be limited by the vision encoder and336
connector’s ability to translate visual data into “text to-337
kens.” To explore this hypothesis, we converted video338
information into event descriptions annotated by hu-339
mans (for detailed information on event descriptions,340
please refer to Appendix D). Subsequently, we prompted341
the language models with these descriptions alongside342
questions to get responses, in what we term “augmented343
LLM.” This experiment helps us estimate the potential344
maximum performance for LMMs using similar lan-345
guage models.346

Notably, except for GPT-4V and FrozenBiLM, the347
other LMMs use a 7B language decoder, similar in348
size to Vicuna. Video-LLaMA uniquely processes both349
audio and visual modalities.350

5.2 Open-Ended QA351

Definitions and Metrics Recent studies (Xiao et al.,352
2021; Zheng et al., 2023) have increasingly turned their353
attention to generation-based open-ended QA, where an-354
swers are not confined to a closed set. However, assess-355
ing the quality of open-ended text remains challenging.356
For instance, current evaluation protocols like NExT-357
QA may overlook semantic correlations; a response “a358
cute teddy bear” receives no credit if the ground truth359
is “a teddy bear.” This issue is compounded as answer360
length increases.361

In the field of natural language generation (NLG),362
recent initiatives have investigated the use of GPT-4 for363

Table 2: Evaluation of Large Multimodal Mod-
els (LMMs), Language Models (LLMs), and Worl-
dRetriver in WorldQA. We introduce two upper-
bounds for comparison: LLMs augmented with huamn-
annotated event descriptions, labeled as (Aug.) X, and
the human performance. The best model in each group
is highlighted in blue, while the overall top performer
in all tasks is marked in red. Different types of inputs
include: Q for Question, V for Video, I for Image, and
Vd for Video Description. Langauge model param. indi-
cates the parameter of the language model.

Model (language model param.) Input Open
ended ↑

Multi
choice ↑

Large Multimodal Models (LMMs)-Video

FrozenBiLM (900M) Q,V 8.21 0.32
Otter-Video (7B) Q,V 24.22 6.11
VideoChat (7B) Q,V 24.43 1.29
LLaMA-Adapter (7B) Q,V 25.87 12.04
Video-LLaMA (7B) Q,V 26.80 4.81
Video-ChatGPT (7B) Q,V 28.51 13.25
mPLUG-Owl (7B) Q,V 31.89 0.75
GPT-4V(ision) (-) Q,V 35.37 32.83

Large Multimodal Models (LMMs)-Image

Qwen-VL (7B) Q,I 24.04 12.80
LLaVA (7B) Q,I 31.31 0.30

Large Language Models (LLMs)

Vicuna (7B) Q 22.44 0.00
ChatGPT (20B) Q 24.24 0.00
GPT-4 (-) Q 28.73 0.00

LLM Agent

Ours (ChatGPT as LLM) (20B) Q,V 36.38 36.59

Upper Bound with Human Transcription

(Aug.) Vicuna (7B) Q,Vd 38.71 23.90
(Aug.) ChatGPT (20B) Q,Vd 46.50 46.06
(Aug.) GPT-4 (-) Q,Vd 48.46 56.06

Human-Level Performance

Human Q,V 72.43 88.79

assessing the quality of open-ended model-generated 364
responses (Zheng et al., 2023; Xie et al., 2023). For 365
evaluating open-ended QA, we also use GPT-4. Our 366
scoring system for model answer A against ground truth 367
G is: (1) A = G: Correct (1 point), (2) A ∩ G = ∅: 368
Incorrect (0 points), (3) ∅ < A ∩G < A ∪G: Partially 369
correct (0.3 points), (4) A ⊂ G, A ̸= G: Incomplete 370
but correct (0.5 points), (5) G ⊂ A, A ̸= G: Redundant 371
(0.5 points). GPT-4’s scoring is exemplified in Fig. 5. 372

Main Results Our open-ended QA evaluation re- 373
vealed several key insights: 1) Superiority of Worl- 374
dRetriver and GPT-4V: Our method, WorldRetriver, 375
using ChatGPT, surpasses the ChatGPT baseline by 376
12.14 points and GPT-4V by 1.01 points, as shown in 377
Table. 2. In Fig. 4, WorldRetriver and GPT-4V out- 378
perform the leading open-source LMM, mPLUG-Owl, 379
particularly in reasoning beyond five steps. While Worl- 380
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Figure 4: Comparative performance of advanced LMM
and our method across increasing reasoning steps.

dRetriver beats GPT-4V in the overall performance, the381
latter shows strength in complex reasoning tasks (steps382
6 to 9). However, the closed-source nature of GPT-383
4V suggests future research opportunities to understand384
these differences. 2) Non-Zero Performance in Large385
Language Models (LLM): Although WorldQA is a386
videoQA dataset, it is observable that LLMs can still387
achieve a certain level of accuracy by using only the388
questions as input, which we consider reasonable. For389
instance, in response to the question, “What did the390
lady do when she left home?”, an LLM might reply,391
“She may have gone shopping or to work.” While this392
response is not entirely accurate, it closely approxi-393
mates the actual answer, “She went to work.” However,394
as mentioned in Sec. 3.1, questions that could be an-395
swered with 100% accuracy by LLMs were excluded.396
3) Limitations of Current Video-Based LMM in Han-397
dling Multiple Frames: We found that the image-based398
LLaVA model outperforms most video-based models in399
performance, which is surprising given that video-based400
LLMs are capable of processing multiple frames. This401
leads to a pivotal question: Do the tasks in WorldQA re-402
quire only a minimal number of frames, or do current403
video-based LMMs struggle to use multiple frames ef-404
fectively? Sec. 5.5 presents experimental evidence sup-405
porting the latter. 4) Impact of Language Model Size:406
When compared to LMMs with a 7B-language model,407
Vicuna’s lower performance is expected due to its lack408
of vision information for answering questions. However,409
GPT-4 surpasses six out of the eight LMMs. This un-410
derscores the significant benefits of GPT-4’s advanced411
language processing capabilities. It also suggests that412
incorporating a languge model as powerful as GPT-4’s413
could significantly advance the capabilities of current414
LMMs. 5) Potential for Improvement: By employ-415
ing the same language model, namely Vicuna, our aug-416
mented Vicuna model surpasses LLaVA by 7.4 points.417
This result underscores a significant opportunity for im-418
proving LMMs. Moreover, even the augmented GPT-4419
reaches merely 67% of human performance, suggesting420
a considerable scope for advancing current models.421

5.3 Multi-Choice QA 422

Definitions and Metrics Compared to open-ended 423
QA, multi-choice QA tasks simplify the QA task, as the 424
correct answer is always among the provided options. 425
We follow the approach of MMBench (Liu et al., 2023c) 426
and use its proposed CircularEval evaluation method to 427
evaluate model performance. CircularEval requires the 428
model to answer each question N times, where N is the 429
number of choices. Each iteration involves a circular 430
shift of the options, creating a different arrangement. 431
This technique mitigates the effect of random guessing, 432
which could otherwise lead to a 25% Top-1 accuracy 433
rate in scenarios with four choices. If the model’s re- 434
sponse does not match any of the given options (e.g., 435
A, B, C, D), ChatGPT evaluates semantic similarity to 436
determine the most appropriate choice. For more details 437
on CircularEval, please refer to MMBench. 438

Main Results In Table 2, WorldRetriver performs 439
better than other models in multi-choice QA, show- 440
ing a notable 3.76-point lead over GPT-4V. Also, we 441
made sure each multi-choice question could only be cor- 442
rectly answered by models that can process visual input, 443
resulting in LLMs scoring zero. Our analysis high- 444
lights important insights: 1) Consistency Challenge 445
in Open-Source LMMs: Notably, while mPLUG-Owl 446
and LLaVA show strong performance in open-ended 447
tasks, their effectiveness decreases in multi-choice QA 448
scenarios. We propose that this decline is likely due to 449
inconsistent choice when the order of options is varied. 450
To illustrate this issue, we introduce the “consistency 451
rate” metric in Fig. 6, which quantifies how often a 452
model selects the same option across different arrange- 453
ments of the N options, regardless of the answer’s cor- 454
rectness. As demonstrated in this figure, there is a sig- 455
nificant correlation between the consistency rate and 456
accuracy in multi-choice QA. This finding highlights 457
the importance of a model’s ability to consistently select 458
the same answer as a key indicator of its proficiency in 459
CircularEval. 2) Consistency Loss in Fine-Tuned Lan- 460
guage Model: Among LMMs, LLaVA and mPLUG- 461
Owl are unique in tuning their language models during 462
the instruction tuning phase. However, this approach 463
results in notably poorer consistency and, consequently, 464
inferior performance in multi-choice QA tasks. A direct 465
comparison between LLaVA, which uses the Vicuna, 466
and Vicuna itself reveals a significant drop in consis- 467
tency for LLaVA. This suggests that tuning language de- 468
coders during the instruction tuning stage can adversely 469
affect the model’s overall consistency. 3) Potential 470
for Improvement: With human benchmarks at 88.79, 471
there is substantial scope for models to match or exceed 472
human performance in video comprehension. 473

5.4 Ablation Studies of WorldRetriver 474

In this subsection, we examine the impact of distinct 475
components within the WorldRetriver. 476
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Question: Why does the man 
knock on the safe?
GT Answer:. To get out of the safe
✅ , he can only create noise by 
knocking on the safe to seek help.✅

t=90s t=140st=110s t=120s

By knocking on the safe, the man
signals that he has been given the
combination.❎

mPLUG-Owl
(Incorrect answer)

Because he is trying to get someone‘s
attention✅ or gain access into the safe. .
❎

Video-ChatGPT
(Partially correct answer)

Because he try to get out of the safe.✅

Otter-Video
(Incomplete answer)

GPT-4 Eval Score : 0
Rationale: According to the ground truth, 
the man is trapped inside the safe and is 
knocking to seek help. 

GPT-4 Eval Score : 0.3
Rationale: …identifies that the man is
trying to get someone’s attention. However,
gaining access to the area is incorrect.

GPT-4 Eval Score : 0.5
Rationale: ..indicates that the man
attempted to exit the safe. However, it
omits the logical step where he knocked
on the safe to create noise.

Figure 5: Examples of how does GPT-4 score in the open-ended question.
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Correlation between Consistency and Multi-choice: 0.81

Figure 6: Analysis of the correlation between multi-
choice QA performance of models and their consistency,
defined as the frequency of selecting the same response
N times across varied sequences of N options.

477
Open-ended ↑ Multi-choice ↑

Ours 36.38 36.59
- world-knowledge 34.78 (-1.60) 35.46 (-1.13)
- speech-text 33.45 (-1.33) 34.12 (-1.34)
- audio-text 33.23 (-0.22) 34.45 (+0.23)
- image-text 30.98 (-2.25) 2.23 (-32.22)

478

As shown above, our findings indicate that the image-479
text model is the most critical, while the audio-text480
model contributes the least to overall performance. No-481
tably, the enhancement provided by the audio-text com-482
ponent is negligible. To investigate the cause, we scru-483
tinized the output of the audio-text model, which is484
responsible for categorizing audio within every clips in485
videos. The analysis reveals that the prevalent audio-486
text model, Beats, seldom produces accurate classifi-487
cation labels for video audio content. Additionally,488
leveraging the capabilities of expert models—Whisper489
and ReACT—might be the core reason why Worl-490
dRetriver outperforms GPT-4V.491

5.5 Further Analysis492

The Relation of Reasoning Steps/Knowledge Type493
and Performance We investigated the impact of the494
number of reasoning steps on a model’s ability to an-495
swer questions, specifically examining the correlation496
between reasoning steps and performance. In Fig. 7a,497

the results shown for each step are averaged from the 498
models in LMMs-Video, LMMs-Image, WorldRetriver, 499
and Augmented-LLM in Table 2. Our findings reveal 500
that as the number of reasoning steps increases, per- 501
formance deteriorates. Notably, by the time it reaches 502
10 reasoning steps, the average score is almost zero in 503
open-ended tasks. 504

Additionally, we examined the average performance 505
of models across five distinct word-knowledge types. As 506
shown in Fig. 7b, it’s notable that the poorest average 507
performance is observed in the “multimodal association” 508
word-knowledge. This is likely because current models 509
are unable to handle audio/speech signals 510

Does GPT-4’s scoring align with human preferences? 511
In Sec. 5.2, a question arises: does the model that 512
achieves the highest score in open-ended QA, as evalu- 513
ated by the predefined GPT-4 scoring system, truly align 514
with human preferences? To investigate this, we em- 515
ployed the Model Arena approach (Zheng et al., 2023; 516
Xu et al., 2023), which involves rating models based 517
on human preferences in a side-by-side comparison of 518
two model-generated answers. The Elo rating system, 519
employed in Model Arena, aggregates these judgments 520
to rank models. If the rankings in Table. 2 for the open- 521
ended QA task correspond with those derived from the 522
Model Arena, it would validate the effectiveness of the 523
GPT-4 scoring system in evaluating LLM-generated re- 524
sponses. 525

In our study, we conducted five rounds of Model 526
Arena for each question pertaining to six video-based 527
LLMs, huamn judges reviewed related videos for mak- 528
ing the decision. This procedure was replicated across 529
4,255 comparisons. 530

The results, shown in Fig. 7c, primarily classify the 531
responses as “tied (bad)”, suggesting that current LMMs 532
fail to produce high-quality responses. A comparison of 533
the Elo rankings with the open-ended QA performance 534
in the LLMs-video section (Table 2) shows a signifi- 535
cant correlation. This agreement with open-ended QA 536
scores validates our evaluation method for open-ended 537
answers. 538
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Figure 7: Key findings emerged from the further analysis.

Do More Frames Impair Performance? In Sec. 5.3,539
we pose a question: do the tasks in WorldQA require540
only a minimal number of frames, or do current LMMs541
struggle with effectively using multiple frames? Our542
experiments suggest the latter. As depicted in Fig. 7d,543
a distinct pattern is observed: the performance of hu-544
mans and augmented ChatGPT—which selects event de-545
scriptions based on the time period of sampled frames—546
enhances on WorldQA when more frames are used. In547
contrast, Video-ChatGPT and our proposed methods548
exhibit peak performance at approximately 16 frames.549
This suggests a limitation in how current models process550
multiple frames.551

Can Uni-modal model answer?552
Social-IQ NextQA KnowIT Ours(WorldQA)

GPT-4 29.47 35.34 36.44 0.00553

In Sec. 3.2, we mention that for multi-choice ques-554
tions, we repeatedly adjusted each option until GPT-555
4/ChatGPT was unable to provide an answer. This ap-556
proach ensures that each question can only be answered557
by models equipped with visual input capabilities. In558
contrast, we noted that many existing videoQA datasets559
contain questions that GPT-4 can answer correctly with-560
out visual information. We explored this issue using561
CircularEval, and the results of these experiments are562
detailed above.563

6 Discussion and Conclusion 564

In this study, we introduce WorldQA, an innovative 565
dataset designed to assess the ability of visual-language 566
models in understanding videos. WorldQA distinctively 567
emphasizes the integration of multimodal information 568
and the application of world knowledge for complex rea- 569
soning, reflecting a crucial aspect of human intelligence. 570
Concurrently, we present WorldRetriver, a technique 571
inspired by human approaches to video understanding. 572
Our experiments with WorldQA reveal that current mod- 573
els still fall short of human-like proficiency in video 574
understanding. 575

7 Limitations 576

The videos in WorldQA are sourced from various plat- 577
forms, including Ego4D(Grauman et al., 2022), Epic- 578
Kitchens(Damen et al., 2018), VidOR (Shang et al., 579
2019), and YouTube. This diversity introduces potential 580
biases inherent in these sources. Furthermore, there is 581
a concern regarding the potential skew in the question- 582
answer pairs, possibly influenced by the annotators’ per- 583
spectives. Additionally, the significant observation that 584
WorldRetriver struggles to process multiple frames high- 585
lights a crucial area for future improvement. 586
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A Prompt for Reasoning Hop808

The prompt for getting the required reasoning hop for809
each question is shown in Table. 4. An example of a810
question-answer pair with ten reasoning steps is shown811
in Fig. 9.812

B Prompt for Multi-choice QA813

The prompt for getting the required reasoning hop for814
each question is shown in Table. 5.815

C Prompt for Answer Composition816

System Message
As an AI visual assistant, your task involves syn-
thesizing an answer to a question about a video
by integrating responses from two expert models:
Model A and Model B. Model A provides the initial
answer to the question, while Model B focuses on
contributing additional external knowledge to solve
the question.
Let’s begin this task:
Question:
{question}
Response from Model A:
{Model_A_response}
Response from Model B:
{Model_B_response}
Step-by-step reasoning:
<reasoning process>
Answer:
<answer>
Let’s think step by step.

Table 3: System message for creating answer composi-
tion.{XXX} is the placeholder for specific information,
i.e., question, response from Model A and Model B.

D Dataset Construction817

In each video, we ask annotators to describe the events818
occurring, along with the timestamps. An example of819
such an event description is shown in Fig. 8:820

E Case Study821

More examples of question-answer pairs are displayed822
in Fig. 8-16. Additionally, the full videos for each ex-823
ample can be viewed at https://www.youtube.com/824
watch?v=NXbJLLf9E_I.825

System Message
As an AI visual assistant, your objective is to de-
termine the number of reasoning steps—each rep-
resenting a logical or causal link—between a given
question and paired answer. In this context, a rea-
soning step elucidates the process through which
the answer relates to the question. The goal is to
quantify the depth of reasoning, whereby a direct
causation between the answer and question consti-
tutes one step, while the presence of intermediate
steps to establish a connection warrants a higher
count.
Let’s begin this task, you reasoning steps should be
as fewer as possible. In your reasoning step, do not
generate anything unmentioned in the question and
answer.
You format should be :
Reasoning steps: <reasoning steps>
Number of Reasoning steps:
<number of Reasoning steps>
Question: {question}
Answer: {answer}

In-context Examples
Question: why did the kid drink water?
Answer: the kid is thirsty
Reasoning steps:
1. When people feel thirsty, they want to drink water
Number of Reasoning steps:1

Question: Why did the kid touch the cup? Answer:
the kid is thirsty
Reasoning steps:
1. When people feel thirsty, they want to drink
water.
2. Cups are usually used to collect water.
Number of Reasoning steps:2

Question: Why does the tank turn red?
Answer: It stands to reason that there was a piranha
in the tank, The piranha bit the man in the tank.
The person in the water tank bleeds because of this.
Blood turns the water tank red.
Reasoning steps:
1. There was a piranha in the tank.
2. Piranha bit the man in the tank.
3. The person in the water tank bleeds because of
this.
4. Blood turns the water tank red.
Number of Reasoning steps:4

Table 4: System message and in-context exemplars for
reasoning step prompting.
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System Message
As an AI visual assistant, your task involves first
analysing video content, including various textual
descriptions, and then rewriting the given question
into multi-choice questions (with four options and
only correct answer) related to the video.

##Video Textual Description##
1. Event Descriptions: Descriptions of specific
video segments identified by their timestamps (start
and end times).

##Guidelines##
While executing this task, please adhere to the fol-
lowing guidelines:
1. The answer to each question should be in the
form of a single letter: A, B, C, or D.
2. All the options you provide should be roughly
the same length.
3. The choices you present should be formulated in
a way that makes them tricky to differentiate, thus
creating some confusion for the individual answer-
ing the question.
4. You should rewriting the given question even
if you think it do not seem to match the content
described.
5. The correct option should follow the answer of
the given question.
6. Starting your response without saying anything
unrelated to the output format.

##Format## Your output format should be like:
Question:
<question>
Option
A.XXX
B.XXX
C.XXX
D.XXX
Answer:
<answer>
Let’s begin this task, you should rewrite all the be-
low questions (in the (2)) into multi-choice question,
based on these video event descriptions(in the (1)).
(1) Event Descriptions:
{event_descriptions}
(2) The questions for rewriting:
Question: {question}
Answer: {answer}

Table 5: System message for creating multi-choice ques-
tion. {XXX} is the placeholder for specific information,
i.e., event description, question and answer.
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t=100s t=110s

t=10s t=20s t=30s t=40s t=50s

t=60s t=90s t=130s

Event Description

00:00-00:19: A man stands in front of a printer.
00:19-00:24: The man presses the buttons of the printer, kicks the printer and a piece of paper with a black hole pattern is printed out.
00:24-00:37: The man picks up the paper and places it aside, opens and closes the cover of the printer.
00:37-00:42: The man picks up a cup, takes a drink, places the cup on the paper, and the cup disappears.
00:42-00:53: The man crouches down, staring at the paper, extends his hand above the black hole pattern and then pulls it back.
00:53-01:01: The man reaches his hand into the black hole pattern, and his hand gradually disappears. He pulls his hand back, and the cup 
(cup-1) appears in his hand.
01:01-01:10: The man puts the cup aside, then picks up the paper and places it in front of him. He reaches his hand into the black hole 
pattern on the paper, his hand disappears, and then he pulls his hand back.
01:10-01:33: The man holds the paper and walks to a vending machine. He places the paper on the glass surface, looks around, reaches his 
hand into the black hole pattern, his hand gradually disappears, and then he pulls his hand back, holding a snack.
01:33-01:42: The man opens the snack and eats it. He then looks at a door walks to the door and sticks the paper onto the door. He reaches 
his hand into the black hole pattern on the paper, his hand gradually disappears, and he turns the door handle, opening the door.
01:42-02:12: The man turns on the light , walks to a safe, crouches down, and sticks the paper onto the safe . After looking around, he 
reaches his hand into the black hole pattern, his hand gradually disappears, and then he pulls his hand back, holding a stack of money. After 
placing the money down, the man repeatedly reaches into the black hole pattern, continuously producing money.
02:12-02:27: The man places his body into the black hole pattern, and his body gradually disappears. The paper falls and sounds of tapping 
come from the safe.

Questions

Question: Why does the man knock on the safe?
GT Answer: To get out of the safe, he can only create noise by knocking on the safe to seek help.
GPT-4 generated reasoning step:
1. The man knows that without the black hole pattern on the paper, he cannot rely on himself to get out of the safe.
2. He can only create noise by knocking on the safe to seek help.
Required Knowledge Type:
Multi-modal Association

Question: Why do men kick and hit printers?
GT Answer: Because he is not in a good mood. Additionally, the printer is not working; kicking it might make it work.
GPT-4 generated reasoning step:
1. Men need the printer to print things.
2. The printer is not working properly to print the things that men need.
3. Men get frustrated when the printer does not work.
4. Kicking and hitting the printer is a way for men to express their frustration.
5. In addition, kicking the printer is a usual way to fix it.
Required Knowledge Type:
Tool Use; Self-Motive

Question: What might happen if the man  lost the paper  with the black hole pattern while inside the safe?
GT Answer: He would likely be trapped inside the box because he would no longer have a way to exit.
GPT-4 generated reasoning step:
1. The man is inside the safe.
2. The man needs a way to exit the safe.
3. The paper with the black hole pattern serves as a means of exiting the safe.
4. If the man loses the paper, he no longer has a way to exit the safe.
5. Therefore, he would likely be trapped inside the box.
Required Knowledge Type:
Tool Use; Self-Motive

Figure 8: Example 1.
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Questions

Question: What if the man had checked the socket switch before trying alternative methods to toast the bread?
GT Answer: If the man had checked the socket switch before trying alternative methods, he would have realized that the toaster was not 
broken but simply not turned on. This would have saved him the effort of trying to toast the bread in other ways, which proved to be 
ineffective and wasteful.
GPT-4 generated reasoning step:
1. The man did not check the socket switch.
2. Consequently, the toaster did not work.
3. In response, the man tried alternative methods to toast the bread.
4. These alternative methods included using an oven, a hairdryer, and even a lighter.
5. However, none of these alternative methods worked.
6. Checking the socket switch would have revealed that the toaster was not broken, but simply not turned on.
7. Had the man checked the socket switch before resorting to alternative methods, he would have realized that the toaster was, in fact, 
functional.
8. The toaster is capable of toasting bread very effectively.
9. This realization would have saved him the effort of trying to toast the bread in other ways.
10. Ultimately, trying alternative methods proved to be ineffective and a waste of time.
Required Knowledge Type:
Tool Use; Self-Motive

Question: Why did the boy  throw the bread from the plate onto the table?
GT Answer: The boy  touched the bread slice with his finger and found that its surface wasn't crisped by the hairdryer, leading to a sense 
of displeasure after realizing the inefficacy of the blow dryer.
GPT-4 generated reasoning step:
1. The boy touched the bread slice with his finger.
2. The boy found that the bread's surface wasn't crisped by the hairdryer.
3. The boy felt displeasure after realizing the inefficacy of the blow dryer.
4. The boy threw the bread from the plate onto the table.
Required Knowledge Type:
Self-Motive

t=4s t=8s t=12s t=22s t=25s

t=33s t=46st=27s t=29s t=50s

Figure 9: Example 2.
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Questions

Question: What would have happened if the woman hadn't knocked over the coffee mug ?
GT Answer: If the woman  hadn't knocked over the coffee mug, the outcome would have been that she would continue feeling frustrated 
due to a lack of inspiration.
GPT-4 generated reasoning step:
1. The woman knocking over the coffee mug led to a lack of inspiration.
2. If the woman hadn't knocked over the coffee mug, she wouldn't have lost her inspiration.
Required Knowledge Type:
Self-Motive

Question: How did we as the audience first realize that the woman knocked over the cup?
GT Answer: We can clearly hear the sound of the cup being knocked over. We also clearly saw the water in the water cup spilling out.
GPT-4 generated reasoning step:
1. we can hear the cup being knocked over
2. We can see the waters spilling out on the table.
Required Knowledge Type:
Multi-modal Association

t=100s t=110s

t=10s t=20s t=30s t=40s t=50s

t=60s t=90s t=130s

Question: Why did the woman tear the paper?
GT Answer: The woman tore the paper because she lacked inspiration during her creative process. All she had written down is 
unsatisfied and she needed to rethink her approach.
GPT-4 generated reasoning step:
1. The woman lacked inspiration during her creative process.
2. All she had written down is unsatisfied.
3. She needed to rethink her approach.
4. As a result, she tore the paper.
Required Knowledge Type:
Self-Motive

Question: What was the turning point of the woman's writing process?
GT Answer: The turning point of the woman's writing process was when she accidentally knocked over her coffee mug, spilling coffee on 
the floor and discovering two pieces of torn paper that sparked her inspiration.
GPT-4 generated reasoning step:
1. The woman accidentally knocked over her coffee mug.
2. Coffee spilled on the floor.
3. Two pieces of torn paper were discovered.
4. The torn paper sparked her inspiration
Required Knowledge Type:
Self-Motive

Question: What if the woman hadn't picked up the torn pieces of paper while cleaning the spilled coffee?
GT Answer: If the woman hadn't picked up the torn pieces of paper while cleaning the spilled coffee, she might not have found her 
inspiration and continued to struggle with her writing.
GPT-4 generated reasoning step:
1. The woman picked up the torn pieces of paper while cleaning the spilled coffee.
2. By picking up the torn pieces of paper, she found her inspiration.
3. If she hadn't found her inspiration, she might have continued to struggle with her writing.
Required Knowledge Type:
Self-Motive

Figure 10: Example 3.
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Questions

Question: Why did the man finally get out of bed?
GT Answer: Because he was dreaming. He heard the alarm clock go off and was awakened
GPT-4 generated reasoning step:
1.The man was dreaming.
2. He heard the alarm clock go off.
3. The sound of the alarm clock awakened him.
Required Knowledge Type:
Multi-modal Association

Question: Why do the man dare to humiliate their bosses?
GT Answer: By comparing the newspaper on the table with the bill in his pocket, the man realized that he was winning a lottery.
GPT-4 generated reasoning step:
1. The man compared the newspaper on the table with the bill in his pocket.
2. The man realized that he was winning a lottery.
3. The man felt confident and dared to humiliate their bosses.
Required Knowledge Type:
Self Motive; Social Interaction

Question: What if the man (adult-1) had not noticed the newspaper on the desk, would he still have insulted his boss?
GT Answer: It's unlikely. Because before the man realized he won the lottery. It seems that he don't want to loss his job. We can hear 

that he apologies to his boss by "I'm sorry being late"
GPT-4 generated reasoning step:
1. The man doesn't want to lose his job.
2. The man apologizes to his boss for being late.
3. It is unlikely that the man (adult-1) would insult his boss if he had not noticed the newspaper on the desk.
Required Knowledge Type:
Self Motive; Social Interaction; Multi-modal Association

t=37s t=87s t=89s t=95s t=147s

t=217s t=229st=193s t=197s t=237s

Figure 11: Example 4.
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Questions

Question: Why did the man apologize to the toilet paper and show a pained and remorseful expression?
GT Answer: Because the toilet paper with a smiling face brought joy to his dull life, so he considered it as a good friend. However, when 
he had diarrhea, he had to sacrifice this intimate friend, leading to his feeling of pain and self-reproach.
GPT-4 generated reasoning step:
1. The toilet paper with a smiling face brought joy to the man's dull life.
2. The man considered the toilet paper as a good friend.
3. The man had diarrhea.
4. The man had to sacrifice the toilet paper as a result of his diarrhea.
5. Sacrificing the intimate friend caused the man to feel pain and self-reproach.
Required Knowledge Type:
Self Motive; Social Interaction

t=55s t=59st=40s t=53s t=59s

t=4s t=18s t=21s t=27s t=32s

Question: Why did the man adult feel distressed when he found the bag in the restroom empty?
GT Answer: The man  was distressed when he found the bag in the restroom empty because he had run out of toilet paper. The only 
remaining toilet paper was the one with a smiling face that he had developed an emotional attachment to, and he was reluctant to use it.
GPT-4 generated reasoning step:
1. The man had run out of toilet paper.
2. The only remaining toilet paper was the one with a smiling face.
3. The man had developed an emotional attachment to the toilet paper with a smiling face.
4. The man was reluctant to use the toilet paper with a smiling face.
5. The man felt distressed when he found the bag in the restroom empty.
Required Knowledge Type:
Self Motive; Social Interaction

Question: What historical significance does this film bear?
GT Answer: From the onset, the film states it is "Quarantine Day 22", highlighting the efforts of an individual in self-isolation during the 
COVID-19 pandemic to regulate their emotions.
GPT-4 generated reasoning step:
1. The film is set during the COVID-19 pandemic.
2. The film focuses on an individual in self-isolation.
3. The individual in self-isolation is regulating their emotions.
Required Knowledge Type:
Social Interaction

Figure 12: Example 5.
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Questions

Question: Why did the man repeatedly scratch his head?
GT Answer: Because the man encountered questions he didn't know how to solve, while it was also close to the end of the exam, 

causing him to feel nervous and frustrated about not finishing the questions.
GPT-4 generated reasoning step:
1. The man encountered questions he didn't know how to solve
2. It was close to the end of the exam
3. Feeling nervous and frustrated about not finishing the questions
4. Scratching his head repeatedly
Required Knowledge Type:
Self Motive

t=2s t=14s t=16s t=21s t=25s

t=46s t=47st=38s t=45s t=57s

Question: Why does the man have wandering eyes?
GT Answer:
Because it's nearing the end of the exam, and the man hasn't finished answering the questions yet leading to inner anxiety.
GPT-4 generated reasoning step:
1. It‘s nearing the end of the exam.
2. The man hasn't finished answering the questions yet.
3. The situation of not finishing the exam leads to inner anxiety.
4. Inner anxiety causes wandering eyes
Required Knowledge Type:
Societal Norm; Self Motive

Question: Why is the man observing what his classmates are doing?
GT Answer:
Because it's nearing the end of the exam, and the man wants to know how his classmates are progressing with their answers.
GPT-4 generated reasoning step:
1. It's nearing the end of the exam.
2. The man wants to know how his classmates are progressing with their answers
Required Knowledge Type:
Societal Norm; Self Motive;

Question: The man finally choose to turn back but then the bell rings. Why he seems so frustrated?
GT Answer:
Because when he finally decides that he want to cheat, the time is up and leaves him no time to cheat.
GPT-4 generated reasoning step:
1. It's nearing the end of the exam.
2. The man wants to know how his classmates are progressing with their answers
Required Knowledge Type:
Self Motive; self Motive; Multi-modal Association

Figure 13: Example 6.
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Questions

Question: What is the relationship between the deceased elderly man and the child in blue clothing?
GT Answer: It can be inferred that they are likely grandfather and grandson.
GPT-4 generated reasoning step:
1. The elderly man and the child are both wearing blue clothing.
2. The matching blue clothing suggests a connection between them.
3. One possible connection is that they are related.
4. Given their age difference, it is likely that the elderly man is the grandfather of the child..
Required Knowledge Type:
Societal Norm; Social Interaction

t=12s t=18s t=35s t=125s t=164s

t=104s t=155st=99s t=101s t=173s

Question: Why does the woman use her arrow to point at the fleeing child in blue clothing at the end of the video?
GT Answer: It can be inferred from the video that the child in blue clothing witnessed the woman and her child's involvement in the 
accidental death of the elderly man, who is likely the child's grandfather. The woman may fear that the child in blue clothing will run away 
and potentially reveal the truth, causing trouble for her son.
GPT-4 generated reasoning step:
1. The woman and her child were involved in the accidental death of the elderly man.
2. The child in blue clothing witnessed this incident.
3. The child in blue clothing may run away and potentially reveal the truth.
4. The woman uses her arrow to point at the fleeing child to prevent them from escaping and potentially causing trouble for her son.
Required Knowledge Type:
Societal Norm; Social Interaction

Figure 14: Example 7.
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Questions

Question: Why did the man  pick up the fork  from the cutting board?
GT Answer: She wants to taste the dish to see if the flavor is suitable.
GPT-4 generated reasoning step:
1. The man wants to taste the dish to see if the flavor is suitable.
2. The fork is a utensil commonly used for eating.
3. The cutting board is where the dish is prepared.
4. The man picked up the fork from the cutting board to use it for eating.
Required Knowledge Type:
Tool Use

t=7s t=9s t=29s t=34s t=35s

t=49s t=52st=44s t=48s t=53s

Question: Why did the man turn off the stove at the end of the video?
GT Answer: Because someone is knocking on the door at this moment, this person needs to go and open the door. He can't continue to 
check the cooking situation of the dish. In order to ensure that the dish doesn't get burnt, they need to turn off the stove first.
GPT-4 generated reasoning step:
1. Someone is knocking on the door at this moment.
2. The person needs to go and open the door.
3. They can't continue to check the cooking situation of the dish.
4. In order to ensure that the dish doesn't get burnt, they need to turn off the stove first.
Required Knowledge Type:
Tool Use; Multimodal Association

Figure 15: Example 8.
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Questions

Question: Why does the woman take off her shoes?
GT Answer: Because she is demonstrating her height without shoes.
GPT-4 generated reasoning step:
1. Taking off shoes can make a person appear shorter in height.
2. The woman wants to demonstrate her height without shoes.
Required Knowledge Type:
Social Interaction; Multimodal Association

Questions

Question: Why did the man throw away his bat and start running around?
GT Answer: He wanted to mimic a standard movement in baseball: returning to the base.
GPT-4 generated reasoning step:
1. The man is playing baseball
2. Running to the base is a standard move in the game of baseball.
Required Knowledge Type:
Societal Norm

Questions

Question: Why is the man with blue shorts and white shirts crouching behind someone else?
GT Answer: He is preparing for the football kick-off.
GPT-4 generated reasoning step:
1. The man is preparing to catch the ball from the other person's hand.
2. This gesture is a common football kick-off position
Required Knowledge Type:
Societal Norm

t=28s t=30s t=32s t=36s t=41s

t=2s t=15s t=16s t=18s t=19s

t=4s t=6st=0s t=2s t=10s

Figure 16: Example 9.
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