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Abstract001

Cultural Intelligence (CQ) refers to the ability002
to understand unfamiliar cultural contexts—a003
crucial skill for large language models (LLMs)004
to effectively engage with globally diverse005
users. While existing studies often focus on006
explicitly stated cultural norms, they fail to cap-007
ture the subtle, implicit values that underlie real-008
world conversations. To address this gap, we009
introduce CQ-Bench, a benchmark specifically010
designed to assess LLMs’ capability to infer011
implicit cultural values from natural conversa-012
tional contexts. We generate multi-character013
conversation-based stories dataset using values014
from the World Value Survey and the GlobalOp-015
inions, with topics including ethical, religious,016
social, and political. Our dataset construc-017
tion pipeline includes rigorous validation pro-018
cedures—incorporation, consistency, and im-019
plicitness checks—using GPT-4o, with 98.2%020
human-model agreement in the final validation.021
CQ-Bench consists of three tasks of increasing022
complexity: attitude detection, value selection,023
and value extraction. We find that while o1 and024
Deepseek-R1 models reach human-level per-025
formance in value selection (0.809 and 0.814),026
they still fall short in nuanced attitude detec-027
tion, with F1 scores of 0.622 and 0.635, respec-028
tively. In the value extraction task, GPT-4o-029
mini and o3-mini score 0.602 and 0.598, high-030
lighting the difficulty of open-ended cultural031
reasoning. Notably, fine-tuning smaller models032
(e.g., LLaMA-3.2-3B) on only 500 culturally-033
rich examples improves performance by over034
10%, even outperforming stronger baselines035
(o3-mini) in some cases. Using CQ-Bench1,036
we provide insights into the current challenges037
in LLMs’ CQ research and suggest practical038
pathways for enhancing LLMs’ cross-cultural039
reasoning abilities.040

1The code and dataset are available at https://
anonymous.4open.science/r/CQ-Bench-508D.

1 Introduction 041

Large language models (LLMs) have demonstrated 042

impressive capabilities in understanding and gener- 043

ating culturally relevant text (Li et al., 2024a,c,b; 044

Putri et al., 2024). Prior research on cultural 045

alignment in LLMs primarily focuses on model- 046

ing differences between national cultures or align- 047

ing model outputs with culturally specific norms 048

(Pujari and Goldwasser, 2024; Kharchenko et al., 049

2024; Shi et al., 2024; Wang et al., 2024; Zhong 050

et al., 2024; Rozen et al., 2024; Johnson et al., 051

2022). However, in real-world interactions, cul- 052

tural values are not solely determined by demo- 053

graphic characteristics. Individuals within the same 054

cultural group can hold diverse, nuanced beliefs 055

(Fischer and Poortinga, 2012), and LLMs risk mis- 056

interpreting human perspectives if they rely solely 057

on broad demographic generalizations. This lim- 058

itation becomes particularly evident in human-AI 059

interactions, where effective communication re- 060

lies not only on an LLM’s ability to recognize 061

explicit cultural markers but also on its capacity 062

to infer implicit cultural values. In human-AI in- 063

teractions, personalization and customization are 064

increasingly crucial. While LLMs can produce 065

diverse responses when a persona and values are 066

explicitly provided (Grassi et al., 2024), their effec- 067

tiveness also depends on their ability to infer and 068

align with human values even when such informa- 069

tion is not directly given. 070

Cultural intelligence (CQ) refers to an outsider’s 071

ability to interpret unfamiliar and ambiguous cul- 072

tural cues naturally (Blanchard and Mohammed, 073

2024; Earley and Ang, 2003). For LLMs, CQ is 074

crucial for engaging in meaningful conversations 075

with individuals from diverse backgrounds. Unlike 076

traditional assessments of value understanding that 077

focus on detecting explicit statements about cul- 078

tural norms (Ren et al., 2024; Kiesel et al., 2023), 079

real-life interactions require deeper contextual rea- 080
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Speaking of competition, did any of you vote
in the recent elections? I heard there were
some sketchy things happening.

I did! But honestly, I wasn't surprised. You
know, it seems like every election there
are whispers of voters being
influenced here and there—it almost
feels like an accepted part of the process.

True. It feels like they get overlooked so
often. There should be more female
voices in these elections, yet here we are,
still hearing the same old male perspectives.

And what about women in office? Not that
I’m opposed, but I haven’t seen any real
change there either. 

It is picnic time! Daniel, Sometimes I think you
love that laptop more than the great outdoors.

 It’s not like I have a choice! Work pays the
bills. Besides, if I could make my work
here, I’d do it.

.......

Bryan

Priya

Alice

Daniel

Priya

Daniel

Scene: A conversation during picnic 1. Attitude Detection

2. Value Selection

3. Value Extraction

   Question: In your view, how often do the following things occur in this country’s
elections: Voters are bribed? 

Options: Very often, Not often, Not at all often

Question: Work should always come first, even if it means less spare time
What is Daniel's attitude toward this statement?

Options: Agree, Disagree, Neither Agree of Disagree 

Work should always come first, even if it
means less spare time : agree 

How often do the following things occur in
this country’s elections: Women have equal
opportunities to run for office?: 
Not at all often

The only acceptable religion is my religion.:
Disagree

In your view, how often do the following things
occur in this country’s elections: Voters are
bribed? : Very often✅ ✅

✅ ❌

What values are reflected from the conversation?

I believe work is
important than other

things

I think our election
system is lack

 of fairness

I think the election
system should not be
influenced by money

Figure 1: An illustration of CQ-Bench. We construct three distinct tasks based on conversation-style stories to
assess the cultural intelligence of LLMs in CQ-Bench.

soning—understanding implicit beliefs embedded081

in everyday speech and actions. Humans do not082

typically express their values in a structured debate083

format; instead, values are subtly embedded into084

casual conversations and personal anecdotes. To085

enable LLMs to navigate these complexities, we086

need a more robust approach to evaluating and im-087

proving their ability to understand cultural values088

without relying on explicit cultural knowledge.089

In this work, we introduce CQ-Bench, a bench-090

mark designed to evaluate LLMs’ ability to infer091

implicit cultural values within conversational con-092

texts (Figure 1). We propose a structured method-093

ology for generating multi-turn, multi-character094

conversation that naturally embeds cultural val-095

ues. To ensure dataset quality, we perform auto-096

matic incorporation, consistency, and implicitness097

checks using GPT-4o. Human evaluation shows098

a 98.2% agreement with the model’s validation.099

We evaluate various LLMs on three increasingly100

challenging tasks—attitude detection, value selec-101

tion, and value extraction—to measure their ability102

to recognize, interpret, and extract cultural values103

from conversations. While larger models approach104

human-level performance, smaller models struggle105

with cultural reasoning without fine-tuning. Per-106

formance varies by category: models extract polit-107

ical values well (above 0.7 F1 score overall) but108

worse in religious values (below 0.60). Notably, we 109

find that fine-tuning on just 500 data points signifi- 110

cantly enhances smaller models’ ability to detect 111

out-of-domain cultural values, demonstrating the 112

efficiency to improve LLMs’ capabilities with min- 113

imal data. Our contributions in this work can be 114

summarized as: 115

• Benchmark Design: We introduce CQ-Bench, 116

a novel benchmark for evaluating LLMs’ cul- 117

tural intelligence by assessing their ability to in- 118

fer implicit cultural values from conversational 119

contexts. 120

• Comprehensive Evaluation: We construct 121

three escalating tasks—attitude detection, value 122

selection, and value extraction—to systemati- 123

cally evaluate LLMs’ cultural reasoning across 124

multiple domains and model scales. 125

• Data-Efficient Enhancement: We demonstrate 126

that fine-tuning with just 500 culturally rich ex- 127

amples significantly improves performance on 128

smaller models, highlighting an efficient strategy 129

for boosting cultural intelligence. 130

2 CQ-Bench Design and Implementation 131

2.1 Data Generation 132

Our goal is to generate conversation-based stories 133

featuring 4–5 characters, with cultural values im- 134

plicitly embedded in the narrative. We begin by out- 135
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Final Validation

Final story: 
Sam: My cousin always complains about
his ....

Reflection validation:
Value 1: reflected
Value 2: reflected
Value 3: reflected

Consistency validation:
Value 3: Raj disagree with value 3

  Values

1. Work is a duty towards the society. --
agree

2. One of my main goals in life is to
make my parents proud -- agree

3. It is a duty towards society to have
children
-- agree
......

  
  Story

Sam: Everyone should work, otherwise society
cannot advance....
Alice: I don't know if I can agree with you. I don't
think I am that valuable to the society.
......
Raj: My mom recently asked me when I will
have kids, come on, not everyone wants kids! I
can have free will!
Alice: Well, it is not just about you, the birth rate
matters to the society.
 

 Incorporation check

GPT-4o's validation:  "One of my main goals in life is to make my parents proud --
agree" is missing

Add missing values:
....
Alice: I don't know if I can agree with you. I don't think I am that valuable to the society.
Sam: Besides society, it is also about your social status. I don't want to disappoint my
parents. They have devoted so much to me.
Alice: I do agree with this. My parents' opinion matters a lot to me.
......

 Consistency check 

GPT-4o's validation:  Alice does not agree with value 1 and  Raj does not agree with
value 3.

 Rewrite inconsistent speech:
Alice: I don't know if I can agree with you. I don't think I am that valuable to the society.  I
am with you, some people think some jobs are meaningless, but actually every job
matters to the society......(Correctly rewritten)
.....
Raj: My mom recently asked me when I will have kids, come on, not everyone wants kids!
I can have free will! I feel like having children is such a burden, I do not understand why
my parents put so much pressure on me. (Not correctly rewritten)

Implicitness check

GPT-4o's validation: Sam's speech directly
reflects the value 1.

Rewrite the explicit speech:
Sam: Everyone should work, otherwise society
cannot advance....
Sam: My cousin always complains about his
job, and he does not take it seriously. I don't
understand him. I don't enjoy my work either,
but I am very responsible for it.
(Use side evidence to support the value) 

Figure 2: Dataset construction pipeline. We first create value sets, and then generate multi-character conversation
style story. We conduct multiple checks and refinement to improve the quality of the story.

lining the process of value selection, followed by136

the story generation approach. Finally, we describe137

the validation steps taken to ensure the quality of138

the resulting dataset.139

Cultural Value Selection Cultural values are de-140

fined as values inherently linked to culture and141

expressed through distinct attitudes. Each cultural142

value consists of two components: (1) Statement,143

which presents or solicits an opinion, and (2) Atti-144

tude, which signifies agreement or disagreement145

with the statement. As shown in Figure 1, “The146

only acceptable religion is my religion” is a state-147

ment while “Disagree” is an attitude. Different148

statements offer multiple attitude options, aligning149

with the settings in the original questionnaires.150

The statements in this study are sourced from151

the World Values Survey (WVS) (Haerpfer et al.,152

2022) and the GlobalOpinion dataset (Durmus153

et al., 2023). The WVS is a global research project154

that explores individuals’ values and beliefs, how155

their evolution over time, and their sociopolitical156

implications. We manually select values that ei-157

ther focus on personal beliefs or characterize soci-158

etal and community attributes. The GlobalOpinion159

dataset contains a subset of survey questions about160

global issues and public opinions, adapted from the161

WVS and the Pew Global Attitudes Survey.162

In CQ-Bench, each story incorporates five cul-163

tural values randomly selected from a list generated164

in three distinct settings:165

• Random Setting: Aligning with previous re-166

search (Li et al., 2024a), which utilizes a subset167

of 50 values from the WVS, we randomly select168

5 statements from this subset and assign each a 169

random attitude to form cultural values. 170

• Category-Specific Setting: We expand the sub- 171

set to include 23–28 statements per category: 172

political, religious, social, and ethical. To assess 173

whether domain-specific focus enhances cultural 174

value comprehension, we select five statements 175

from one category at a time and assign a ran- 176

dom attitude. The detailed statistics of category- 177

specific values are shown in Appendix A.2. 178

• Multiple Attitude Setting: The first two set- 179

tings require consistency in attitude reflection 180

throughout the story. In contrast, this setting as- 181

signs each character a distinct attitude toward 182

the selected values, fostering diverse perspec- 183

tives and enhancing complexity. For example, in 184

the first two settings, one value could be Work 185

is a duty towards the society – agree. In the 186

multiple attitude setting, the values could be Al- 187

ice: Work is a duty towards the society – agree 188

and Raj: Work is a duty towards the society – 189

disagree. 190

Story Generation Our goal is to create a dataset 191

of conversation-based stories that reflect cultural 192

values. Different from Li et al. (2024b), where 193

characters sequentially present their ideas in a de- 194

bate format, conversations in our CQ-Bench adopt 195

a more natural and casual real-life style. Each story 196

is generated based on five specified cultural values 197

and a predefined scenario setting (Appendix A.2). 198

The generated stories must adhere to the following 199

guidelines: 200

• Flexible Value Incorporation: The cultural val- 201
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ues may appear multiple times and do not need202

to follow a strict sequence, ensuring a natural203

conversational flow.204

• Character Value Consistency: All characters205

must consistently adhere to their assigned values206

without contradiction.207

• Implicit Value Representation: The cultural208

values should not be explicitly stated or directly209

rephrased within the dialogue. The underlying210

cultural values should be challenging for humans211

to explicitly identify.212

• Appropriate Story Length: The story should213

be of sufficient length, incorporating multiple214

rounds of character interactions.215

Post-Generation Checking All generated sto-216

ries undergo a post-check to ensure quality. The217

checklist corresponds to the first three guidelines,218

while the fourth is verified directly using word219

count. Through preliminary experiments, we find220

that GPT-4o is better in verification while GPT-4o-221

mini can perform as well as GPT-4o in refining.222

• Incorporation Check: We use GPT-4o to ver-223

ify the inclusion of all assigned values in the224

story. If any values are missing, GPT-4o-mini re-225

fines the story to ensure their natural integration226

into the dialogue. In the Multiple Attitude set-227

ting, the model must also assess whether specific228

characters embody certain values.229

• Consistency Check: In both the Random and230

Category-Specific settings, all characters in the231

story are expected to adhere to the assigned232

value. However, in some cases, certain char-233

acters may express opposing views, particularly234

when the assigned value contradicts prevailing235

social norms. For instance, if the given value236

is “If women go to work, the children will suf-237

fer—agree,” a character might challenge this238

stance. GPT-4o is used to check consistency.239

When inconsistencies are detected, we revise240

the conflicting speech to align with the assigned241

value. Specifically, we provide GPT-4o with the242

full story, along with the original speech, and243

prompt it to generate only the revised version244

that conforms to the intended value. We do not245

use GPT-4o-mini for revision, as we found it is246

unable to effectively rewrite inconsistent speech247

and tends to follow the original stance.248

• Implicitness Check: While the story is re-249

quired to be implicit, the model generates ex-250

plicit speech, as shown in Figure 2 and Table 5.251

To maintain the story’s difficulty, we use GPT-252

4o-mini to systematically validate and rewrite 253

explicit speech into an implicit form. We show 254

the statistics of speech refinement in Table 3. 255

To enhance reliability, we perform three rounds 256

of incorporation and consistency checks as final 257

validation. Missing and contradictory values are 258

addressed using a majority vote approach based on 259

three evaluations. Specifically, missing values are 260

removed from the ground truth, while contradic- 261

tory values are documented along with the specific 262

inconsistencies and the characters exhibiting incon- 263

sistent speech. Documented contradictory values 264

are used in generating dataset. More details are 265

shown in Appendix A.2. 266

In particular, resolving inconsistencies in speech 267

rewriting remains challenging, even when the 268

model successfully detects contradictions. How- 269

ever, we find that detecting these issues is generally 270

easier for the model than correcting them. We con- 271

duct human validation for incorporation and consis- 272

tency checks on 50 samples, comparing the results 273

with model validation. Using Cohen’s kappa, we 274

calculate an agreement score of 0.658 for the incor- 275

poration check. To further analyze alignment, we 276

remove instances where the model assigned a label 277

of 0 (not incorporated), ensuring that correspond- 278

ing values are also excluded from ground truth val- 279

ues. Among the remaining cases, where the model 280

consistently identifies incorporation, 98.2% align 281

with human judgment, demonstrating the faithful- 282

ness of the model’s validation. Full agreement 283

scores are provided in Appendix A.3. 284

2.2 Task Definition 285

As shown in Figure 1, CQ-Bench includes three 286

tasks with increasing difficulties: attitude detection, 287

value selection, and value extraction. 288

Attitude Detection (AD) Given a story S and 289

a statement T , the model identifies the attitude 290

expressed within S. In the Random and Category- 291

Specific settings, it determines the overall attitude 292

including all characters, excluding cases where con- 293

tradictions arise. If a story contains inconsistent 294

mentions of certain values, those values will be 295

removed when constructing the dataset. In the Mul- 296

tiple Attitude Setting, the model identifies the atti- 297

tude of a specific character. The model selects an 298

answer from a predefined set of options, making 299

this a multiple-choice task. 300

Value Selection (VS) Given a story S and 301

a predefined set of 15 candidate values V = 302
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{v1, v2, . . . , v15}, the model is required to select303

exactly X ground-truth values, denoted as V∗ ⊂ V ,304

where |V∗| = X . The remaining 15 −X options305

are randomly sampled from non-ground truth val-306

ues. This task is more challenging than attitude de-307

tection, as the model must first identify the relevant308

topics before selecting the correct values. Formally,309

the model must learn a function f(S,V) → V∗,310

where V∗ ⊂ V and |V∗| = X .311

Value Extraction (VE) Given a story S, the312

model is asked to extract key cultural values on313

given topics without predefined answer choices314

(e.g., social, ethical, political, etc.). The model is315

provided with examples illustrating the expected316

format of values, along with a set of topics T =317

{t1, t2, . . . , tn} that cover all seed values in the318

prompt. For each topic ti ∈ T , the model gener-319

ates a set of values Vti , where:320

Vti =

{v1, v2, . . . , vm}, if relevant values exist

∅, otherwise
.321

While the model is encouraged to provide com-322

prehensive and detailed responses during the rea-323

soning phase, we ask it to limit the answer size324

to 10 total values for easier performance compari-325

son across models. Evaluation is based on recall,326

measuring the proportion of ground-truth values327

correctly identified.328

3 Evaluating LLMs with CQ-Bench329

3.1 Experimental Settings330

Models selection. We select a diverse range of331

models, including both open-source and closed-332

source models, with varying sizes. For open-source333

models, we include Qwen 2.5 (7B, 14B, and 32B)334

(Bai et al., 2023), LLaMA 3.1 8B, and LLaMA335

3.2 3B (Grattafiori et al., 2024), Deepseek-V3336

and Deepseek-R1 (DeepSeek-AI, 2025). Addition-337

ally, we experiment with DeepSeek-Distill mod-338

els (Qwen 2.5 1.5B, Qwen 2.5 7B, LLaMA 3.1339

8B), which have been reported to achieve remark-340

able performance on math and coding tasks, even341

at smaller scales. Our goal is to evaluate if they342

can also perform well on culture-related reasoning343

tasks. Finally, for closed-source models, we select344

GPT-4o-mini, o3-mini, o1, o4-mini and o3 (Jaech345

et al., 2024). We also conduct analyses with four346

human participants who complete the same tasks347

on 25 stories, which took 5-6 hours in total 2.348

2Hourly payment for annotators in this work is $16.5.

Evaluation metrics. For attitude detection and 349

value selection, we use the F1 score to compare the 350

predicted answers with the ground truth values. For 351

value extraction, which is more open, we employ 352

LLM-as a judge (Zheng et al., 2023) to evaluate the 353

responses. Let V = {v1, v2, . . . , vn} be the set of 354

ground truth values, and let V̂ = {v̂1, v̂2, . . . , v̂m} 355

be the set of predicted values. We use GPT-4o 356

to access the output. We ask humans to conduct 357

the same evaluation as GPT-4o on 25 stories. The 358

agreement score is 0.864, which shows the reliabil- 359

ity of LLM-as-a-judge. 360

For each ground truth value vi, we define the 361

score function as follows: 362

S(vi, V̂ ) =


1, if vi is fully presented in V̂

0.5, if vi is partially presented in V̂ .

0, if vi is not mentioned in V̂

363

We define “partially presented” as the output that 364

mentions the same topic but is not detailed enough. 365

Dataset. We generate 500 stories for the random 366

setting, 100 stories for each category-specific set- 367

ting, and 100 stories for the multiple-attitude set- 368

ting. For story generation, we use GPT-4o-mini, 369

while GPT-4o is used for validation. In the multiple- 370

attitude setting, we implement only the attitude de- 371

tection task. The value selection/extraction task is 372

not included because the ground truth values typ- 373

ically exceed ten, making it challenging for the 374

model to choose accurately. We report the total 375

datapoints for each task in Table 4. 376

Summarize-then-analyse long CoT prompting. 377

For attitude detection and value selection, we ex- 378

periment with two settings: no reasoning and CoT 379

reasoning. In the no reasoning setting, we ask mod- 380

els to provide answers directly without explanation. 381

In the reasoning setting, we provide a step-by-step 382

reasoning guideline to guide the models’ responses. 383

For attitude detection (AD), we instruct models to 384

first summarize speech relevant to the given state- 385

ment and then analyze the attitude based on the 386

retrieved speech. For value selection (VS), we 387

employ a multi-step approach: (1) The model sum- 388

marizes the topics mentioned in the story based on 389

the provided options; (2) Selects values associated 390

with the identified topics. (3) Reasons about which 391

value best reflects the story. (4) Finally, outputs 392

the selected value. For value extraction (VE), we 393

ask the model to summarize the content for each 394

topic and then predict relevant values based on the 395

summarization. 396
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Qwen Llama Deepseek-distill GPT Deepseek

7B 14B 32B 8B 3B Q 1.5B Q 7B L 8B 4o-mini o3-mini o1 o4-mini o3 V3 R1

AD
W/O R 0.529 0.553 0.572 0.527 0.455 - - - 0.604 0.622 0.622 0.60 0.689 0.642 0.595
W/ R 0.620 0.616 0.624 0.506 0.372 0.381 0.484 0.556 0.639 0.661 0.622 0.595 0.622 0.660 0.635
Merged 0.783 0.778 0.786 0.631 0.480 0.490 0.622 0.705 0.820 0.793 0.811 0.834 0.824 0.837 0.837
Multiple 0.592 0.621 0.642 0.590 0.462 0.403 0.510 0.584 0.645 0.684 - 0.738 - 0.691 -

VS
W/O R 0.515 0.585 0.633 0.421 0.272 - - - 0.639 0.759 0.810 0.828 0.830 0.780 0.798
W/ R 0.374 0.607 0.717 0.274 0.1 0.383 0.411 0.418 0.576 0.779 0.809 0.820 0.710 0.819 0.814

VE - - 0.629 - - - - - 0.602 0.598 0.610 0.696 0.732 0.704 0.736

Table 1: Results on Attitude Detection (AD) and Value Selection (VS). For deepseek-distill models, the models always output
their thinking process i.e. reasoning. Therefore, we only report reasoning results for those models “W/ R“. For larger models
like Deepseek-R1, o1, and o3, we report results on the same subset used for human evaluation, due to the high cost of running
them on the full dataset. In the “Merged” setting, we merge similar options and in “Multiple” setting, story characters may hold
different opinions. The “Merged” and the “Multiple” settings are both under reasoning settings.

3.2 CQ across Different LLMs397

We first show the results of attitude detection398

and value selection in Table 1. Overall, larger399

models outperform smaller models by a lot400

and Summarize-then-analyse prompting can im-401

prove performance generally. Human participants402

achieve an average score of 0.689 and 0.765 on AD403

and VS respectively.404

The model struggles to detect nuanced attitudes405

beyond simple binary labels. Although the at-406

titude detection task should be easier than value407

selection, its scores are even lower. One reason is408

that models struggle to distinguish neutral stances,409

such as neither agree nor disagree. While they can410

easily differentiate between agree and disagree, the411

presence of a neutral option can cause confusion.412

Even when a model correctly identifies agree, it413

may be distracted by the neutral choice and in-414

correctly select neither agree nor disagree. Addi-415

tionally, models find it challenging to differentiate416

between varying levels of severity, such as not often417

and not at all often. Although it is also challenging418

for humans, humans can do better in identifying419

nuanced attitudes than models. We present results420

after merging options of varying levels of severity421

in Table 1. Options are shown in Appendix A.2.422

Smaller models fail on long CoT reasoning in423

cultural intelligence task. Although CoT rea-424

soning significantly enhances performance in large425

models, smaller models often struggle with long426

CoT reasoning. LLaMA models, in particular, per-427

form poorly in adhering to CoT reasoning across428

both AD and VS tasks. While Qwen 7B follows429

CoT reasoning well in AD, its performance de-430

clines significantly in VS as the reasoning steps431

become longer. A manual inspection reveals that432

its final outputs often consist of random values or 433

irrelevant phrases that fail to focus on the given op- 434

tions. The DS-distill models exhibit slightly better 435

instruction-following capabilities, outperforming 436

Qwen 7B and LLaMA 8B in VS. While they do 437

not strictly adhere to the prescribed format, their 438

reasoning process generally aligns with the ideas 439

provided in the prompt. However, their CQ reason- 440

ing ability remains weaker than their mathematical 441

reasoning skills, resulting in final scores that are 442

still lower than in the no-reasoning setting. 443

Stronger models do not necessarily outperform 444

weaker models in VE. Value extraction requires 445

strong reasoning and summarization capabilities, 446

and we find that smaller models often struggle with 447

this task, frequently producing nonsensical outputs. 448

As a result, we focus our evaluation on 5 models: 449

Qwen 2.5 32B, GPT-4o-mini, o3-mini, o4-mini, 450

and DeepSeek-V3. We also evaluate a smaller sub- 451

set of 25 stories using o1, o3 and DeepSeek-R1. 452

Interestingly, unlike attitude detection and value 453

selection—where larger models consistently out- 454

perform smaller ones—we observe that a weaker 455

model (Qwen 2.5 32B) can outperform stronger 456

ones like o3-mini and o1. One possible expla- 457

nation is that current CoT reasoning methods are 458

not well-suited for open-ended generation; mod- 459

els tend to perform better when given predefined 460

options. Nonetheless, DeepSeek-V3 and R1 out- 461

perform other models in VE. 462

3.3 Cultural Intelligence across Different 463

Categories of Culture Values 464

We present results on category-specific datasets 465

in Figure 3, showing the performance of six mod- 466

els in the no-reasoning setting. Complete results 467

across all models and settings are provided in the 468

6



Figure 3: Category specific results. Overall, models perform worst in the Religious setting, and category-specific
datasets yield higher scores than randomly sampled ones.

Appendix B.1. Overall, the results show that mod-469

els perform better in understanding political, social,470

and ethical values, achieving performance that is471

better than or comparable to the random setting.472

However, they perform worse in the religious val-473

ues domain across both tasks. Specifically, while474

models show stronger performance in attitude de-475

tection on the political dataset, they perform better476

in value selection on the ethical dataset. This sug-477

gests that it is easier for models to infer people’s478

political stances but more challenging for them to479

identify the specific topics being discussed in po-480

litical contexts. In contrast, in the ethics domain,481

models find it easier to identify the main topics be-482

ing discussed. For value extraction, overall, models483

perform better on category-specific results except484

for Deepseek-V3, as they only need to cover a sin-485

gle topic. Similarly, models performed worse in486

extracting religious values.487

3.4 Improving Cultural Intelligence on488

Smaller Models489

In Section 3.2, we mention that smaller models490

struggle with long CoT reasoning. Since these491

models do not follow instructions well, we ini-492

tially experiment with few-shot prompting to as-493

sess whether it can enhance their reasoning ability.494

However, because each demonstration is lengthy,495

we use one-shot prompting instead. The results,496

shown in Figure 4, indicate that while one-shot497

prompting improves instruction following and en-498

hances performance on some datasets, it does not499

necessarily improve reasoning ability. In religious500

dataset AD task, the performance of Qwen 7B one-501

shot reasoning even decreases.502

CQ ability distillation for small models. To fur- 503

ther address this issue, we apply supervised fine- 504

tuning on smaller models. Specifically, we distill 505

the reasoning process from o3-mini into smaller 506

models using the random setting dataset consist- 507

ing of only 500 training samples. After training 508

with LoRA (Hu et al., 2021) for five epochs, we 509

evaluate the models on a category-specific dataset. 510

Since the category-specific dataset contains values 511

not present in the random dataset, it can be consid- 512

ered an out-of-domain dataset approximately. This 513

allows us to assess whether the model has truly 514

learned the reasoning process rather than merely 515

memorizing the values themselves. We fine-tune 516

four models: Qwen-7B, Qwen-14B, LLaMA 3.1- 517

8B, and LLaMA 3.2-3B, and present the full re- 518

sults alongside o3-mini in Figure 4. Except for the 519

ethical dataset, where SFT results show a slight 520

drop, supervised fine-tuning significantly improves 521

performance across all other datasets and models, 522

particularly for LLaMA 3.2-3B. Notably, LLaMA 523

3.2-3B even slightly outperforms o3-mini in po- 524

litical and religious datasets for attitude detection. 525

Similarly, Qwen-14B surpasses o3-mini in political 526

and religious datasets for value selection. These 527

results demonstrate that SFT can effectively en- 528

hance the cultural intelligence of smaller models 529

by distilling knowledge from larger models. 530

Qualitative analysis. We also conducted a qual- 531

itative analysis to examine the specific aspects in 532

which SFT improves reasoning outputs. After 533

manually reviewing 50 samples, we find out SFT 534

mainly improve these three problems: 535

• Inconsistency: Discrepancies between the rea- 536

soning process and the final answer. 537

7



Figure 4: Results of zero-shot/one-shot prompting and SFT across different categories. Overall SFT can significantly
improve the performance, especially on smaller models.

• Logical errors: Instances where the reasoning538

exhibits clear logical flaws, such as linking unre-539

lated concepts.540

• Overlooking details: Cases where conclusions541

are drawn from general observations but crucial542

details in the conversation are missed.543

Detailed examples are shown in Appendix B.2.544

4 Related Work545

Culture-Aware LLMs Culture-aware LLMs ac-546

count for cross-cultural differences. Prior work547

has examined their cultural personas and consis-548

tency (Kharchenko et al., 2024; Rozen et al., 2024;549

Yao et al., 2024; Johnson et al., 2022; Saha et al.,550

2025), showing that prompting language influences551

expressed values (Zhong et al., 2024). To improve552

cultural awareness, researchers have proposed both553

single- and multi-culture models through dataset554

augmentation and alignment (Nguyen et al., 2023;555

Lin and Chen, 2023; Abbasi et al., 2023; Li et al.,556

2024a). New benchmarks and datasets further sup-557

port cultural knowledge acquisition (Myung et al.,558

2024; Shi et al., 2024), improving performance on559

tasks like hate speech detection (Li et al., 2024a)560

Value understanding Value understanding is561

key to effective human-LLM interaction. Prior562

work has focused on detecting general social563

norms in short texts, often using classification564

or entailment-based methods (Ren et al., 2024; 565

Kiesel et al., 2023; Zhang et al., 2024). Fung 566

et al. (2022) introduces a method for extracting so- 567

cial norms from conversations, emphasizing norm 568

mining rather than cultural value identification. In 569

contrast, our work focuses on understanding cul- 570

tural values within long, real-life conversations, 571

contributing to the development of culture-aware 572

LLMs in human-AI interaction. 573

5 Conclusion 574

We introduce CQ-Bench, a benchmark for evaluat- 575

ing LLMs’ ability to infer implicit cultural values 576

in conversations. Unlike prior work that focuses on 577

whether LLMs possess cultural knowledge or inter- 578

pret value from a short text, CQ-Bench assesses 579

their cultural reasoning through attitude detection, 580

value selection, and value extraction. Our findings 581

show that LLMs, including state-of-the-art mod- 582

els, struggle with nuanced cultural understanding. 583

Fine-tuning on just 500 examples notably boosts 584

smaller models, suggesting cultural reasoning can 585

be efficiently distilled. CQ-Bench exposes gaps in 586

LLMs’ cultural adaptability and serves as a founda- 587

tion for advancing culturally intelligent AI. Future 588

work can build on this to enhance LLM alignment 589

with diverse human values. 590
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Limitations591

This study has several limitations. First, although592

we construct a multiple-attitude dataset, we only593

evaluate models on the attitude detection task. Fu-594

ture work should explore how well models can595

extract individual characters’ values within con-596

versations—an essential capability for multi-agent597

interactions. Second, while we rewrite stories to598

remove explicit value expressions, the quality of599

these rewrites is inconsistent; detecting explicit600

speech is significantly easier for models than gen-601

erating high-quality implicit alternatives. Third, in602

the story generation, models sometimes struggle603

to distinguish between nuanced options, making it604

difficult for humans to detect the intended attitudes605

as well. We also observe variability in cultural in-606

telligence (CQ) among humans—while some can607

achieve up to 80% accuracy in attitude detection,608

others perform closer to 50%. Finally, in our qual-609

itative analysis of model reasoning, we attempted610

to use GPT-4o to automatically detect reasoning611

flaws but found it inadequate for this task. As a612

result, we relied on manual inspection for a small613

subset of examples. Future research should investi-614

gate automated methods for identifying reasoning615

errors.616

Ethics Statements617

All data used in this study were synthetically gener-618

ated by large language models and do not contain619

any real user conversations or personal informa-620

tion. Cultural value statements were sourced from621

publicly available, anonymized survey instruments,622

including the World Values Survey and GlobalOp-623

inion datasets.624
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A Dataset 821

A.1 Value Set 822

We adopt seed values from the World value sur- 823

vey(WVS) and Global Opinion. WVS is a global 824

research project that explores people’s values and 825

beliefs and how they change over time. The values 826

cover different topics from personal beliefs to po- 827

litical stance. The results include over 200 values 828

and 100 countries. Each value has different option 829

candidates and we provide possible option sets in 830

Table 2. 831

A.2 Story Generation 832

For the random dataset, we start with 50 statements 833

covering seven topics: social, migration, security, 834

science and technology, religious, ethical, and po- 835

litical, following the categorization defined by Li 836

et al. (2024a). To expand the dataset, we focus 837

on four categories—social, religious, ethical, and 838

political—because the WVS and GlobalOpinion 839

datasets contain more values in these areas. To 840

generate coherent stories, we require at least 20 841

statements per category. We manually select values 842

from WVS and GlobalOpinion, excluding those 843

that do not fit our setting (e.g., “How many times 844

do you go to church every week—everyday”). As a 845

result, we collect 27 seed statements for social val- 846

ues, 23 for religious values, 24 for political values, 847

and 28 for ethical values. 848

For the multiple attitude dataset, we use the same 849

50 statements as in the random setting. Each story 850

involves four characters, and we assign one value 851

to each character. Compared to the random dataset, 852

which contains 5 values per story, the multiple at- 853

titude dataset includes 5 × 4 values. Due to the 854

increased value space, we only conduct attitude 855

detection on the multiple attitude dataset, as value 856

selection becomes challenging when the ground- 857

truth set is already large. 858

For each story, we will randomly predefined a 859

scenario from those locations: company, school, 860

neighborhood, national park, restaurant, amuse- 861

ment park, and airplane. We remove very short 862

stories (less than 400 words). The length of stories 863

ranges from 500 to 900 words. 864

A.3 Story Validation 865

We conduct three validations: incorporation check, 866

consistency check and implicitness check. For in- 867

corporation check and consistency check, which 868

are directly related to the faithfulness of the dataset, 869
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Example Value Options

Do you think that your country’s government should
or should not have the right to do the following:
Keep people under video surveillance in public areas?

Definitely should not have the right
Probably should not have the right
Probably should have the right
Definitely should have the right

In your view, how often do the following things occur
in this country’s elections: Journalists provide fair
coverage of elections?

Very often
Not often
Not at all often

Work is a duty towards society.
Agree
Neither agree nor disagree
Disagree

Apart from weddings and funerals, about how often
do you pray?

Frequently
Occasionally
Never

Having a strong leader who does not have to bother
with parliament and elections.

Very good
Very bad

How important is it for people to help others?
Important
Not important

Table 2: Example values and their options. “Definitely should not have the right” and “Probably should not have the
right” are similar options with different levels of severity.

we conduct human annotation on a small subset of870

50 stories. We use Cohen’s Kappa (McHugh, 2012)871

to calculate inter-annotator agreement. The agree-872

ment score for the incorporation check is 0.904.873

Since we remove missing values from the ground874

truth, the remaining values are those the model875

considered as incorporated. Among these, human876

annotators agree with 98.2% of them.877

The agreement score for the consistency check878

is lower, at 0.3, because the model applies a stricter879

criterion for consistency. For values marked as880

inconsistent, we exclude them from attitude detec-881

tion, as they may confuse the model during atti-882

tude prediction. Similarly, during value selection,883

we do not include statements expressing an oppo-884

site attitude in the candidate options, as they could885

interfere with the model’s judgment. For values886

judged as consistent by the model, human annota-887

tors agree with 87.4% of them. We do not conduct888

consistency checks for the multiple attitude setting.889

For the implicitness check, we compare the word890

count before and after rewriting to assess changes891

in length. We use Distinct-N (Li et al., 2016)892

to measure sentence diversity, which captures the893

number of distinct n-grams within a sentence. Fi-894

nally, we compute semantic similarity using a Sen-895

tence Transformer (Thakur et al., 2021) between896

the value and both the original and rewritten speech.897

Ideally, the similarity score between the value and898

the rewritten speech should be lower, as the model 899

is instructed not to mention the value explicitly. 900

All statistics are reported in Table 3. The results 901

show that refined speech is longer, more diverse, 902

and semantically further from the value. 903

We generate 500 stories for random setting and 904

100 stories for each of the rest settings. We show 905

how many datapoints for attitude detection and 906

how many ground truth values in total for value 907

selection in Table 4. 908

B Results 909

B.1 Category-Specific Results 910

The no reasoning results are shown in Figure 3. The 911

zero-shot and one-shot reasoning of smaller mod- 912

els are shown in Figure 4. We show the rest of the 913

results in Table 6. The social category dataset in- 914

cludes a single set of options: agree, disagree, and 915

neither agree nor disagree. To study how well mod- 916

els understand the middle stance, we first remove 917

questions where the ground truth is neither agree 918

nor disagree, which eliminates about one-third of 919

the data. We also remove the neither agree nor 920

disagree option from the remaining examples, re- 921

sulting in a fully binary dataset. On this binary ver- 922

sion, o3-mini achieves an accuracy of 0.911. When 923

we reintroduce the neither agree nor disagree op- 924

tion, performance drops to 0.811. However, when 925
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Random Political Social Religious Ethical Multiple

Word count
Original 19.94 20.21 20.04 18.95 19.60 16.60
Refined 35.66 34.41 30.91 33.84 35.46 26.49

Distinct-3
Original 0.877 0.878 0.876 0.860 0.875 0.850
Refined 0.941 0.939 0.939 0.937 0.940 0.919

Distinct-4
Original 0.815 0.817 0.814 0.797 0.812 0.775
Refined 0.911 0.908 0.909 0.905 0.910 0.878

Distinct-5
Original 0.755 0.755 0.752 0.742 0.750 0.702
Refined 0.882 0.878 0.878 0.874 0.880 0.837

Similarity
Original 0.510 0.488 0.574 0.742 0.508 0.491
Refined 0.433 0.408 0.473 0.355 0.415 0.425

Table 3: Statistics for explicit speech refinement show that the refined outputs exhibit greater linguistic diversity
compared to the original speech.

Random Political Social Religious Ethical Multiple

AD 1665 301 213 425 270 1540
VS 2099 402 285 335 351 -

Table 4: Total datapoints for attitude detection and total values for value selection tasks.

evaluated on the full dataset—including questions926

with neither as the correct answer—o3-mini only927

achieves 0.700 accuracy. This suggests that the928

inclusion of a middle stance can significantly chal-929

lenge the model’s judgment.930

B.2 Distillation on Smaller Models931

We use reasoning results generated by o3-mini to932

fine-tune smaller models. We use the LLamafac-933

tory framework (Zheng et al., 2024) and LoRA to934

accelerate the fine-tuning (Hu et al., 2021). We935

train 5 epochs with a GPU of A6000 for 2-3 hours.936

The rank of LoRA is 8, and the learning rate is937

0.0001. We try multiple combinations of hyperpa-938

rameters before we choose the final hyperparameter939

set.940

We find out the reasoning without fine-tuning941

has several issues. The first is inconsistency, for942

example, the reasoning mentioned the usage of943

alcohol multiple times, but the final answer fail944

to include values related to alcohol. Or the rea-945

soning does not mention divorce at all, but the946

final answer choose some values related to divorce.947

The second is logical errors, for example “Oliver’s948

preference for a traditional family setup for rais-949

ing kids matches When jobs are scarce, employers950

should give priority to people of this country over951

immigrants–Neither agree nor disagree ”. There is952

no direct logic between two statements. The third953

is overlooking details. For example, the one-shot 954

reasoning is “The discussion also involves ethical 955

considerations regarding the use of animals and the 956

environment, which is reflected in the option :Hunt- 957

ing animals as a sport should be banned.–disagree.” 958

The reasoning itself sounds reasonable, however, 959

the gold label is “Using animals for entertainment 960

like in zoos/circuses is ethical.–disagree.” The SFT 961

reasoning is “Finally, Harold’s statement on using 962

animals for entertainment, which he finds shock- 963

ing, aligns with the value that such practices are 964

unethical.” The difference between the two rea- 965

soning is that the latter one can catch the details 966

of using animals for entertainment, while the 967

former one only catch the use of animals and the 968

environment. 969

C Human Annotations 970

To compare the human performance with LLMs, 971

we ask several human participants from CS under- 972

graduates and master’s students. We cover students 973

from different background including 2 Chinese stu- 974

dents and 2 Indian students. The instruction is 975

shown below, and we show the exact prompts we 976

use for models to human participants. 977
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Value Original Speech Rewritten Speech

In your view, how often

do the following things occur

in this country’s elections:

Voters are bribed?–Very often

Speech:

Voter bribing happens so often ,

it feels like a norm at this point.
Explanation: The speech basically

rephrase the value without

providing supporting evidence

But honestly, I wasn’t surprised.

You hear about the rumors and

tales around voting—sometimes

it seems like it’s just

part of the landscape now.

Table 5: An example of implicitness check and rewriting.

Qwen Deepseek-distill GPT Deepseek

14B 32B Q 1.5B Q 7B L 8B 4o-mini V3

AD

Political 0.734 0.741 0.455 0.558 0.631 0.754 0.781
Social 0.699 0.699 0.277 0.239 0.456 0.718 0.709
Ethical 0.719 0.719 0.437 0.474 0.637 0.711 0.533

Religious 0.649 0.631 0.431 0.506 0.637 0.592 0.574

VS

Political 0.574 0.587 0.372 0.206 0.402 0.56 0.694
Social 0.567 0.618 0.305 0.314 0.323 0.568 0.715
Ethical 0.674 0.741 0.366 0.341 0.389 0.64 0.815

Religious 0.390 0.466 0.362 0.355 0.376 0.398 0.516

Table 6: Results on category-specific dataset under zero-shot reasoning setting.

Human participant instruction

You will participate in a task designed to
evaluate cultural intelligence by assessing
your ability to understand individuals’ cul-
tural values in conversations. Your re-
sponses will be used to compare with model
performance. For each task, please read the
story and questions carefully.
[Prompt for attitude detection] [Prompt for
value selection]

978
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D Prompts979

In this section, we show all the prompts we use for980

story generation, experiments, and validation.981

Story generation prompt

You will be provided with 5 cultural val-
ues and a location where the conversation
happens. Each of them follows the for-
mat [culture]–[value]. The first [culture]
describes a statement or a situation, and
[value] is how you agree with the culture or
is the culture common or not.
Your task is to generate a scene including
conversations and actions among multiple
people and the scene needs to reflect the
culture values provided.
Here are some requirements of the scene:
1. It cannot be too short. It should have mul-
tiple rounds of interaction among people.
2. It should not be too obvious. It cannot
directly spit out or rephrase the values.
3. It cannot be easy to human to understand
the culture values behind.
4. You do not need to follow the order of the
values. You could mention the values mul-
tiple times through the conversation. Make
sure the conversation flows well.
5. All the characters should follow the given
values. There should not be contradictions
between the character’s value and the given
value.
Here are the cultural values you should fol-
low when generating: values
Here is the pre-defined location of the scene:
location
Now using the cultural values to generate a
story.

982

Incorporation check prompt

You will be provided a story and values re-
flected in the story. Your task is to check if
the story reflects values? The story does not
mention the values directly. You will need
some reasoning to analyze the story.
Here is the original story: story
Here are the values to reflect in the story:
values
For each value, output if the value is re-
flected and provide reasoning. In the end,
output the values not reflected without the
reasoning. Only output the exact and com-
prehensive value including "–" within it,
do not rephrase! If all the values are re-
flected, just leave it blank. Follow the for-
mat: [Value]:[Reasoning, Yes/No] ..... Val-
ues not reflected: [Value]

983

Missing values incorporation prompt

You will be provided a story and values
which need to be reflected in the story.
Your task is to refine the story to reflect the
value provided. You cannot remove any-
thing or replace existing speeches from the
story, you can only add conversations to
reflect the value.
The refinement should flow with original
story well. You cannot add new conversa-
tion randomly. Here is the original story:
story
Here are the values to reflect in the story:
values
Now refine the story.

984

15



Consistency check prompt

You will be provided a story and values re-
flected in the story. Your task: for each
value, check if all the characters agree with
the value. If there is characters who does not
agree with the value, you should output the
character’s name and his speech, and why
the speech does not align with the value.
Here is the original story: story
Here are the values to reflect in the story:
values
Now check the story and output if there is
any contradiction. You can output reasoning
to help you analyze. However, in the end,
only output where is the contradiction one
by one. If there isn’t a contradiction, just
reply NO. Otherwise, reply where is the
contradiction.
Follow the format strictly, do not change the
format, output exact values from the values
provided, and do not rephrase:
[Reasoning]:
[Value–attitude]:[If all the speeches are
aligned with the value]
[Contradictions]:
[Value–attitude]: [*character
name*:speech] ......

985

Consistency resolve prompt

You will be provided a story and values
which need to be reflected in the story. How-
ever, the story includes some contradiction
where characters do not agree on certain
values. You will be provided where is the
contradiction.
The contradiction includes 3 parts:
1. Correct value to follow
2. Character name
3. Character speech
Your task is to replace the speech mentioned
in the contradictions with a new speech to
make sure the speech is aligned with the
values The refinement should flow with the
original story well. You cannot add new
conversations randomly. Here is the original
story: story
Here are the contradictions: contradiction
Ignore the original character’s speech. Di-
rectly write a new speech that reflects the
value.
Here is the rewritten speech:

986

16



Implicitness check prompt

You will be provided a story and values re-
flected in the story. Your task is to check if
there is obvious speech that directly men-
tions or rephrases the values. If the story
mentions phrases or sentences from values,
that would be also counted as directly men-
tioned If it just reflects the value but does
not rephrase the values, it is not considered
as obvious speech. Here are some examples
of obvious speech:
[Example 1]
Value: In your view, how often do the
following things occur in this country’s
elections: Journalists provide fair cover-
age of elections—Very often Speech: "I
think journalists do their best to cover things
fairly" Explanation: The speech basically
rephrases the value without providing sup-
porting evidence
[Example 2]: .......
You should output places where the values
are directly mentioned. If the values are not
directly spit out, do not output them!!!
Here is the original story: story
Here are the values to reflect in the story:
values
Now check if any parts of the stories di-
rectly mentioned the values. You can out-
put reasoning or evidence and help you an-
alyze. However, in the final answer, out-
put speeches where the values are directly
mentioned and the corresponding values. If
there are no directly mentioned values, just
output NO in the final answer.
Follow the format:
[Reasoning]: reasoning
[Final answer]: [value]:[speech]
[value]:[speech] .....

987

Implicitness rewrite prompt

You will be provided a story and values re-
flected in the story. You will be also pro-
vided with some comments where the val-
ues are directly mentioned in the story. Each
comment includes a value and a speech
where the speech directly reflects the value.
Your task is to refine the speech by rewrit-
ing the places where they directly mention
the values. Instead of speaking out values
directly, characters should reflect values im-
plicitly by using anecdotes. Imagine the
place is not a safe place to speak out, char-
acters need to respect each other and not
offend others. You need to make sure after
rewriting, people are able to detect values
by the speech. It cannot be too abstract.
Here are some examples:
[Example 1]: Value: How frequently do
the following things occur in your neighbor-
hood: Robberies?–Not frequently Original
speech: “Well, at least we’re not dealing
with robberies or anything in our area.” Re-
fined speech: "You know in other counties,
cars got breaking in is common. At least we
don’t have to worry about that."
[Example 2]: .....
Here is the original story: story
Here are the values to reflect in the story:
values
Here are the comments that you need to
refer to when refining the story: comments
Please rewrite the speech one by one in the
story. Do not miss any comments.
For each rewritten speech, you need to
follow this format: Value:[value] Original
speech: [Speech in the comment] Refined
speech: [You rewritten speech]
Here is your output:

988
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Attitude detection prompt

You will be given a scenario including back-
ground, conversation and actions in a loca-
tion. You task is to detect the culture values
reflected from the conversation. You will
be provided a statement and you need to
detect what attitude they hold to the value.
For example, the statement is "The people
who don’t work turn lazy" and the options
are "disagree, agree, neither disagree nor
agree". And you need to read the story and
choose one attitude from the options. The
options could also describe something hap-
pening around them. For example, if the
statement is "How often does this happen in
your neighborhood:Racist behaviors", the
options are "Very often, not often, not at all
often", you need to choose one based on the
story.
Here is the scenario: story
Here is the statement: statement
Here are the options: options
Now choose one option based on the story.
Let’s think step by step! First, extract the
speech that is related to the statement.Then
analyse the attitude of those people from
the speech. Finally, output the answer.
Follow the format:
[Related speech]: speeches
[Analysis]: analysis of attitude
[Answer]:answer

989

Value selection prompt

You will be given a scenario including back-
ground, conversation and actions in a loca-
tion. You task is to detect the culture values
reflected from the conversation.
You will be provided 15 options and you
need to select number correct answers from
the options. (Only number options are cor-
rect).
You need to choose the whole option, for
example:
Being a housewife is just as fulfilling as
working for pay–agree
Make sure you include ’–’ in the answer.
Here is the scenario: story
Here are the options: options
To think step by step: 1. You need to first
detect what topics the story mentioned ac-
cording to the options. You need to list the
speech related to the topic. 2. Then for
each topic, detect what values might be re-
lated to the topic. Sometimes, you might
find multiple options that might be correct,
for uncertain options, you should compare
them. 3. Based on the previous detection,
analyze what values are aligned with the
story, you should always prioritize those
values that are strongly related. 4. In the
end, output the final answers only. Only
choose the required number of values.
Follow the format: [Topic]: topic1:
speeches related to the topic .....
[Value detection]: topic1: what values are
related to the topic
[Reasoning]: Reasoning
[Final answer]:
[text] – [text]
.....
"""

990
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Value extraction prompt

You will be provided with a story. Your
goal is to summarize the main themes in
the story. Please provide 4-5 sentences to
summarize the ideas.
You should be specifically looking for: topic
themes. Please pay attention to the charac-
ter’s responses and attitudes towards topic.
Here is the story to summarize: story.
You will be provided with a story. Your goal
is to identify the most prevalent topic val-
ues in the story. For example, one religious
value could be: I strongly believe in God
and the afterlife. The value should be a com-
plete sentence, it should not be a phrase like
work-life balance. The value should hold
a attitude or it reflects social phenomena,
it should not be a overview of topic. For
example, one social value could be: I think
work is a duty towards the society. And one
political value could be: I think voters are
bribed in our election system. Please iden-
tify the values in this story: story by paying
attention to how the characters in the story
discuss topic. You need to generate 10 val-
ues in total, make sure values are specific
and detailed. Only focus on one topic in
one value. Do not mention several themes
in one value.
Here is the story: story
Here is a story summary with some key
ideas: summary.
You could output reasoning before you out-
put final answer. But in the end, your output
should follow the format: [Final answer]:
value1 value2 ....

991

LLM evaluation prompt

You will be given two sets of texts: a set of
predicted values and a ground truth set of
values. Your task is to determine how many
of the ground truth values are fully repre-
sented in the predicted values. A ground
truth value is considered correct if all of
its components are meaningfully discussed
in the predicted value, even if there is no
exact 1-to-1 match. It could be many-to-1
match i.e. many values to 1 ground truth
value. If the ground truth value is fully pre-
sented, score 1, if it is partially presented,
score 0.5, if it is not mentioned at all, score
0. Additionally, provide a brief justifica-
tion for your score, explaining which values
were correctly or incorrectly represented, in
the justification, you should explicitly men-
tion which predicted values are related to
the ground truth value. Here are the pre-
dictions: pred and ground truth: gt In the
reasoning, if the ground truth value is fully
represented, you need to point out which
predicted value is related to it.
Return the results in this format: [Reason-
ing]:
[Ground truth 1]: [reasoning]
.....
[Final answer]:
[Ground truth 1]:1
[Ground truth 2]:0.5
......

992
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