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Abstract

Fetal health monitoring through one-dimensional Doppler ul-
trasound (DUS) signals offers a cost-effective and accessi-
ble approach that is increasingly gaining interest. Despite its
potential, the development of machine learning based tech-
niques to assess the health condition of mothers and fe-
tuses using DUS signals remains limited. This scarcity is
primarily due to the lack of extensive DUS datasets with
a reliable reference for interpretation and data imbalance
across different gestational ages. In response, we introduce
a novel autoregressive generative model designed to map fe-
tal electrocardiogram (FECG) signals to corresponding DUS
waveforms (Auto-FEDUS). By leveraging a neural tempo-
ral network based on dilated causal convolutions that op-
erate directly on the waveform level, the model effectively
captures both short and long-range dependencies within the
signals, preserving the integrity of generated data. Cross-
subject experiments demonstrate that Auto-FEDUS outper-
forms conventional generative architectures across both time
and frequency domain evaluations, producing DUS signals
that closely resemble the morphology of their real counter-
parts. The realism of these synthesized signals was further
gauged using a quality assessment model, which classified
all as good quality, and a heart rate estimation model, which
produced comparable results for generated and real data, with
a Bland-Altman limit of 4.5 beats per minute. This advance-
ment offers a promising solution for mitigating limited data
availability and enhancing the training of DUS-based fetal
models, making them more effective and generalizable.

Introduction
Despite significant global medical advancements that have
lowered mortality rates in many countries, childbirth still
presents considerable risks to both mothers and children.
Each year, approximately 2 million stillbirths and 2.3 mil-
lion neonatal deaths occur, with low- and middle-income
countries (LMICs) accounting for about 98% of these peri-
natal losses (UN Inter-agency Group for Child Mortal-
ity Estimation (UN IGME) 2020; UN Inter-agency Group
for Child Mortality Estimation (UNIGME) 2021). Various
pathophysiological factors, such as congenital heart defects
(CHD), fetal growth restriction (FGR), and conditions that
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lead to fetal hypoxia, contribute to fetal and maternal health
risks. The early detection of these conditions through fetal
monitoring plays a crucial role in preventing adverse out-
comes. Nonetheless, inadequate infrastructure and a short-
age of trained healthcare professionals hinder the identifi-
cation of health risks and implementation of potential inter-
ventions, especially in LMICs and rural regions.

While ultrasound imaging is a favored method for moni-
toring fetal health in well-resourced regions, cost-effective
alternatives for perinatal screening using one-dimensional
Doppler ultrasound (DUS) and fetal electrocardiogram
(FECG) signals are emerging in other areas (Gibb and
Arulkumaran 2023; Katebi et al. 2023). These non-invasive,
low-cost techniques, especially when augmented with ma-
chine learning and edge computing, have the potential to re-
duce reliance on expensive infrastructure and highly trained
medical professionals in low-resource settings, lower mon-
itoring costs, and significantly enhance accessibility. DUS
signals are adept at capturing dynamic blood flow informa-
tion from the fetus’s cardiac activity. They provide a de-
tailed view of the mechanical aspects of heart function, the
opening and closing of the valves, and insights into the car-
diovascular status of the fetus. Such information is invalu-
able for detecting fetal hypoxia, CHD, FGR, and evaluat-
ing placental circulation, whether through automated de-
tection or manual evaluation, tasks that are difficult to ob-
tain directly from other methods (Marzbanrad, Stroux, and
Clifford 2018; Stroux et al. 2017). Additionally, hybrid ap-
proaches that combine simultaneous DUS and FECG signals
for various fetal health monitoring yielded promising results
(Marzbanrad et al. 2017; Yamamoto, Hiromatsu, and Oht-
suki 2020).

Despite the abundance of diverse datasets for ECG sig-
nals, there is a paucity of DUS data with clinical diagnosis,
particularly during earlier stages of pregnancy (Sulas et al.
2021). This limitation is further compounded by challenges
such as the duration of good quality signal acquisition and
the lack of accurate event labels. While several generative
approaches exist for producing synthetic FECG signals un-
der various conditions (Sameni et al. 2007), the literature on
generating synthetic DUS data is minimal (Queyam, Pahuja,
and Singh 2017; Pennati, Bellotti, and Fumero 1997; Garcia-
Canadilla et al. 2014). This leaves a significant gap in the
development of machine learning solutions for DUS-based



fetal health analysis.

To address this challenge, we introduce Auto-FEDUS, a
novel end-to-end autoregressive network designed to take
FECG as input and generate corresponding high-fidelity
DUS waveforms. We observe that conventional generative
adversarial networks (GANs) face challenges in capturing
the nuances of bio-signal extrapolation and achieving a bal-
ance between the generator and discriminator. They tend to
overfit on the discriminator rapidly, necessitating the use of
a simpler discriminator network compared to the generator,
particularly when working with insufficient data and varying
frequencies. They also struggle to identify regions of inter-
est, which prevents them from learning both global struc-
tures and fine-grained local details. Although various archi-
tectural and training strategies have been proposed to miti-
gate these issues, they do not consistently deliver the desired
results across all use cases. (Arjovsky, Chintala, and Bottou
2017; Karras et al. 2018). Additionally, developing paramet-
ric models for this extrapolation is complex and lacks gen-
eralizability. To overcome these issues, Auto-FEDUS lever-
ages an autoregressive approach with dilated causal convolu-
tions, which allow the model to efficiently capture both short
and long-range temporal dependencies by expanding the re-
ceptive field without increasing computational complexity.
This enables the model to simultaneously learn the intricate
patterns of DUS in both time and frequency domains and
facilitates continuous improvement with new data.

The primary motivation behind this study is to leverage
available FECG datasets and methods to synthesize FECG
signals to generate realistic heartbeat DUS signals, thereby
augmenting the DUS datasets. The idea is to learn the cross-
modality signal-to-signal extrapolation by capturing the in-
herent correlation between electrical and mechanical cardiac
activities. This can facilitate the development of machine
learning models and enhance the generalization of paramet-
ric and statistical methods that employ DUS or hybrid ap-
proaches combining DUS and FECG for a wide range of
fetal health monitoring applications. Below is a summary of
our main contributions:

• We present a generative model for high-fidelity FECG-
to-DUS signal mapping. To the best of our knowledge,
this is the first generative model for this cross-modal sig-
nal extrapolation, for DUS signal generation, and for dif-
ferent frequency handling in the bio-signal domain.

• We tackle the challenge of extrapolating low- to high-
frequency signals by introducing an autoregressive
model that works directly on one-dimensional time-
series data. We also develop a wide range of differ-
ent generative models and GANs with a game-theoretic
training approachfor performance comparison.

• In addition to conducting a range of subject-independent
analyses to assess the quality of generated signals across
different domains, we evaluate these DUS waveforms us-
ing established, practical, and robust fetal health monitor-
ing models.

Related Work
The research landscape appears under-explored in both the
generation of synthetic DUS signals using generative meth-
ods and the specific challenge of extrapolating bio-signals to
DUS; to our knowledge, there has been no prior published
work in these areas. Nonetheless, several studies have fo-
cused on mapping one physiological signal to another, pri-
marily involving low-frequency signals with the same han-
dling sampling frequency. Earlier investigations into the in-
herent patterns between PPG and ECG focused on estimat-
ing different ECG parameters from PPG signals using ma-
chine learning-based methods (Banerjee et al. 2014), pro-
gressing to reconstructing the ECG signal from PPG using
techniques such as regression (Zhu et al. 2021) and dic-
tionary learning (Tian et al. 2020). Such methods experi-
ence a decline in performance when evaluated in a cross-
corpus and subject-independent manner. Later, (Sarkar and
Etemad 2021) presented an adversarial framework, Cardio-
GAN, that utilized an attention-based U-Net generator and a
dual time-frequency discriminator to maintain the integrity
of data generation. (Vo et al. 2021) and (Kong et al. 2024)
proposed P2E-WGAN and f-GAN, respectively, both fea-
turing a U-Net-based generator and a convolutional neu-
ral network (CNN)-based discriminator. (Abdelgaber et al.
2023) developed a lightweight autoencoder to tackle the
computational capabilities of wearable devices, and (Chen,
Li, and Zhang 2023) proposed a CycleGAN-based model for
beat-to-beat waveform signal conversion. Recently, (Vo, El-
Khamy, and Choi 2023) introduced an attention-based deep
state-space model to incorporate prior knowledge of signal
structures, and (Shome, Sarkar, and Etemad 2024) proposed
a novel diffusion model for the extrapolation. In addition
to mapping PPG to ECG signals, other physiological sig-
nal conversions have been explored. (Harfiya, Chang, and
Li 2021) and (Ibtehaz et al. 2022) developed deep learning-
based methods to map PPG signals to arterial blood pressure
(ABP) waveforms. Furthermore, (Yu, Bouazizi, and Oht-
sukil 2023) proposed an attention-based Wasserstein GAN
(WGAN) to generate low-frequency Doppler radar signals
for non-contact heart rate monitoring from ECGs to address
the issue of data imbalance. Here, however, we focus on
synthesizing DUS from FECG signals. Unlike the major-
ity of the mentioned methods, which used GAN-based ap-
proaches, worked with low-frequency signals, and matched
the input and output sampling frequencies, our autoregres-
sive model features low computational complexity and ex-
trapolates signals from a lower to a higher frequency.

Methodology
Study’s Workflow
Figure 1 provides a general overview of the study’s work-
flow. The model development process began with collect-
ing a dataset comprising abdomen ECG signals and their
corresponding simultaneous DUS data. The raw ECG sig-
nals were initially filtered to extract FECG. After filtering,
FECG peaks were automatically identified and subsequently
adjusted by human annotators, who also assessed the signal
quality index (SQI) of all signals using a developed MAT-



LAB graphical user interface (Appendix A). Based on the
provided indices, only signals meeting the specified qual-
ity criteria were advanced to the next stage. Each signal
modality then underwent additional processing and heart-
beats were extracted using the identified peak locations. The
resulting data was ultimately split into training and valida-
tion sets to develop and validate a model capable of reliably
transforming FECG into DUS signals.

Figure 1: Auto-FEDUS development workflow from data
collection to model development.

Auto-FEDUS Framework
Extrapolating low-frequency signals with relatively pre-
dictable and stable patterns into high-frequency signals, of-
ten characterized by abrupt variations, requires special con-
siderations to capture their dynamics. Here, inspired by a
text-to-speech model called WaveNet (Oord et al. 2016),
we introduced Auto-FEDUS, an end-to-end deep generative
model for physiological cardiac cycle signal-to-signal map-
ping. The architecture of the model, which is shown in Fig-
ure 2, begins with a causal convolution layer that processes
the input FECG signal. This layer ensures that the output at
any given time step solely depends on the current and previ-
ous inputs to preserve data sequentially. The causal convolu-
tion uses 64 filters with a kernel size of 20, extracting initial
features from the input signal. After this initial convolution,
the model employs a series of five residual blocks, each con-
sisting of dilated convolutions with the same number of fil-
ters and kernel size. These blocks are designed to capture
long-range dependencies within the signal while maintain-
ing computational efficiency. The dilations have rates of 1,
2, 4, 8, and 16, progressively increasing to expand the recep-
tive field without the need for stacking layers.

Within each residual block, the output from the dilated
convolution is passed through non-linear activation func-
tions (hyperbolic tangent and sigmoid), and then combined
multiplicatively. After passing the results through another
convolutional layer, the resulting features are added back to
the block’s input via a residual connection, which helps mit-
igate the vanishing gradient problem during training. These
features of each residual block are also combined through
skip connections, which are summed and passed through ad-
ditional convolution layers. These layers further refine the
features before they are flattened and processed by the final
dense layer. The output layer of the model uses a hyperbolic
tangent activation function to generate the extrapolated DUS
signal.

Figure 2: Auto-FEDUS’s architecture for generative map-
ping of FECG-to-DUS signal.

Related Generative Models
Since no previous study has focused on the generative map-
ping of FECG to DUS signals, we developed several differ-
ent generative approaches to examine their performance and
compare them with Auto-FEDUS. Our baseline model was
an autoencoder, whose decoder consisted of three convolu-
tional layers, each with a kernel size of eight and a stride
of one. After the first convolutional layer, we applied max
pooling, and batch normalization followed each subsequent
layer. The encoder featured three convolutional blocks, each
containing a convolutional layer with the same kernel and
stride configurations, along with upsampling and batch nor-
malization. Next, we designed a GAN model based on long
short-term memory (LSTM). In this model, both the gener-
ator and discriminator comprised three LSTM layers. An-
other model we explored was a deep convolutional GAN
(DCGAN), which includes three transposed convolutional
layers with a kernel size of eight and a stride of two, each
layer followed by batch normalization. The discriminator in
this model employed two convolutional layers, both with a
kernel size of eight and a stride of one, with batch normaliza-
tion applied after each layer. Lastly, we developed a WGAN
with gradient penalty (WGAN-GP) model in which the gen-
erator included three transposed convolutional layers with a
kernel size of twelve and a stride of two, each followed by
batch normalization (Arjovsky, Chintala, and Bottou 2017).
The discriminator also consisted of three convolutional lay-
ers with the same kernel and stride sizes, accompanied by
batch normalization; the first two layers also incorporated
max pooling with a size of two.

Experiments
Dataset
The dataset used in this study was collected at the Leipzig
University Hospital in Germany (Valderrama et al. 2019).
It comprises one-dimensional DUS signals and simultane-
ously recorded seven-channel indirect abdominal ECG with
a maternal ECG reference from five volunteers in the 20th to



27th weeks of their pregnancies. The DUS signals were cap-
tured using a hand-held device operating at an ultrasound
frequency of 3.3 MHz and a digital sampling frequency of
44.1 kHz. The abdominal ECG signals were recorded using
a 16-bit commercial analog-to-digital converter and stored
at a sampling frequency of 1000 Hz with applying spectral
filtering in the hardwarewith a cutoff frequency of 50 Hz.
The ethical approval for the study was granted by the ethics
committee of the Leipzig University Hospital, and written
informed consent was secured from each participant.

We manually annotated the dataset to assess the qual-
ity of FECG and DUS signals and to correct the automatic
FECG peak detections. Prior to annotation, DUS signals
were downsampled to 4k Hz using an anti-aliasing filter,
FECG was extracted from the seven-channel abdomen ECG
using an extended Kalman filter, and the location of FECG
peaks for each channel was estimated with the FECGSYN
toolbox (Andreotti et al. 2016). During the annotation pro-
cess, two annotators adjusted the automatically detected
FECG peak locations and assessed the signal quality of each
3.75 s segment of the DUS and each FECG channelAs a re-
sult, each DUS and FECG channel segment received an SQI
ranging from 1 to 5 by each annotator independently. SQIs
from 1 to 5 for DUS represent good, poor, interference, talk-
ing, and silent segments and for FECG indicate clean, irreg-
ular, noisy, heavy noise, and unsure segments, respectively.

Data Preparation
Considering the characteristics of physiological time-series
data, DUS and FECG signals often contain distortions due
to both internal and external interferences, such as respira-
tory activities, patient movement, and environmental noise.
In response, we leveraged the available SQI annotations for
each 3.75 s segment—a standard duration in cardiotocogra-
phy that balances adequate data collection with signal sta-
tionarity (Valderrama et al. 2019)—and processed both sig-
nals. Specifically, we only kept DUS signals with an SQI
of 1, which is an indication of good quality. To maximize
data retention, we adopted a fusion strategy combined with
an automatic signal quality ranker to identify the most suit-
able FECG channel for the corresponding DUS. That is,
we first calculated and ranked each FECG channel based
on eight different automatic quality measures proposed by
OSET (Sameni 2012). In the fusion process, if both anno-
tators rated the quality of one or more FECG channels 1,
we selected the channel with the highest automatic ranking
among those rated as 1. When none of the channels received
a quality score of 1 from one annotator, we summed the two
SQIs for each channel and chose the channel with the low-
est total score. If multiple channels shared the lowest total,
we chose the one with the lowest individual SQIs; if no clear
choice emerged, the highest automatic ranking was selected.
We excluded signal pairs from our analysis if the combined
SQI of both annotators exceeded 5 or if either annotator as-
signed an SQI of 5. As a result, the available FECG signal
was not confined to any specific channel for a corresponding
DUS, allowing the models to generate DUS signals indepen-
dently of the FECG channel.

Afterward, we resampled the DUS signals to 2k Hz and

the FECG data to 250 Hz for all subjects. We then applied a
second-order Butterworth bandpass filter to the DUS wave-
forms with cut-off frequencies of 25 and 600 Hz (Valder-
rama et al. 2019). For the FECG signals, we used a band-
pass finite impulse response (FIR) filter, setting the pass-
band frequency at 3 Hz and the stop-band frequency at
45 Hz. Next, we performed segment-wise normalization
and investigated possible lags between the simultaneously
recorded signals. For this aim, we calculated the homomor-
phic envelopes for DUS and the Pan-Tompkins envelopes for
FECG signals and then computed the cross-correlation be-
tween these envelope pairs. By identifying the highest cross-
correlation values, we estimated and adjusted the lags be-
tween the pair of signals for each subject separately (Ap-
pendix A). Finally, we extracted every FECG and their cor-
responding DUS beats using the available peak placements
of the 3.75 s segments and applied min-max normalization
to both signals to ensure all input data falls within a specific
range. In the end, 3923 FECG and their corresponding DUS
heartbeats were prepared for further experiments.

Training Details
The training and evaluation were conducted using a subject-
independent scheme, where the models were trained on sig-
nals from four subjects and then tested on data from an un-
seen subject; this process was repeated five times. The Adam
optimizer and mean squared error loss function were utilized
to train Auto-FEDUS. For the GAN-based models, weights
were initialized with a truncated normal distribution with a
mean of 0 and variance of 0.02, and the WGAN-GP gradi-
ent penalty coefficient was set to 10. The generative mod-
els were implemented using TensorFlow 2.15.0 and Python
3.11.5. For training and testing the models, we utilized a
computing system equipped with 64 GB of RAM, a single
14-core CPU, and one NVidia Tesla P100 GPU. The pro-
cessing time for mapping FECG to DUS signal was approx-
imately 0.97 milli seconds per recording.

Evaluation Indicators
To quantitatively evaluate and comprehensively compare the
developed models, we used eight different metrics to assess
each pair of real DUS and its synthetic counterpart in both
the time and frequency domains.

Root Mean Square Error (RMSE): Provides a measure of
the magnitude of the error between generated and real sig-

nals. We calculated RSME as
√

1
n

∑n
i=1 (xi − x̃i)

2, where
xi and x̃i refer to the ith sample of real and generated signals,
respectively.

Mean Absolute Error (MAE): Quantifies the average mag-
nitude of errors between paired generated and real signals
without considering their direction. It’s less sensitive to out-
liers than RMSE and was calculated by 1

n

∑n
i=1 |xi − x̃i|.

Kullback-Leibler Divergence (KLD): A measure of how
the probability distribution of the generated signals, Pg(x),
diverges from that of the real DUS, Pr(x), calculated as∑

Pr(x) log
(

Pr(x)
Pg(x)

)
.



Table 1: Comparison of various evaluation indicators for the developed generative models using leave-one-out cross-validation.

Model RSME MAE KLD SE PSDD CD SF FD

Autoencoder 1.66±1.16 0.83±0.51 2.20±1.74 2.29±0.16 13.94±16.14 241.58±58.73 0.02±0.03 11.45±2.52
LSTMGAN 0.98±0.04 0.96±0.04 5.46±0.22 3.47±0.31 0.37±0.14 342.34±79.44 0.01±0.00 20.57±1.54
DCGAN 0.23±0.04 0.16±0.03 0.70±0.88 0.99±0.67 0.39±0.01 104.30±30.54 0.06±0.02 5.14±0.63
WGAN-GP 0.22±0.01 0.15±0.01 0.03±0.02 0.41±0.25 0.29±0.16 93.73±79.79 0.08±0.01 4.70±0.40
Auto-FEDUS 0.20±0.01 0.14±0.01 0.05±0.01 0.25±0.27 0.27±0.14 84.52±43.37 0.00±0.00 4.63±0.27

Spectral Entropy (SE): An absolute difference in spec-
tral entropy, which is a measure to quantify the complex-
ity or predictability of a signal’s power spectrum distribu-
tion (PSD), between the generated and real signals. SE was
calculated as −

∑
pj log(pj), where pj are the normalized

powers at each jth frequency component.
PSD Difference (PSDD): Computes the Euclidean dis-

tance between the averaged power spectral densities (PSD)
of the signals in the unit of millidecibels per Hz.

Centroid Difference (CD): Calculates the absolute differ-
ence in spectral centroids, which indicate the center of mass
of the spectrum, between the generated and real signals.

Spectral Flatness (SF): Evaluates the flatness or tonality
of a signal’s power spectrum. It was computed as the ratio
of the geometric mean to the arithmetic mean of the power
spectrum values; a higher value indicates a more noise-like
signal.

Fréchet Distance (FD): A measure used to quantify the
similarity between two signals by considering the location
and order of the points along the paths. We calculated FD
based on the description in (Sarkar and Etemad 2021).

Figure 3: Comparison of real and generated signals for two
random samples. Each panel presents a real FECG signal
(left), its corresponding real DUS signal (middle), and the
generated DUS signal (right), along with their respective
scalograms.

Performance
Qualitative Evaluation
Figure 3 presents two sets of qualitative samples of the real
and model’s generated heartbeat DUS signals along with
their corresponding FECG signals. To further analyze the
characteristic frequency shifts in these signals over time,
we have included their scalograms. The scalogram provides

a two-dimensional representation of the signal, constructed
as a function of time and frequency, based on the abso-
lute values derived from the continuous wavelet transform.
Although events are visible in the time domain, frequency
domain analysis reveals the signal components at various
frequencies, showing how the signal’s energy is distributed
across these frequencies. We can observe in Figure 3 (a) and
(b) that the model’s generated DUS signals visually resem-
ble the real DUS waveforms in terms of morphology and
timing. The scalograms of the generated DUS signals dis-
play patterns similar to those of the real DUS scalograms,
suggesting that the model effectively captures both the fre-
quency content and its temporal variations. However, in
some cases, the generated signals may not match the real
DUS signals. This discrepancy primarily arises when the
real FECG or DUS signals contain some levels of inherent
noise, which complicates the model’s ability for accurate ex-
trapolation. Additionally, DUS signals are highly variable;
even for relatively similar FECG signals, their structures can
vary over time. A larger dataset from more subjects might
mitigate this challenge. It should be noted that among the
developed models, the Autoencoder and LSTMGAN mod-
els are unable to generate morphologically similar signals,
whereas the other models can capture the general shape and
characteristics during signal generation.

Quantitative Evaluation and Analysis
Table 1 details the results of evaluation indicators used
to assess the structural similarity between signals gener-
ated by the models and the original DUS signals. That is,
we compared the performance of Auto-FEDUS with other
commonly used generative models for mapping FECG to
DUS signals across different domains. The reported re-
sults represent the mean and standard deviation of the met-
rics, based on leave-one-out cross-validation. As shown,
the Auto-FEDUS model demonstrates superior performance
across various metrics, including RMSE, MAE, SE, PSDD,
CD, SF, and FD, whereas WGAN-GP excels in KLD.

Figure 4 (a) depicts the PSD representation of DUS heart-
beat signals and their corresponding generated waveforms as
a function of frequency using a subject-independent scheme.
The PSD measures the power distribution of a signal across
different frequency components. The pale colors represent
individual signals, while the bold lines indicate their mean.
The real data exhibits higher PSD values in the range of ap-
proximately 150 to 400 Hz, with a peak of around 200 Hz.
The generated data shows a similar pattern and trend with
nearly the same peak location but generally lower PSD val-



Figure 4: Real and generated data characteristics. (a) PSD analysis (b) t-SNE visualization (c) Bland-Altman plot. FHRLabel is
derived from the simultaneously recorded FECG of each real DUS segment, and FHRgenerated is estimated by the model.

ues, indicating that the generated data approximates the real
data’s frequency characteristics with lower power. Figure 4
(b) provides a t-distributed stochastic neighbor embedding
(t-SNE) visualization of the real and generated signals to
compare their distributional characteristic. This method re-
duces the complex, high-dimensional feature space of these
signals into a more interpretable two-dimensional plot to fa-
cilitate a visual assessment of similarity and variability be-
tween the signals. Each dot in this plot represents an individ-
ual signal. The plot shows a broad distribution where both
real and generated data are spread across the t-SNE compo-
nents. The intermingling of red and blue dots suggests that
the generated data overlaps significantly with the real data,
indicating that the model successfully captures the overall
distribution of the real data. Appendix B presents additional
ablation studies.

Use Case Scenario
To evaluate the model’s real-world applicability, we lever-
aged its autoregressive capability to generate standard 3.75 s
segments of DUS signals by sequentially inputting consec-
utive heartbeat FECG signals into the model. The generated
DUS segments were first passed through a high-performing
signal quality assessment model (Motie-Shirazi et al. 2023).
This model categorizes each 3.75 s DUS signal into five dis-
tinct quality classes: good, poor, interference, talking, and
silent. The quality assessment model classified all 303 seg-
ments generated by Auto-FEDUS as good quality, indicat-
ing the model’s ability to mimic the characteristics of the
real data (Appendix B). Second, a fetal heart rate (FHR) es-
timation model (Rafiei et al. 2024) processed the generated
signals and calculated the heart rate for each segment. Fig-
ure 4 (c) presents a Bland-Altman plot to analyze the agree-
ment between the label FHR and those of the synthesized
segments. The results, discussed in more detail in Appendix
B, indicate a high level of agreement with minimal bias be-
tween the two sets of segments.

Conclusions and Future Works
Analyzing DUS signals, which can be swiftly and easily
captured using basic devices, provides unique advantages
for various tasks in fetal health monitoring; however, the
practical application of automated models using these sig-

nals faces significant obstacles due to the scarcity of high-
quality labeled datasets and the labor-intensive process of
data handling. In addition, the complex, broadband nature
of raw DUS signals and their unpredictable variations make
their synthetic generation challenging. Here, we develop
Auto-FEDUS, a solution for mapping FECG signals into
their corresponding DUS signal through an autoregressive
scheme. Experimental results demonstrate a clear advantage
of the developed model in effectively capturing the key char-
acteristics of DUS signals. It generates high-quality, realistic
DUS signals that closely align with actual data, specifically
achieving similar quality classifications and FHR estimation
outcomes. This advancement can significantly accelerate the
development of effective and robust machine learning mod-
els for fetal health monitoring.

For future work, we will leverage the available FECG data
for this cross-modal signal extrapolation to assess the bene-
fits of generated DUS signals in developing and improving
the performance of various fetal monitoring tasks, including
gestational age estimation and heartbeat segmentation. Par-
ticularly, we aim to mitigate bias toward specific cohorts and
conditions that are underrepresented in datasets and often do
not include the target groups that most need enhanced moni-
toring. Furthermore, a key plan is to enhance Auto-FEDUS’s
capability to conditionally account for a range of factors, in-
cluding demographic considerations, signal quality, and the
potential presence of birth defects. Once additional cross-
setting datasets become available, the model’s performance
can be further evaluated and streamlined for deployment on
portable devices, enabling real-time generation.
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Appendix A. Data Processing
Figure 5 presents a 3.75 s segment of physiological sig-
nals from a random subject, showcasing data from multi-
ple modalities and highlighting the temporal correspondence
between abdominal ECG, FECG, and DUS signals. The gray
traces represent the abdominal ECG signals, while the over-
laid blue traces highlight the extracted FECG signals across
seven channels. The bottom panel displays the DUS signal,
showing periodic waveforms that correspond to cardiac ac-
tivity. Red asterisks mark the identified FECG R-peaks, and
vertical dashed lines separate consecutive heartbeats.

The developed MATLAB graphical user interface for the
visualization and annotation of FECG and DUS signals is
shown in Figure 6. This interface features multiple signal
panels for the DUS and extracted seven-channel FECG sig-
nals. Users can navigate through different records using
a dropdown menu and load the corresponding signals for
detailed analysis. Key functionalities include classification
labels for signal quality assessment, overlaid markers for
heartbeat detection, and playback capabilities for reviewing
signals. The detection of fetal peaks (black circles) and ma-
ternal beats (red crosses) can initially be performed auto-
matically. Using the buttons on the right side of the inter-

Figure 5: Different signals and the location of heartbeats
for a random subject in the dataset. aECG: abdomen ECG,
FECG: fetal ECG, DUS: Doppler Ultrasound, Peak: FECG
peak, Ch.: Maternal ECG channel number

face, and leveraging the automatic detection as a preliminary
guide, two independent annotators assigned SQIs to the sig-
nals and reviewed and adjusted peak placements (green cir-
cles) as needed.

Figure 6: The custom MATLAB graphical user interface de-
veloped for signal quality assessment and peak detection.

In simultaneous recordings of DUS and FECG, an inher-
ent lag exists due to the precedence of electrical activity over
mechanical activity, as well as differences in acquisition and
processing mechanisms. To ensure that the lag remains con-
sistent across all subjects and does not affect our analysis,
we computed the homomorphic envelope for the DUS sig-
nals and the envelope derived from the integration step of
the Pan-Tompkins QRS detection algorithm for the FECG
signals (Agostinelli et al. 2017). We then estimated the tem-
poral lag between these envelopes by calculating their cross-



Figure 7: (a) DUS and FECG signals and their envelopes (b) Mean cross-correlation between the envelopes of DUS and FECG
signals across all pairs and different time lags with highlighted strongest temporal alignment.

Table 2: The results of the evaluation indicators for the Auto-FEDUS model in extrapolating longer signal segments based on
leave-one-out cross-validation.

Model RSME MAE KLD SE PSDD CD SF FD

Auto-FEDUS-2 beats 0.19±0.01 0.13±0.01 0.04±0.01 0.34±0.35 0.19±0.11 85.98±37.03 0.02±0.01 6.19±0.36
Auto-FEDUS-3 beats 0.19±0.01 0.14±0.01 0.03±0.01 0.52±0.34 0.15±0.11 85.72±44.77 0.03±0.01 7.29±0.48

Figure 8: Reliability and comparative analysis. (a) t-SNE visualization (b) Scatter plot of the correlation between the real and
generated FHR values.

correlation and aligned each pair of signals accordingly. Fig-
ure 7 (a) illustrates the signals along with their envelopes,
while Figure 7 (b) shows the mean cross-correlation between
the envelopes across different time lags.

Appendix B. Ablation Study and Practical
Assessment

We investigated the performance of the Auto-FEDUS model
in generating longer segments of signals at each step. For
this purpose, we extracted more consecutive heartbeats of
FECG signals along with their corresponding simultaneous
DUS waveforms and then performed subject-wise training
and evaluation. The findings revealed that the model was
able to extrapolate up to three beats at each step while main-

taining acceptable signal morphology. However, when the
extrapolation task involved more than three beats, the gen-
erated signals exhibited notable degradation in quality and
fidelity. Table 2 summarizes the evaluation metrics for the
2- and 3-beat mapping scenarios.

Moreover, we developed a CNN-based autoencoder de-
signed for signal reconstruction. This model processed both
real and generated DUS waveforms as input, aiming to accu-
rately reconstruct these signals. The architecture of the en-
coder comprised three convolutional blocks, each consist-
ing of a CNN layer followed by max pooling and batch
normalization. Similarly, the decoder mirrored this structure
with three transposed CNN layers, each followed by batch
normalization. The objective of this experiment was to de-



Figure 9: A 3.75 s segment of real FECG data and its corresponding real and generated DUS waveforms.

termine whether a high-performance reconstruction model
with low-dimensional latent space representation could ef-
fectively distinguish between real and generated signals.
Upon training, the model demonstrated a near-perfect capa-
bility to reconstruct the input signals. Nonetheless, visual-
ization of the t-SNE plot revealed that the signals’ represen-
tations are interspersed across the components without clear
distinctions (Figure 8 (a)). This indicates that the real and
generated signals share significantly similar characteristics,
making them challenging to distinguish.

To further assess how closely the generated data repli-
cate the morphology and characteristics of the real sig-
nals, we presented a scatter plot that illustrates the relation-
ship between the estimated FHR values of the synthesized
3.75 s segments and their corresponding real labels (Fig-
ure 8 (b)). The DUS-based FHR estimation model (Rafiei
et al. 2024) provided estimated values for every generated
segment, while the label heart rate was derived from real
FECG R-peak locations. As shown, the generated data ac-
curately captures the pseudo-periodic pattern of the signals,
effectively learning to generate heartbeats with precise tim-
ing across both low and high heart rate scenarios. Addition-
ally, Table 3 details a performance comparison of the FHR
estimation model on its reported real test data and our gen-
erated signals (Rafiei et al. 2024). The Bland-Altman mea-
sure, which represents the maximum difference between the
model’s estimations and the label FHR values, was calcu-
lated as the maximum of the mean difference plus or minus
1.96 times the standard deviation of the differences. Predic-
tion interval coverage probability (PICP) was calculated as
the percentage of data points where the difference between
the model’s estimation and label FHR fell within ±5 beats
per minute (bpm) error range. The results indicate that the
FHR estimation model performs similarly across different
metrics for both real and generated data, further validat-
ing the realism of the synthesized signals. Figure 9 shows
a 3.75 s segment of real FECG signal along with its cor-
responding real DUS signal and autoregressively generated
DUS signal for a random subject, which is used as the stan-
dard duration for DUS-based fetal cardiac activity monitor-

ing tasks.

Table 3: Performance comparison of the FHR estimation
model for the real and generated data.

Data Bland-Altman RMSE MAE PICP
Real 4.5 bpm 2.2 bpm 1.1 bpm 98.1%
Generated 4.5 bpm 2.3 bpm 1.5 bpm 96.7%


