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Abstract

Enhancing semantic grounding abilities in Vision-Language Models (VLMs) often in-
volves collecting domain-specific training data, refining the network architectures, or modi-
fying the training recipes. In this work, we venture into an orthogonal direction and explore
whether VLMs can improve their semantic grounding by ‘receiving’ feedback, without re-
quiring in-domain data, fine-tuning, or modifications to the network architectures. We
systematically analyze this hypothesis using a feedback mechanism composed of a binary
signal. We find that if prompted appropriately, VLMs can utilize feedback both in a sin-
gle step and iteratively, showcasing the potential of feedback as an alternative technique to
improve grounding in internet-scale VLMs. Furthermore, VLMs, like LLMs, struggle to self-
correct errors out-of-the-box. However, we find that this issue can be mitigated via a binary
verification mechanism. Finally, we explore the potential and limitations of amalgamating
these findings and applying them iteratively to automatically enhance VLMs’ grounding
performance, showing grounding accuracy consistently improves using automated feedback
across all models in all settings investigated. Owverall, our iterative framework improves
semantic grounding in VLMs by more than 15 accuracy points under noise-free feedback
and up to 5 accuracy points under a simple automated binary verification mechanism.!
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1 Introduction

The evolution of Large Language Models (LLMs) to encompass multimodal inputs has
given rise to an emerging paradigm of general-purpose models that can solve multimodal
understanding problems via user-prompt interaction (Touvron et al., 2023; Team et al.,
2024, 2023; Yang et al., 2023c; McKinzie et al., 2024). Vision-Language Models (VLMs)
are a growing family of multimodal models that simultaneously understand both visual and

1. Project website is hosted at https://andrewliaoll.github.io/vlms_feedback/ and code is released at
https://github.com/andrewliaoll/vims_feedback
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Figure 1: Enhancing semantic grounding in VLMs with feedback. We investigate
whether VLMs can improve their grounding performance through feedback, with-
out requiring in-domain data, fine-tuning, or modifications to the network archi-
tecture. Given an image and a specified region, a VLM is asked to identify the
semantic properties that best describes the content in that region. Behind the
scenes, an automatic feedback-based verification mechanism manages an interac-
tion between the VLM and a ‘Verifier’ to refine the VLM’s initial understanding.

language input cue. These models have demonstrated strong zero-shot performance on tasks
including image classification (Deng et al., 2009), captioning (Young et al., 2014), visual
question answering (Antol et al., 2015; Goyal et al., 2017), and commonsense reasoning
from image data (Yu et al., 2016; Yuksekgonul et al., 2023), motivating application-specific
VLMs in autonomous vehicles and robotics (Cui et al., 2024; Nasiriany et al., 2024b).

Despite VLMs’ strong visual-language understanding abilities, fine-grained visual ground-
ing remains a challenge. Specifically, VLMs struggle to understand region-specific informa-
tion within complex scenes, for example, when the models are prompted to describe specific
objects within a crowded image (Chen et al., 2023; Yang et al., 2023a; You et al., 2023).
This limitation stems from various factors, such as the limited spatial awareness of the
vision encoder (Guo et al., 2024; Li et al., 2024, 2023), insufficient or inadequate training
data (Liu et al., 2024), sub-optimal training recipes (Lin et al., 2023), and sensitivity to
prompt design (Yang et al., 2023b). While these factors can be specifically addressed with
improved training recipes, these methods demand considerable computational cost (Cai
et al., 2023; You et al., 2023; Chen et al., 2023; Yang et al., 2023b). This makes the adap-
tation of VLMs for fine-grained visual grounding tasks prohibitive to practitioners that do
not have the resources needed to retrain these models or that rely on API-based VLMs for
their downstream applications.

The adjacent LLM literature has demonstrated solving complex tasks via automated
feedback from application-specific systems or even other LLM agents (Peng et al., 2023;



Madaan et al., 2024; Du et al., 2024). For example, self-debugging (Chen et al., 2024) can
identify and fix errors in code generation by simply parsing the execution results. Feedback
mechanisms act as verifiers which review the output of the target model and provide a
signal that can be prompted back to the target model (Chen et al., 2024; Gou et al., 2024).
This interaction allows LLMs to iteratively generate high-quality outputs for difficult tasks
without any fine-tuning (Zhang et al., 2023a). Furthermore, automated feedback-based
systems can be developed with readily-available models using only APT calls, which reduces
the barriers for practice. Most importantly, VLMs have already demonstrated the ability
to verify some visual tasks such as evaluating image caption pairs (Lu et al., 2024; Zhang
et al., 2023b). Consequently, we believe the lessons learned from the literature on automated
feedback for LLMs should be applicable to fine-grained visual grounding for VLMs, thereby
unlocking performance gains on complex multimodal tasks without expensive retraining,
data, or model architectural changes.

In this paper, we perform the first exploration of whether VLMs can improve their se-
mantic grounding on zero-shot test tasks by ‘reading’ automated prompt-based feedback, as
shown in Fig. 1. We analyze state-of-the-art open-source VLMs including LLaVA-1.5 (Liu
et al., 2023a), ViP-LLaVA (Cai et al., 2024), CogVLM (Wang et al., 2024), and a pro-
prietary VLM, i.e., GPT-4V (Yang et al., 2023c), to reveal consistent trends. Following
recent work (Yang et al., 2023a; Zhang et al., 2024), we repurpose the challenging panoptic
segmentation datasets in ADE20k (Zhou et al., 2017) and COCO (Lin et al., 2014) for
semantic grounding. We anticipate this analysis also translates to other complex tasks.
We first examine whether feedback can enhance semantic grounding in VLMs and more
specifically, what type of feedback is necessary for the VLMs to improve their downstream
task performances. We systematically evaluate noise-free verification signals from an oracle
and a diverse range of feedback mechanisms including language and visual prompting. We
then examine whether a VLM can verify their answers to complex visual grounding tasks
and what type of feedback can a VLM-based verifier generate with high-quality. Finally, we
close the loop between receiving and sending feedback to propose an automated iterative
feedback-based mechanism that yields VLMs up to nearly 5 accuracy points improvements
on semantic grounding by essentially trading performance with compute. Our key findings
are:

1. VLMs can read the feedback to improve downstream semantic grounding.
In a single-step setting with noise-free binary signals, VLMs improve their semantic
grounding performance by 4 to 12 accuracy points, and over multiple rounds, by
over 15 points across five rounds. This shows the potential of feedback as a means
of improving grounding performance in VLMs. Perhaps surprisingly, providing the
explicit class label as feedback does not automatically improve accuracy to 100%,
identifying a limitation in open-source VLMs for handling tasks relying purely on
language understanding.

2. VLMs can be used as binary feedback providers. Although, similar to LLMs (Huang
et al., 2023a; Xu et al., 2024), VLMs struggle to correct themselves out-of-the-box,
we show that this issue can be mitigated via a binary verification mechanism that
modifies the input image through isolation or marking of objects. Comparing our



binary verification mechanism to intrinsic self-correction, we observe up to 18 points
improvement in F} score.

3. VLMs benefit from automatic iterative feedback by improving semantic
grounding accuracy up to nearly 5 accuracy points. This is in sharp con-
trast with an application of prior intrinsic self-correction (Madaan et al., 2023; Kim
et al., 2023), which can decrease performance by up to —10.18 accuracy points. In-
terestingly, our improvements come mostly from the first iteration and in most cases
saturates after five iterations. This opens further questions on the quest for better
automated verification protocols for semantic grounding. We emphasize our focus is
not to develop a SoTA semantic grounding technique or an optimal automatic ver-
ification mechanism, but to study the limits and potentials of iterative feedback for
semantic grounding. We anticipate future generations of VLMs will yield substantial
quantitative advancements in the task at hand.

2 Related Works
2.1 Prompting in LLMs and VLMs

In-context learning in LLMs (Brown et al., 2020) has encouraged various new prompting
techniques such as Chain-of-Thought (CoT) (Wei et al., 2022), Least-to-Most (Zhou et al.,
2023), and StepBack (Zheng et al., 2024) to improve LLMs’ reasoning capability. Chain-of-
thought notably demonstrates several reasoning paths for LLMs to encourage them to solve
complex task by following similar reasoning paths (Yao et al., 2023; Wang et al., 2023).
However, these techniques may be less applicable to VLMs due to the limited in-context
learning capability of VLMs, especially the visual instruction tuned VLMs (Zhao et al.,
2024; Zeng et al., 2024). In contrast, Zero-shot CoT can elicit model reasoning without
the reliance on in-context learning, but instead by simply prepending a guiding sentence to
the model responses (Kojima et al., 2022). Moreover, prompting techniques for VLMs have
mostly focused on visual prompting. Prior work has shown that models trained on web-
scale data can focus on specific visual markers, e.g., red circles (Shtedritski et al., 2023).
More recently, Set-of-Marks (SoM) prompting shows that the GPT-4V model is able to
ground multiple objects at the same time by simply overlaying a set of object identifiers
on the image (Yang et al., 2023a; Nasiriany et al., 2024a). In our work, we leverage these
techniques to introduce feedback to VLMs and improve semantic grounding.

2.2 Multimodal Evaluation and Verification

Recent large-scale VLMs such as CLIP (Radford et al., 2021) and GPT-4V (Yang et al.,
2023c) have introduced a new paradigm for challenging multimodal evaluation. For instance,
evaluating image captions is difficult to do with classical discriminative metrics (Kilickaya
et al., 2017; Cui et al., 2018). To provide evaluations that align with human judgements,
CLIPScore (Hessel et al., 2021) leverages web-scale VLMs to measure similarity between
images and captions. On the other hand, LLMScore (Lu et al., 2023) shows that by coupling
an image captioner and an off-the-shelf object detector, LLMs can directly measure the
alignment for text-to-image models. More recently, GPT-4V has been used directly as an
automatic evaluator for vision language tasks such as text-to-3D generation (Zhang et al.,
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Oracle feedback
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Figure 2: Feedback Dynamics. Left (Semantic Grounding): This figure shows the task
of semantic grounding. Given an image and a text prompt that specifies a re-
gion of interest, a VLM is tasked to identify the semantic class best describing
that region. Center (Feedback Mechanisms Explored): We illustrate the various
feedback mechanisms examined in this study. Noise-Free Binary Feedback: In
this setting, the feedback is provided by an oracle that solely addresses the cor-
rectness of the class predicted by the VLM. Noise-Free Class Label Feedback, the
feedback is also provided by an oracle and explicitly provides the correct class
label. Automated Binary Verification: In this setting, a VLM serves as a verifier,
analyzing a modified version of the input image where the region of interest has
been isolated. Its task is to conduct a binary verification of the previous predic-
tion. Right (Feedback Receiving): The VLM receives the provided feedback and
is then prompted to re-evaluate and adjust the previous prediction.

2023c; Wu et al., 2024). Inspired by the promise of using large VLMs as evaluators, we
explore whether VLMSs are able to evaluate and verify their own predictions. In contrast to
prior work, we treat the same VLMs as both predictors and evaluators/verifiers.

2.3 Self-correction in LLMs using Feedback

LLMs have demonstrated some ability to criticize and refine their own text responses,
thereby trading compute for performance (Madaan et al., 2023; Kim et al., 2023). How-
ever, a systematic evaluation of these ‘self-correction’ abilities has shown that the current
generation of LLMs can only reliably correct their responses if given access to external tech-
niques (Huang et al., 2023a; Tyen et al., 2024). For example, self-debugging (Chen et al.,
2024) improves code generation by interacting with a code executor, whereas the CRITIC
framework uses external tools to cross-check and refine initial responses (Gou et al., 2024).
This paper presents the first exploration of self-correction for enhancing visual grounding
in VLMs. We first verify if VLMs suffer the similar limitation of self-correction and then
investigate whether visual prompting techniques can mitigate this implicit self-bias.



3 Feedback Dynamics in VLMs for Semantic Grounding

In this section, we first define the visual grounding problem for VLMs (Sec. 3.1). We then
introduce our key research questions on whether VLMs can improve their performances
in semantic grounding by receiving prompt-based feedback and whether they can provide
feedback to their own semantic grounding predictions (Sec. 3.2). Finally, we summarize the
evaluation metrics, datasets, and models comprising our experiment protocol (Sec. 3.3).

3.1 Visual Semantic Grounding

We consider a visual grounding problem that maps a given image region to the text space,
referred to as semantic grounding (Zhang et al., 2024; Yang et al., 2023a). Prior work (Lee
et al., 2024) has shown that such grounding abilities strongly correlate with the visual
reasoning abilities in VLMs. Consider an image x € RM¥*3 where h and w denote the
image’s height and width, respectively. There exists a priori an image partition function
that takes an image and produces N semantically distinct regions {ri}y:l, where each r; €
[0,1]"*%. A general-purpose VLM (e.g., LLaVA (Liu et al., 2023b)) is then tasked to take
the image x, the image region r; , a text prompt g, and to output text o; = VLM(x,1i,q)
that best describes the image region. The output format depends on the evaluation metrics
of interest. Fig 2 shows an example of the specific task prompt used in this problem.
Following prior work (Yang et al., 2023a), we use ground truth segmentation masks
as semantically distinct image regions {ri}}il. We evaluate semantic grounding ability by
whether the VLM can estimate the ground truth class label for each region in every scene.

3.2 Enhancing Semantic Grounding in VLMs with Noise-Free Feedback

Recently, LLMs have demonstrated significant improvements in performance on complex
language semantic tasks such as coding and math reasoning by leveraging sequential feed-
back from prompts (Chen et al., 2024; Nathani et al., 2023). We note that VLMs can
process diverse visual and text inputs while simultaneously sustaining a dialogue from mul-
tiple input rounds similar to LLMs. To determine whether VLMs behave similarly to LLMs
in improving performance on visual semantic tasks, we direct two series of questions under
a noise-free feedback setup: (i) whether VLMs can receive dialogue feedback in order to im-
prove semantic grounding; and (ii) whether VLMs can generate binary grounding feedback
for themselves.

3.2.1 CAN VLMS RECEIVE GROUNDING FEEDBACK?

For an image and an image region, a VLM makes an initial prediction without feedback
oi0 = VLM(x,1i,q) , which we refer to as a base prediction. Here, we adopt a noise-
free setting where an oracle f* that knows the ground truth class labels for any scene
evaluates 0;9 and generates a feedback f, signal describing potential errors in the base
prediction. The feedback can be converted into text or visual marks for the textual and
visual prompts, x| o and q - The enhanced predictions by feedback are represented
as o;,1 = VLM([x, x| fffo]’ri’ [d, s+, 1), where we overload the operator [-] as overlaying for
images and concatenation for text. Fig. 2 (center and right) shows the examples of semantic



User: Your goal is to determine the class
names for objects within a provided image and
leverage the insights from expert analyses. ...

Expert analysis: The prediction is incorrect,
please adjust the class name

VLM: After examining the image and the
|_expert analysis

Visual
Marks

SoM

J

CVLM: [VLM generates to complete] )

Rol
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(1) Textual prompt: Zero-shot CoT (2) Visual prompt

Figure 3:

Examples of textual and visual prompting techniques. Left: Zero-shot
CoT prepends a guiding sentence (in red) before VLMs’ output to guide the
model. Right: We apply various visual prompting techniques including Rol crop,
visual marks, and SoM to modify input images to VLMs to guide the models’
attention.

grounding in VLMs with feedback. See the full prompt in Appendix A. Then, we ask the
following questions:

Q1 What type of feedback yields the best improvement in grounding performance? We con-
sider two alternatives: (i) directly providing the ground truth class labels in a text
prompt; and (ii) providing a message on whether the previous prediction is correct
(see Figure 2 right).

Q2 How should the feedback be prompted to a VLM? We consider several alternatives and
their combinations:

(i)

Zero-shot Chain-of-Thought (CoT): Kojima et al. (2022) shows that simply
prepending a guiding sentence ‘Let’s think step-by-step’ before generation can
strongly guide the LLMs for desired tasks. We adopt a similar idea and use the
guiding sentence ‘After examining the image and the expert analyses, the final
answer is’ for the semantic grounding tasks. Here, the feedback is referred as
expert analyses to encourage the model to follow the feedback.

Visual Marks: Shtedritski et al. (2023) shows that Internet-scale vision-language
encoders are biased to attend to visual marks (e.g., red circles).

Set-of-Mark (SoM): Yang et al. (2023a) shows that overlaying object identifiers
on the image improves visual grounding in GPT-4V.

To measure improvement, we evaluate the overall improvement in accuracy between
the initial and the revised predictions. We show the examples of each textual and visual
prompting technique in Fig. 3.



3.2.2 CAN VLMs GI1VE BINARY GROUNDING FEEDBACK?

We explore whether a VLM can itself provide feedback. We consider simple binary feed-
back that evaluates the correctness of the grounding predictions. We refer this VLM to
as a ‘Verifier’ that generates binary feedback from the image, the image region, and the
grounding prediction fVM(x, i, 0;), as shown in Fig. 2 center.

While prior work (Kim et al., 2023; Madaan et al., 2023) shows the promise of LLMs
to perform self-correction by simply prompting LLMs to review their own responses, a
recent study has demonstrated LLMs have limited intrinsic self-correction abilities (Huang
et al., 2023a). Furthermore, the study suggests that LLMs require external techniques to
consistently improve their outputs. Motivated by this observation, we ask the following
questions for VLMs:

Q3 Can a VLM generate high-quality feedback via intrinsic self-correction? We verify
whether the prior results demonstrating the challenges of intrinsic self-correction in
LLMs (Huang et al., 2023a) hold for VLMs.

Q4 Can a VLM leverage external techniques, e.g., visual prompting, to overcome the issues
in intrinsic self-correction? We consider several techniques:

(i) Visual marks: The verifier receives the image with a highlighted object of interest
and a prompt to determine if the predicted class label accurately describes the
object (Shtedritski et al., 2023).

(ii) Rol crop: Prior work (Gu et al., 2022) distills features of cropped regions to the
object detectors. Inspired by this, we design the verifier to receive a cropped
image isolating the object of interest.

(iii) A combination of Visual Marks and Rol crop.

For intrinsic self-correction, we adapt prior work in LLMs self-correction (Kim et al., 2023)
to semantic grounding task. Here, we prompt the verifier to ‘Carefully review and refine your
answer’ to automatically correct grounding predictions. Note that although intrinsic self-
correction does not explicitly generate a binary feedback, we can obtain the corresponding
binary signal by comparing the alignment of the grounding predictions before and after
correction.

3.3 Experiment Protocols

Datasets. We use the panoptic segmentation dataset in ADE20k (Zhou et al., 2017) for our
analysis. This dataset was not previously used in the instruction tuning of the VLMs that
we study, which allows us to better characterize in-the-wild generalization abilities. Further,
this dataset contains a validation set of 2k complex, crowded scenes with over 30k masks,
labeled across a fine-grained class label spectrum of 150 distinct categories. We validate our
results on the iterative setting in COCO panoptic segmentation (Kirillov et al., 2019; Lin
et al., 2014). Although the COCO dataset is standard in the visual grounding community,
most VLMs are trained on the visual instruction dataset derived from the COCO labels.
We, therefore, consider it as an in-domain dataset for most VLMs, in contrast to ADE20k.



Zero-shot CoT Visual Prompt LLaVA-1.5 ViP-LLaVA  CogVLM

Base Predictions No No 35.86 35.86 15.98
+ Class Label Feedback No No 94.8015894 74.99:30.13 77.04161.06
No No 41.04 40.36 16.25

Yes No 43.30 42.00 18.25

+ Binary Feedback Yes SoM 49.41 44.53 18.64

Yes  Visual marks 45.38,952 45.21,935 19.46,348

Table 1: VLMs use feedback to improve grounding accuracy. We explore how much
noise-free Class Label Feedback and Binary Feedback improve semantic grounding
in VLMs. Furthermore, we seek the best textual and visual prompt to encourage
VLMs to attend and follow the feedback. For each type of feedback and each
VLM, we highlight the largest improvements w.r.t. the performance of its base
predictions.

The COCO validation set is composed of 5k images. Consistent with prior works on VLM
grounding (Yang et al., 2023a), we use the same subset of 100 images for ADE20k and
COCO for our analysis. We include the full dataset details in the Appendix B.

VLMs. We analyze three state-of-the-art open-source VLMs including LLaVA-1.5 (Liu
et al., 2023a), ViP-LLaVA (Cai et al., 2024) and CogVLM (Wang et al., 2024). LLaVA-
1.5 is a successor of LLaVA (Liu et al., 2023b), a visual instruction tuned VLM, and has
scaled up to a larger model and a larger training dataset. ViP-LLaVA shares the overall
model architecture and training strategy with LLaVA, but focuses on synthesizing a diverse
set of visual marks in the training dataset, effectively improving the model performance
when using visual prompts and allowing for a more user-friendly interface. CogVLM is a
generalist VLM with highlights on integrating image and text features without sacrificing
any performance on NLP tasks.?

Metrics. We evaluate semantic grounding performance by measuring classification accu-
racy. We use off-the-shelf text embeddings (Huggingface) to map the VLM outputs o; to
the nearest label from the class label list. We then report accuracy Accgrounding aggregated
over all regions rj for each scene in the dataset. We evaluate the ability of a VLM verifier
to generate a binary feedback signal by measuring the Fj-score of its binary predictions on
whether a set of semantic grounding predictions is accurate.

4 Empirical Findings

In this section, we discuss the results obtained with respect to our research questions after
experimenting on the ADE20k. All experiments are run on three different seeds and we
report the average performances.

2. We adopt LLaVA-1.5 13b (from https://huggingface.co/1lava-hf/llava-1.5-13b-hf), ViP-LLaVA
13b (from https://huggingface.co/llava-hf/vip-llava-13b-hf), and CogVLM (from https://
huggingface.co/THUDM/CogVLM)
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4.1 Can VLMs Receive Grounding Feedback?

Table 1 summarizes the base predictions for each model and improved grounding accuracy
after receiving grounding feedback. We include the full prompt template of each feedback
prompt structure in the Appendix A.

Q1 WHAT TYPE OF FEEDBACK YIELDS THE BEST IMPROVEMENT IN GROUNDING
ACCURACY?

We first compare the improvement in accuracy without additional prompting techniques
(i.e., without zero-shot CoT or visual prompts in Fig. 3). Table 1 shows that noise-free
feedback improve grounding accuracy by up to 61.06 and 5.18 points by taking class label
feedback and binary feedback, respectively. We conclude that VLMs can ‘read’ feedback to
improve performance, without requiring any additional data, training time, or architectural
modifications.

Intuitively, class label feedback yields the most improvement, since it directly reveals
the class labels and consequently reduces the semantic grounding task to a text retrieval
problem. Perhaps surprisingly, class label feedback does not automatically improve accu-
racy to 100%. This outcome points to a limitation in the ability of open-source VLMs to
handle tasks relying purely on language understanding, suggesting an area for potential
improvement in these models (Lin et al., 2023).

In the rest of this paper, we focus on binary feedback, which is the more practical setting
for automated feedback generation.

Q2 How SHOULD THE BINARY FEEDBACK BE PROMPTED TO A VLM?

Table 1 shows that zero-shot CoT can augment binary feedback for every model considered
by up to 2.26 accuracy points. This observation aligns with trends in LLMs that suggest
the effectiveness of CoT to improve reasoning (Wei et al., 2022; Kojima et al., 2022). On
the other hand, visual prompting using SoM (Yang et al., 2023a) does not yield significant
additional improvement beyond zero-shot CoT for models that were not already pre-trained
with data featuring visual prompting cues (e.g., LLaVa-1.5). In contrast, ViP-LLaVA
was specifically trained for interpreting visual cues and consequently, improves with both
SoM and visual marks (e.g., red circles). Notably, the combination of zero-shot CoT and
visual marks emerges as the most effective strategy, yielding a substantial increase of 7.45
grounding accuracy points relative to the base predictions.

We conclude that for open-source VLMs, the best way to introduce binary feedback in
semantic grounding is to combine visual marks and zero-shot CoT. Compared to the prior
work (Huang et al., 2023b) that explored to use multimodal CoT to improve visual ques-
tion answering in VLMs, taking binary feedback in semantic grounding requires additional
region-level knowledge. When used on a model that has been trained to recognize visual
prompting, we can improve grounding accuracy by up to 9.35 points via a single round of
feedback. This observation confirms findings from Shtedritski et al. (2023), which suggested
that internet-scale trained vision encoders have an inherent tendency to focus on such visual
cues.
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Approach Visual prompt LLaVA-1.5 ViP-LLaVA CogVLM

Intrinsic Self-Correction N/A 51.12 48.19 21.87
Visual marks 56.16 60.47 39.16

VLM Binary Verification Rol crop 61.71 58.18 40.68
Visual marks + Rol crop 61.14 59.6 39.79

Table 2: VLM binary verification provide higher-quality binary feedback com-
pared to intrinsic self-correction. The choices of visual prompting techniques
should be tailored to the specific VLMs. We bold the best performances of each
VLM.

4.2 Can VLMs Give Binary Grounding Feedback for Themselves?

Table 2 provides Fj scores of the binary feedback produced by a VLM Verifier. We include
prompt template to produce binary feedback in the Appendix A.

Q3 CaAN A VLM GENERATE BINARY FEEDBACK VIA INTRINSIC SELF-CORRECTION?

We first assess the effectiveness of intrinsic self-correction, which involves continuing another
round of conversation by asking ‘Carefully review and refine your answer’ to the VLM and
directly outputting the revised predictions. We derive the binary feedback by comparing
whether the revised predictions differ from the initial predictions. Table 2 shows that the
overall I score, evaluated on how often the verifier identifies grounding errors, is low with
intrinsic self-correction. When evaluated in accuracy, intrinsic self-correction achieves low
accuracies at 47.03, 47.13, and 59.5 on LLaVA-1.5, ViP-LLaVA, and CogVLM, respectively.
In Appendix D.1, we further demonstrate that F; is a more representative metric for en-
hancing VLMs with self-generated feedback. This result is aligned with previous studies on
LLMs (Huang et al., 2023a) that LLMs struggle to improve via intrinsic self-correction.

Q4 CaAN A VLM LEVERAGE EXTERNAL TECHNIQUES TO BYPASS THE PITFALLS OF
INTRINSIC SELF-CORRECTION?

External techniques have been shown to improve intrinsic self-correction in LLMs (Chen
et al., 2024; Gou et al., 2024). Consequently in Table 2, we propose a binary verifica-
tion mechanism with VLM using Region-of-Interest (Rol) crop, where the Verifier receives
only an Rol crop of an object and must predict whether the proposed label accurately
describes the object. Simplifying the intrinsic self-correction problem to a binary classifica-
tion problem drastically improves Fj score for all three models, by up to 18.81 points. This
observation is well-aligned with the strong self-evaluation capabilities in LLMs (Kadavath
et al., 2022). We may also augment this binary verification with visual marks such as red
circles. Furthermore, the choice of the visual prompting technique should be tailored to
the specific VLM. For instance, crop tends to be more effective for networks not trained on
visual marks (e.g., LLaVA-1.5 and CogVLM), while visual marks yield better results for
models accustomed to such cues (e.g., ViP-LLaVA).
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Dialogue round
t=0 t=1 t=2 t=3 t=4 t=5

Intrinsic Self-Correction 35.86 30.92 29.64 28.54_7.39 -
LLaVA-1.5 VLM Binary Verification (ours) 35.86 37.97 38.93 39.27 39.54  40.2944.43

VLM Binary feedback source

Noise-Free Verification (ours) 35.86 45.42 47.95 51.55 52.04 53.2117.34

Intrinsic Self-Correction 35.86 27.72 26.7 25.68_10.18 - -

ViP-LLaVA VLM Binary Verification (ours) 35.86 35.14 36.06 36.37 36.16 36.4719.39
Noise-Free Verification (ours) 35.86 47.45 47.64 50.54 51.82 53.13117.27

Intrinsic Self-Correction 15.98 8.33 8.6 9.08_¢.9 - -

CogVLM VLM Binary Verification (ours) 15.98 17.13 17.96 18.09 18.5 18.641266
Noise-Free Verification (ours) 15.98 19.6 20.96 21.51 21.82 2212414

Intrinsic Self-Correction 40.36 22.33  25.2 22.95_17.4; - -
GPT-4V & SoM VLM Binary Verification (ours) 40.36 41.8 43.23 424,904 - -
Noise-Free Verification (ours) 40.36 50 52.45 53.27412.01 - -

Table 3: Iterative automated feedback improves semantic grounding in ADE20k.
We highlight the performance difference w.r.t. the performance of the base predic-
tions and if the performances are below the performance of the base predictions,
we use red-colored font.

5 Towards Iterative Self-Generated Feedback for Semantic Grounding in
VLMs

We have established that VLMs can improve on semantic grounding when given (noise-free)
feedback. Furthermore, VLMs can also act as Verifiers that produce poentially noisy, binary
feedback. We now combine these findings to develop an automated feedback-based semantic
grounding framework over multiple rounds of iterative dialogue. Our goal is to highlight the
potentials and limitations of a prompt-only framework as a promising approach to improve
the semantic understanding of open-source Internet-Scale VLMs, revealing meaningful im-
provements over initial predictions without any fine-tuning or model engineering.

5.1 Binary Self-Feedback in VLMs

We introduce an iterative loop of dialogue between a VLM agent and Verifier, where at
the first timestep t = 0, we run the VLM to obtain base predictions {oig}X, for every
scene (Sec. 3.1). We then prompt the same VLM to generate a binary feedback signal for
every prediction fYIM(x, 15, 0i0) (Sec. 3.2.2). In the next time step, we provide this binary
feedback to the VLM agent and ask it to re-generate predictions (Sec. 3.2.1). We repeat
these steps for a finite number of iterations or until the verifier agrees with the prediction.
Fig. 4 demonstrates the iterative interactions between a VLM agent and the Verifier.

In our experiments, we use the textual prompts (i.e., zero-shot CoT) and the visual
prompts (i.e., red circles) to encourage feedback receiving and use Rol crop when VLMs
provide binary feedback. Consistent with the prior work on VLM grounding (Yang et al.,
2023a), we use the same subset of 100 images for ADE20k and COCO for our analysis.
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Dialogue round
t=0 t=1t=2 t=3 t=4 t=5

Intrinsic Self-Correction 36.3 33.69 32.26 31.63_4¢6 -
LLaVA-1.5 VLM Binary Verification (ours) 36.3 35.87 36.94 37.04 37.69 38.2141.9;

VLM Binary feedback source

Noise-Free Verification (ours) 36.3 41.55 43.81 46.22 47.55 48.77412.47

Intrinsic Self-Correction 37.26 32.64 32.4 31.12 4.3 - -

ViP-LLaVA VLM Binary Verification (ours) 37.26 37.84 39.64 39.64 40.01 40.44431s
Noise-Free Verification (ours) 37.26 44.9 48.08 50.15 51.75 52.54115.28

Intrinsic Self-Correction 14.8 16.23 16.47 15.9241 13 - -

CogVLM VLM Binary Verification (ours) 14.8 16.97 17.83 18.3 18.52 18.8444.04
Noise-Free Verification (ours) 14.8 19.42 20.14 20.7 21.01 21.254645

Intrinsic Self-Correction 40.92 30.89 36.62 32.8_g.19 - -
GPT-4V & SoM VLM Binary Verification (ours) 40.92 43.94 44.9 45.38,4.4¢ - -
Noise-Free Verification (ours) 40.92 52.7 56.5 57.8116.83 - -

Table 4: Iterative automated feedback improves semantic grounding in COCO.
We highlight the performance difference w.r.t. the performance of the base predic-
tions and if the performances are below the performance of the base predictions,
we use red-colored font.

Baselines. We compare our approach, referred to as VLM binary verification with an
alternative feedback-based approach that is inspired by prior work in LLMs (Kim et al.,
2023; Huang et al., 2023a) and uses only intrinsic self-correction. We also compare to
a Noise-Free approach, where the feedback is provided by an oracle and assumed to be
perfect; the latter acts as an upper bound achievable only with access to an oracle.
Models. We perform the experiments on all three open-source models previously stud-
ied. We further experiment our framework using GPT-4V, a state-of-the-art closed-source
model. As suggested in prior work (Yang et al., 2023a,c), GPT-4V tends to exhibit bet-
ter grounding ability when the objects are specified by visual prompts rather than text
prompts. Therefore, we adopt GPT-4V & SoM to obtain base predictions, where we over-
lay object masks and numeric identifiers on the images. In addition, when using VLMs to
produce feedback, we apply SoM to specify each object. Finally, since GPT-4V has a longer
context window compared to open-source VLMs, we include the class list in the prompt
to encourage better alignment between the responses and the ground truth. All GPT-4V
experiments are done over the OpenAl API and we follow the exact same evaluation pro-
cedures described in Sec. 3.3, where we use the off-the-shelf text embeddings (Huggingface)
to map the GPT-4V outputs o; to the nearest label from the class label list. We provide
further implementation details in Appendix C.

5.2 Discussion

Table 3 and Table 4 show that noise-free feedback provided over multiple rounds can con-
sistently improve all open-source VLMs, with gains ranging from 6.14 to 17.34 for ADE20k
and 6.45 to 15.28 in COCO, respectively. Furthermore, multiple feedback rounds improves

13



User: System: Does this cropped image feature
You are tasked with visual semantic grounding. Your goal is to determine the class names for objects within a provided or contain “toilet”? Answer yes or no.
image. Each object in the image is identified by a unique ID and its location is defined by a precise bounding box,
formatted as: \id{id} \box{[x1, y1, x2, y2]}, where coordinates specify the box corners. The inferred class name for each
object is denoted as \class{class name}. Here are the objects: \id{9} \box{[0.5, 0.333, 0.72, 0.653]}

Put your final answer by filing in the placeholder(s) in the following string at the beginning: "\id{9} \box{[0.5, 0.333, 0.72,
0.6531} \classfvour answer here}"

LLaVA-1.5: After examining the image, the final answer
is \id{9} \box{[0.5, 0.333, 0.72, 0.653]} \class{toilet}

[Feedback] =
Analysis 1
Object(s) with inferred class names: \id{9} \box{[0.5, 0.333, 0.72, 0.653]} \class{toilet}
Expert's decision(s) on class names: The inferred class name(s) for \id{9} are incorrect.
The inferred class name(s) for \id{9} are not "toilet", respectively.

Expert's suggestion: Adjust the class names for objects with IDs \id{9}.

[Start a new conversation, and clear the history]

User:

You are tasked with visual semantic grounding. Your goal is to determine the class names for objects within a provided

image and leverage the insights from expert analyses. The expert analyses offer detailed information on the inferred System: Does this cropped image feature
class names for each object in the provided image. ... or contain “tub”? Answer yes or no.

One expert analyses on the provided image are shown below: [Feedback]

Examine the image and the expert analyses to determine the true class name of the object(s): \id{9}. Put your final
answer by filling in the placeholder(s) in the following string at the beginning: "\id{9} \box{[0.5, 0.333, 0.72, 0.653]}
\class{your_answer_here}"

\ LLaVA-1.5: After examining the image and the expert analyses, the final answer is id{9} \box{

J

LLaVA-1.5: [0.5, 0.333, 0.72, 0.653]} \class{tub}. The Verifier:
object is a white bathtub. No, the cropped image does not feature tub.

[Feedback] =
Analysis 1
Object(s) with inferred class names: \id{9} \box{[0.5, 0.333, 0.72, 0.653]} \class{tub}
Expert's decision(s) on class names: The inferred class name(s) for \id{9} are incorrect.
The inferred class name(s) for \id{9} are not “tub", respectively.

Expert's suggestion: Adjust the class names for objects with IDs \id{9}.

Input Image

[Start a new conversation, and clear the history]

User:
You are tasked with visual semantic grounding. Your goal is to determine... [Feedback]

Examine the image and the expert analyses to determine the true class name of the object(s): \id{9}. Put your final
answer by filling in the placeholder(s) in the following string at the beginning: "\id{9} \box{[0.5, 0.333, 0.72, 0.653]}
\class{your_answer_here}"

LLaVA-1.5: After examinina the imaae and the expert analvses. the final answer is id{9} \box{

(LLaVA-1.5: 0.5, 0.333, 0.72, 0.653]} \class{Sink}. J

Figure 4: Example dialogue of using iterative binary self-feedback to improve
semantic grounding in VLMs. Initially, the user queries the semantic class of
an object within a bounding box. At the first attempt, the VLM responds without
feedback. To refine accuracy, we use the verifier (the same VLM) to answer a
yes/no question for binary self-feedback. Incorporating this feedback, we prompt
the VLM again, leading to a refined prediction. The VLM’s initial guess evolves
from ‘toilet’ to ‘bathtub’, and ultimately to ‘sink’ — the correct classification.

grounding accuracy by up to 7.78 and 7.64 additional points on ADE20k and COCO, re-
spectively, when compared to a single feedback round (i.e., t = 1). Finally, our binary veri-
fication mechanism, although yielding noisy feedback, also consistently improves grounding
accuracy between 0.39 to 4.43 points for ADE20k and between 1.91 and 4.04 points for
COCO. We emphasize that these gains are consistent across all models, demonstrating the
value of iterative feedback to yield zero-shot improvements in grounding accuracy, even
when the feedback is noisy.
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Verifier: Predictions of
@ Incorrect objects 2, 3, 4, 5 are wrong .

G G
1 " 1

Ground truths Initial predictions Revised predictions
1. Wall-other-merged 1. Knife 1. Knife

2. Knife 2. Pizza 2. Knife

3. Table-merged 3. Cake 3. Sandwich

4. Sandwich 4. Cake 4. Sandwich

5. Sandwich 5. Cake 5. Sandwich

Figure 5: Enhancing semantic grounding in VLMs with self-generated feedback.
We use GPT-4V & SoM as the VLM here. From the left to the center figure, GPT-
4V takes the SoM-prompted image Yang et al. (2023a) as input and struggles to
predicts the class names of each object. From the center to the right figure,
GPT-4V takes the same SoM-prompted image and the additional feedback from
the verifier and successfully correct the class names of three out of five objects.
The verifier is another GPT-4V that operates on an altered input image and may
produce noisy feedback, e.g., misclassify object 1 as correct.

Intrinsic self-correction decreases downstream grounding accuracy by up to 10.18 in
ADE20k. In comparison, our feedback mechanism leverages two key tools: (i) modifying
the input image via an Rol crop and markings, (ii) a binary self-generated feedback signal
on whether the verifier believes that a given label is correct. Combining these two steps
effectively mitigates the self-bias in VLMs that prevents intrinsic self-correction.

For GPT-4V & SoM 3, the results are consistent with open-source VLMs. We first
observe that GPT-4V & SoM leads to the better base predictions, i.e., t = 0. Furthermore,
GPT-4V & SoM improves 4.46 and 16.88 in COCO when taking VLM binary self-feedback
and noise-free feedback, respectively. This suggests that GPT-4V is a better model in
receiving binary feedback, potentially due to its larger context window, as compared to
open-source VLMs. Fig. 5 shows the effectiveness of VLM binary verification in GPT-4V. 4

We highlight that the introduced binary self-feedback requires no additional training,
architectural modifications, or in-domain data. We believe these to be very encouraging
results showing the potential of this mechanism on VLMs, and opening further research
questions on the quest for better automated verification protocols for computer vision tasks.
We also anticipate that improvement from iterative feedback will improve with better VLMs.

3. Assessed in Mar 2024 via OpenAl API.
4. GPT-4V & SoM predictions with simplified prompts as of Mar 22, 2024: https://imgur.com/a/f64eCB3
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6 Conclusion

In this work, we explore the potential and challenges of using prompt-based feedback to
enhance semantic grounding in VLMs. By addressing two fundamental questions, (i) Can
VLMs effectively incorporate grounding feedback? and (ii) Are VLMs capable of providing
feedback?, we systematically analyze the most appropriate way to prompt the VLMs for
each task. We study these two questions on three state-of-the-art VLMs: LLaVA-1.5, ViP-
LLaVA, and CogVLM. We observe that VLMs notably improve their grounding performance
even with a simple binary feedback. Perhaps surprising, we show these VLMs cannot
optimally utilize the class label feedback, even if noise-free, suggesting that challenges in
open-source VLMs on tasks that rely purely on language retrieval exists. On the other
hand, we show that it is possible to overcome the self-bias tendency on VLMs using a simple
binary verification mechanism which produces notably higher-quality feedback compared to
intrinsic self-correction. Finally, we combine our empirical findings to develop an automated
feedback-based semantic grounding framework over multiple rounds of iterative dialogue.
Within five rounds of noise-free feedback, our framework improves semantic grounding
in ADE20k split and COCO split up to 17 and 15 accuracy points, respectively. When
we switch to the automated feedback regime, the feedback from VLM binary verification
outperforms intrinsic self-correction by 7.7 and 2.7 on average in ADE20k split and COCO
split, respectively. Furthermore, when compared with their base predictions, VLM binary
verification improves up to nearly 5 accuracy points. We further validate this framework on
GPT-4V with various feedback mechanisms and find that our observations are consistent
across both open-source and proprietary VLMs, further highlighting the importance of using
feedback to improve semantic grounding.

Limitations. Despite the improvements in VLMs semantic grounding via prompt-based
feedback, this setting trades performances with compute. Therefore, in applications requir-
ing low latency, feedback-based reasoning becomes less practical. Additionally, evaluating
VLMs’ zero-shot capabilities with the close-set vocabularies amplifies the issue of language
ambiguities. For example, in ADE20Kk, there are classes that are extremely similar, e.g.,
‘grass’, ‘hill’; ‘field’, ‘plant’, and ‘tree’. For proprietary VLMs, we include the class list to
the prompt; however, it does not solve the ambiguity issue since every dataset might have
different class interpretations or taxonomies. For open-source VLMs, due to the relatively
small context window, we leverage the off-the-shelf embeddings for such mapping, which
can be noisy. Finally, we notice the open-source VLMs struggle if tasked at the same time to
listen or provide feedback involving multiples regions of the image. We believe this might
be related to the datasets used for training mostly containing closely related objects for
grounding and recognition questions. We anticipate the future generations of open-source
VLMs will yield substantial quantitative advancements in the task at hand.
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Appendix A. Prompt Template

We show the full prompt template for 1) producing base semantic grounding predictions in
Fig.6, 2) enhancing previous semantic grounding predictions by taking feedback in Fig. 7
and Fig. 8, and 3) producing self-generated feedback in Fig. 9. For the GPT-4V experiments,
we provide the class names by appending You must answer by selecting from the following
names: [COCO or ADE20k Vocabulary] in the prompt®, as shown in Fig. 10 and Fig. 11.

User: You are tasked with visual semantic grounding. Your goal is to determine the class names for
objects within a provided image. Each object in the image is identified by a unique ID and its location is
defined by a precise bounding box, formatted as: \id{id} \box{box_format}, where coordinates specify the
box corners. The inferred class name for each object is denoted as \class{class name}. Here are the
objects: obj_ids_str

Put your final answer by filling in the placeholder(s) in the following string at the beginning: ”
output_format”

% Example below

% box_format = [x1, y1, x2, y2]

% obj_ids_str = \id{2} \bbox{[0.1, 0.2, 0.13, 0.43]}

% output_format = \id{2} \bbox{[0.1, 0.2, 0.13, 0.43]} \class{your_answer_here}

Figure 6: Prompt template to produce the base predictions. Text colored in blue denote
variables.

Appendix B. Dataset Detalils

We use ADE20k and COCO panoptic segmentation dataset to evaluate the semantic ground-
ing performance in VLMs. We adopt SoM split provided in the prior work Yang et al.
(2023a)°%. ADE20k is a large-scale dataset with fine-grained segmentation labels. We adopt
the variant with 150 classes, commonly referred to as ADE20k-150. COCO panoptic seg-
mentation is a standard dataset to evaluate visual grounding. There are 133 fine-grained
classes in total, composed of 80 thing classes and 53 stuff classes. Consistent with prior
works, SoM (Yang et al., 2023a), we use the same subset of 100 images for ADE20k and
COCO for our analysis. There are 100 images and 488 segmentation masks in ADE20k
SoM split and 101 and 628 segmentation masks in COCO SoM split.

Appendix C. Implementation Details

Every experiment throughout this paper is run over three seeds and we report the average
scores except for experiments with proprietary VLMs. In the experiments with binary
or class label feedback, we only ask VLM to correct those that are incorrect based on
the feedback. Therefore, if the feedback is noisy, e.g. VLM binary verification, VLM can
possibly decrease the performances. See Fig. 15 for example.

5. https://github.com/microsoft/SoM/tree/main/benchmark#open-vocab-segmentation-on-coco
6. https://github.com/microsoft/SoM/tree/main/benchmark#dataset
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User: You are tasked with visual semantic grounding. Your goal is to determine the class names for
objects within a provided image and leverage the insights from expert analyses. The expert analyses offer
detailed information on the inferred class names for each object in the provided image. Each object in the
image is identified by a unique ID and its location is defined by a precise bounding box, formatted as: \id
{id} \box{box_format}, where coordinates specify the box corners. The inferred class name for each object
is denoted as \class{class name}. I have labeled each object with its ID and overlaid its segmentation
mask on the image to clarify the correspondences.

One expert analyses on the provided image are shown below:

* Analysis 1

Object(s) with inferred class names: previous_predictions

Expert’s decision(s) on class names: The inferred class name(s) for incorrect-obj-id are incorrect. The
inferred class name(s) for incorrect_obj_id are not ”incorrect_obj_class_name”, respectively.

Expert’s suggestion: Adjust the class names for objects with IDs incorrect_obj_id.

Examine the image and the expert analyses to determine the true class name of the object(s):
incorrect_obj_id. Put your final answer by filling in the placeholder(s) in the following string at the
beginning: ”output_format”

% Example below

% box_format = [x1, y1, x2, y2]

% previous_predictions = \id{6} \box{[0.53, 0.291, 0.998, 0.483]} \class{wall}

% incorrect_obj_id = \id{6}

% incorrect_obj_class_ name = wall

% output_format = \id{6} \box{[0.53, 0.291, 0.998, 0.483]} \class{your_answer_here}

Figure 7: Prompt template to improve semantic grounding predictions by taking Binary
Feedback. Text colored in blue denote variables.

For open-source VLMs, when perform the VLM forward pass o; = VLM(x, i, q), we set
the temperature to 0.9, top_p to 0.8, max_new_tokens to 1024, and draw five samples per
forward pass. We take the majority vote responses as the final answers o;.

For GPT-4V, we follow the inference code provided in Yang et al. (2023a)” and set the
system prompt as: - For any marks mentioned in your answer, please highlight them with [].
Every region r; in ADE20k and COCO panoptic segmentation dataset is represented with
segmentation mask. We convert them to a more compact representation, i.e. bounding box,
and feed them to the VLMs in the text prompt. We follow Yang et al. (2023a) to set the
alpha parameters in SoM as 0.2 and 0.4 in ADE20k and COCO, respectively.

Appendix D. Additional Results

D.1 Feedback Accuracy does not Strongly Correlate with Semantic
Grounding with Iteratively Self-Generated Feedback

In the main paper, we measure feedback in F} score. Another intuitive evaluation metric
is feedback accuracy Accyeedpack- However, we find that VLM binary verification with a

7. https://github.com/microsoft/SoM/blob/main/gpt4v.py
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User: You are tasked with visual semantic grounding. Your goal is to determine the class names for
objects within a provided image and leverage the insights from expert analyses. The expert analyses offer
detailed information on the inferred class names for each object in the provided image. Each object in the
image is identified by a unique ID and its location is defined by a precise bounding box, formatted as: \id
{id} \box{box_format}, where coordinates specify the box corners. The inferred class name for each object
is denoted as \class{class name}. I have labeled each object with its ID and overlaid its segmentation
mask on the image to clarify the correspondences.

One expert analyses on the provided image are shown below:

* Analysis 1

Object(s) with inferred class names: previous_predictions

Expert’s decision(s) on class names: The inferred class name(s) for incorrect-obj-id are incorrect. The
inferred class name(s) for incorrect_obj_id are not ”incorrect_obj_class_name”, respectively.

Expert’s suggestion: Adjust the class names for objects with IDs incorrect_obj_id to
incorrect_obj_ground_truth_class_name, respectively.

Examine the image and the expert analyses to determine the true class name of the object(s):
incorrect_obj_id. Put your final answer by filling in the placeholder(s) in the following string at the
beginning: ”output_format”

% Example below

% box_format = [x1, y1, x2, y2]

% previous_predictions = \id{6} \box{[0.53, 0.291, 0.998, 0.483]} \class{wall}

% incorrect_obj-id = \id{6}

% incorrect_obj_class_ name = wall

% incorrect_obj_ground_truth_class_name = house

% output_format = \id{6} \box{[0.53, 0.291, 0.998, 0.483]} \class{your_answer_here}

Figure 8: Prompt template to improve semantic grounding predictions by taking Class La-
bel Feedback. Text colored in blue denote variables.

User: Does this visual_prompt contain ”class_name”? Answer yes or no.

% Example below
% visual_prompt = cropped image
% class_.name = window

Figure 9: Prompt template to derive VLM binary feedback. Text colored in blue denote
variables.

higher Accfeedback does not necessary lead to a higher Accgrounding in the iterative setup
in Sec. 5. On average, we find that Accpeedpack achieve an 0.11 Spearman rank correlation
coefficient Spearman (1987) with Accgrounding at t = 3 as compared to 0.72 achieved by
F1. We conclude that F} is a better evaluation metric for measure feedback quality in this
work.
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User: I have labeled a bright numeric ID at the center for each visual object in the image. Please
enumerate their names. You must answer by selecting from the following names:[ADE _class_list]

Figure 10: Prompt template for GPT-4V to produce the base predictions. Following prior
work (Yang et al., 2023a), we include the full class list in the text prompt. Text
colored in blue denote variables.

User: You are tasked with visual semantic grounding. Your goal is to determine the class names for
objects within a provided image and leverage the insights from expert analyses. The expert analyses offer
detailed information on the inferred class names for each object in the provided image. Each object in the
image is identified by a unique ID and its location is defined by a precise bounding box, formatted as: \id
{id} \box{box_format}, where coordinates specify the box corners. The inferred class name for each object
is denoted as \class{class name}. I have labeled each object with its ID and overlaid its segmentation
mask on the image to clarify the correspondences.

One expert analyses on the provided image are shown below:

x Analysis 1

Object(s) with inferred class names: previous_predictions

Expert’s decision(s) on class names: The inferred class name(s) for incorrect_obj_id are incorrect. The
inferred class name(s) for incorrect_obj_id are not ”incorrect_obj_class_name”, respectively.

Expert’s suggestion: Adjust the class names for objects with IDs incorrect_obj_id.

Examine the image and the expert analyses to determine the true class name of the object(s):
incorrect_obj-id. Put your final answer by filling in the placeholder(s) in the following string at the
beginning: ”output_format” You must answer by selecting from the following names: [ADE_class_list]

% Example below

% box_format = [x1, y1, x2, y2]

% previous_predictions = \id{6} \box{[0.53, 0.291, 0.998, 0.483]} \class{wall}

% incorrect-obj-id = \id{6}

% incorrect_obj_class_ name = wall

% output_format = \id{6} \box{[0.53, 0.291, 0.998, 0.483]} \class{your_answer_here}

Figure 11: Prompt template for GPT-4V to improve semantic grounding predictions by
taking Binary Feedback. Following prior work Yang et al. (2023a), we include
the full class list in the text prompt. Text colored in blue denote variables.

D.2 Qualitative Results

We share additional qualitative results on ADE20k and COCO in Fig. 12, Fig. 13, Fig. 14.
We also note that most of the failure cases occur when 1) the VLMs keep their own pre-
dictions even though the feedback refers them as incorrect predictions or 2) when the self-
generated feedback is incorrect, as shown in Fig. 15.
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Input Image t=0 (base predictions)

Ground truths Initial predictions

1. Person 1. Person
2. Ceiling 2. Window
3. Computer 3. Monitor
4. Window 4. Desk
5. Monitor 5. Desk

Intrinsic

Self-Correction

VLM Binary
Verification (Ours)

Revised predictions Revised predictions
1. Trash can 1. Trash can

2. Window 2. Window

3. Monitor 3. Monitor

4. Desk 4. Monitor

5. Desk 5. Monitor
Revised predictions [ . Revised predictions
1. Person 1. Person

2. Window 2. Window

3. Monitor 3. Monitor

4. Window 4. Window

5. TV 5. Monitor

Revised predictions Revised predictions

1. Person 1. Person
Noise-Free 2. Window 2. Window
3. Monitor 3. Monitor
4. Runway 4. Runway
5. Monitor 5. Monitor
Figure 12: LLaVA-1.5 qualitative results on ADE20k. We visualize the predictions

of LLaVA-1.5 at time steps from 0 to 2. Intrinsic self-correction fails to iden-
tify which predictions are correct/incorrect, while VLM binary verification and
Noise-free feedback provide explicit signal on each region, leading to a better
chance of correction. From t = 0 to t = 1, we find that VLM might produce
different results (object 4) even when receiving the same feedback (VLM binary
verification and Noise-free). As explained in Appendix C, in the VLMs forward
pass, we draw multiple sequences and take the majority vote as the final re-
sponses. For the sake of visualization, we put a bright ID on each object and
highlight the incorrect predictions in red and the correct predictions in green.
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Input Image Ground truths =0 (base predictions) Initial predictions
1. Painting 1. Painting
2. Painting 2. Painting
3. Floor 3. Floor
4. Painting 4. Painting
5. Painting 5. Painting
6. Painting 6. Sculpture
7. Painting 7. Sculpture
8. Ceiling 8. Ceiling
9. Wall 9. Floor
10. Window 10. Door
t=1 =2
Revised predictions Revised predictions
1. Painting 1. Painting
2. Painting 2. Sculpture
3. Floor 3. Floor
L 4. Painting 4. Painting
Intrinsic 5. Sculpture 5. Sculpture
3 i 6. Sculpture 6. Painting
Self-Correction 7. Painting 7. Painting
8. Ceiling 8. Ceiling
9. Painting 9. Sculpture
10. Door 10. Window

Revised predictions Revised predictions

1. Painting 1. Painting
2. Painting Painting
3. Floor 3. Floor
VLM Binary 4. Painting 4. Painting
i . 5. Painting 5. Painting
Verification (Ours) 6. Sculpture 6. Painting
7. Painting 7. Painting
8. Ceiling 8. Ceiling
9. Floor 9.  Floor
10. Window 10. Window

Revised predictions Revised predictions

1. Painting 1. Painting
Painting < Painting
3. Floor 3. Floor
4. Painting 4. Painting
. 5. Painting 5. Painting
Noise-Free 6. Painting 6. Painting
7. Painting 7. Painting
8. Ceiling 8. Ceiling
9. Floor 9. Floor
10. Window 10. Window

Figure 13: ViP-LLaVA qualitative results on ADE20k. We visualize the predictions
of ViP-LLaVA at time steps from 0 to 2. Intrinsic self-correction fails to iden-
tify which predictions are correct/incorrect, while VLM binary verification and
Noise-free feedback provide explicit signal on each region, leading to a better
chance of correction. Note that we draw multiple samples in the VLM forward
pass, therefore, leading to slightly different results even when the image and
query are the same (See Appendix C). For the sake of visualization, we put a
bright ID on each object and highlight the incorrect predictions in red and the
correct predictions in green.
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Input Image t=0 (base predictions)

Ground truths Initial predictions
1. Pizza 1. Sandwich

2. Pizza 2. Pizza

3. Pizza 3. Pizza

4. Pizza 4. Pizza

5. Table-merged 5. Pizza

6. Pizza 6. Pizza

7. Pizza 7. Sandwich

8. Fork ‘ 8. Pizza

9. Food-other-merged 9. Pizza

. Revised predictions Revised predictions

1. Pizza 1. Pizza

°| 2. Pizza 2. Pizza

L. 3. Pizza 3. Pizza
Intrinsic 4. Sandwich 4. Pizza
Self-Correction 5. Pizza 5 Pizza
6. Pizza 6. Pizza

7. Pizza 7. Pizza

8. Pizza 8. Pizza

9. Pizza 9. Pizza

Revised predictions Revised predictions

1. Pizza 1. Pizza
~| 2. Pizza 2. Pizza
. 3. Pizza 3. Pizza
VLM Blnary 4. Pizza 4. Pizza
Verification (Ours) 5. Pizza 5. Pizza
6. Pizza 6. Pizza
7. Pizza 7. Pizza
8. Food-other-merged 8. Food-other-merged
9. Pizza 9. Pizza

Revised predictions Revised predictions

1. Pizza 1. Pizza
~| 2. Pizza 2. Pizza
3. Pizza 3. Pizza
f 4. Pizza 4. Pizza
Noise-Free 5. Pizza 5. Piza
6. Pizza 6. Pizza
7. Pizza 7. Pizza
8. Food-other-merged 8. Food-other-merged
9. Pizza 9. Pizza

Figure 14: CogVLM qualitative results on COCO. We visualize the predictions of
CogVLM at time steps from 0 to 2. For the sake of visualization, we put a
bright ID on each object and highlight the incorrect predictions in red and the
correct predictions in green.

30



Input Image t=0 (base predictions)

Ground truths Initial predictions
1. Table-merged 1. Dining table
2. Wine glass 2. Wind glass
3. Light 3. Light
. 4. Laptop 4. Laptop
5. Wall-other-merged 5. Light
6. Paper-merged 6. Cell phone

Revised predictions Revised predictions

1. Laptop 1. Laptop
Intrinsic 2. Wine glass 2. Wine glass
Self-Correction 3. Light 3. Light
4. Laptop 4. Laptop
5. Light 5. Light
6. Cell phone 6. Cell phone

Revised predictions Revised predictions

) 1. Table-merged 1. Cabinet-merged
.\/.LM.Blnal’y 2. Wine glass 2. Wine glass
Verification (Ours) 3. Light 3. Light
4. Laptop 4. Laptop
5. Light 5. Light
6. Laptop 6. Laptop

Revised predictions Revised predictions

1. Laptop 1. Laptop

2. Wine glass 2. Wine glass
Noise-Free 3. Light 3. Light

4. Laptop 4. Laptop

5. Laptop 5. Laptop

6. Laptop 6. Keyboard

Figure 15: [Failure case study] LLaVA-1.5 qualitative results on COCO. All three
approaches cannot fix the errors in the initial predictions. For VLM binary
verification, from t = 1 to t = 2, the predictions changes from correct (table-
merged) to incorrect (cabinet-merged) since the VLM verifier is not perfect and,
therefore, providing misleading feedback. Even with the noise-free feedback,
LLaVA-1.5 struggle to adjust the predictions. For the sake of visualization, we
put a bright ID on each object and highlight the incorrect predictions in red and
the correct predictions in green.

31



	Introduction
	Related Works
	Prompting in LLMs and VLMs
	Multimodal Evaluation and Verification
	Self-correction in LLMs using Feedback

	Feedback Dynamics in VLMs for Semantic Grounding
	Visual Semantic Grounding
	Enhancing Semantic Grounding in VLMs with Noise-Free Feedback
	Can VLMs Receive Grounding Feedback?
	Can VLMs Give Binary Grounding Feedback?

	Experiment Protocols

	Empirical Findings
	Can VLMs Receive Grounding Feedback?
	Can VLMs Give Binary Grounding Feedback for Themselves?

	Towards Iterative Self-Generated Feedback for Semantic Grounding in VLMs
	Binary Self-Feedback in VLMs
	Discussion

	Conclusion
	Prompt Template
	Dataset Details
	Implementation Details
	Additional Results
	Feedback Accuracy does not Strongly Correlate with Semantic Grounding with Iteratively Self-Generated Feedback
	Qualitative Results


