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Abstract
Multi-intent text revision is a complex process001
aiming to fix all potential text defects. In-002
spired by Chain-of-Thought, this study intro-003
duces a multi-step edit reasoning framework004
(EditCoT) to model multi-intent text revision005
tasks using large language models (LLMs). Ed-006
itCoT decomposes the text revision task into007
multiple rewrite reasoning steps and fixes the008
corresponding text defects in each reasoning009
step. EditCoT enhances the reasoning ability of010
LLMs in text editing and enables multi-intent011
text revision by resolving each edit intent step-012
by-step. We investigate the performance of Ed-013
itCoT on multi-/single-intent text revision tasks.014
The results show that EditCoT can achieve the015
best performance in multi-intent text revision016
and present a competitive performance com-017
pared to specifically fine-tuned single-intent018
models. Additionally, EditCoT also exhibits019
good transferability to unseen edit intents 1.020

1 Introduction021

Text revision aims to make a text adhere to the022

writing standards by addressing all potential text023

defects (Kim et al., 2022; Vaughan and McDon-024

ald, 1986). Recent studies clarify potential text de-025

fects and offer a useful clue for fine-tuned models026

or LLMs to resolve specific text quality issues by027

identifying the edit intent (Du et al., 2022; Schick028

et al., 2023; Raheja et al., 2023; Faltings et al.,029

2021). However, most of the existing studies build030

single-intent text revision datasets (Yang et al.,031

2017; Zhang et al., 2017; Jiang et al., 2022), and032

focus on one identical edit intent type modeling033

approach (Malmi et al., 2020; Martin et al., 2022).034

Single-intent text revision strongly assumes that035

each sentence contains only one type of text defect,036

which in turn makes it hard to address possible037

multiple text defects.038

Real-world sentences may simultaneously suf-039

fer from grammar, coherence, and other defects040

1Upon acceptance

 Fluency + {input sentence}

<Clarity; Neutralization> + {input sentence}

Fluency + {input sentence}
iteration 1: revise output1 (fluency 1)
iteration 2: revise output2 (fluency 2)

{input sentence}
step 1: revise output 1 (fix Clarity)
step 2: revise {output 1}  (fix Neutralization)

This issue {have, Fluency} been studied 
profoundly in { image and audio domain, 
Fluency}.

Single-intent text

{We find, Clarity} that adding global noise 
with same distributions to the PLM 
parameters will {harm, Neutralization} the 
model performance. 

Multiple-intent text

Modeling  methods

Figure 1: Comparison of multi-/single-intent text and
related modeling methods. The right illustrates the evo-
lution of several leading modeling approaches for text
revision. The multi-step edit reasoning method attempts
to resolve multiple edit intents in a stepwise manner
(bottom right).

(Chong et al., 2023). Addressing all text defects 041

is essential to improve text quality. Recent work 042

has thus accessed multi-intent text revision. Kim 043

et al. (2022) proposed a multi-intent rewriting sys- 044

tem that predicts and resolves edit intents across 045

multiple text spans. When adding new edit intents, 046

the high cost of model re-training drives the com- 047

munity to explore more efficient methods (Du et al., 048

2022). Chong et al. (2023) employed an efficient 049

prefix-tuning technique to train corresponding pre- 050

fixes for all edit intents. However, both methods 051

mentioned above are based on the same dataset and 052

edit intent schema, making them hard to transfer to 053

unseen edit intents (transferability). Raheja et al. 054

(2023) used instruction-tuning to allow LLMs to 055

address multi-intent text revision by combining var- 056

ious edit intents. However, it requires additional 057

methods to provide edit intents in advance, and 058

multiple composite edit intents cannot ensure that 059

LLMs perform text rewriting correctly. Overall, ex- 060

isting multi-intent text revision methods still face 061

challenges in method performance, edit intent trans- 062

ferability, and dataset shortage. 063

In this study, we introduce EditCoT, a novel 064

multi-intent text revision modeling framework in- 065

spired by Chain-of-Thought (CoT). EditCoT trans- 066

forms text revision into a multi-step edit reasoning 067
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process, where a specific edit intent is addressed in068

each reasoning step (see Fig. 1), while remaining069

unchanged in the other reasoning steps. It con-070

tains two components: edit-chain and multi-step071

edit reasoning. The edit-chain is a CoT-like reason-072

ing template built from a given edit intent schema.073

The reasoning template contains reasoning steps074

corresponding to all edit intent types, and each rea-075

soning step presents a sample of how to address076

the corresponding edit intent. For the multi-step077

edit reasoning, the well-constructed edit-chain can078

instruct LLMs to perform multi-intent text revi-079

sions by applying edit reasoning to each edit intent.080

Consequently, EditCoT does not require additional081

methods to identify edit intents in text.082

To support the research, we create MITR, a083

multi-intent text revision dataset including 317 sam-084

ples and 6 edit intents, aiming to better model and085

measure multi-intent text revision tasks (§4). More-086

over, we have re-annotated 5 existing single-intent087

text revision datasets to improve the diversity of088

gold sentences, including 6 rewriting tasks (709089

samples), and to measure EditCoT’s transferability090

and performance on single-intent text revision (§4).091

To validate the efficacy of EditCoT, we conduct092

experiments on both MITR and re-annotated single-093

intent datasets (§5). The results show that our094

framework effectively resolves the multi-/single-095

intent text revision and offers a solution to address096

the transferability challenge by constructing edit-097

chains (§6). Our main contributions are as follows:098

• We present the EditCoT, a reasoning frame-099

work for multi-intent text revision with LLMs.100

• We introduce a multi-intent dataset (MITR)101

and re-annotated single-intent datasets to sup-102

port text revision research.103

• Experimental results suggest that EditCoT can104

achieve the best performance in multi-intent105

text revision, with comparable performance106

to specifically designed single-intent methods.107

In addition, EditCoT shows good transferabil-108

ity to unseen edit intents.109

2 Related Work110

Edit intent helps people recognize the purpose be-111

hind text editing. The edit intent schema varies112

with the target context, requiring us to consider113

how the editing models apply to unseen edit in-114

tents. For example, several studies analyzed the115

edit intents in Wikipedia (Yang et al., 2017; Ra-116

jagopal et al., 2022) and student essays (Zhang117

et al., 2017). While they may share common labels, 118

such as clarity and simplification, editing models 119

based on domain-specific intents are hard to trans- 120

fer to other contexts. 121

Text Revision Early works have extensively ex- 122

plored text editing tasks. One kind aims to provide 123

general-purpose text editings and autocorrecting 124

features, such as InkSync (Laban et al., 2023) and 125

Grammarly. The other kind focuses on specific 126

edit intent to improve the performance of rewriting, 127

such as grammar correction (Zhang et al., 2023; 128

Omelianchuk et al., 2020), text simplification (Xu 129

et al., 2016), and paraphrasing (Dong et al., 2021). 130

Many tailored text revision works recently fo- 131

cused on addressing the complicated multi-intent 132

text revision. Du et al. (2022) introduced an iter- 133

ative editing model that repeatedly improves text 134

by appending edit intent to the input. Chong et al. 135

(2023) used the prefix-tuning technique to train 136

prefix modules for all edit intents, enabling multi- 137

intent text revision. Kim et al. (2022) proposed a 138

pipeline system to predict and address different edit 139

intents for multiple text spans in a sentence. These 140

works have shown that edit intents are crucial to 141

addressing the corresponding text defects. Based 142

on this, we further explore methods for multi-intent 143

text revision. 144

LLMs-Based Text Revision LLMs have shown 145

impressive performance on various NLP tasks 146

(Wu et al., 2021) and made it possible to im- 147

prove text (Sanh et al., 2022; Wang et al., 2022). 148

The instruction-tuning technique especially allows 149

LLMs to follow user instructions to rewrite text 150

(Sanh et al., 2022; Faltings et al., 2021). Raheja 151

et al. (2023) developed the CoEDIT based on a 152

large edit-specific instruction dataset covering vari- 153

ous text editing tasks, which allows solving multi- 154

intent text revision by concatenating multiple edit 155

intents. LLMs-based methods inspired us to recon- 156

cile the performance of multi-intent text revision 157

and the ability to transfer to unseen edit intents. 158

Chain-of-Thought is a divide-and-conquer 159

prompting paradigm designed to decompose a com- 160

plex NLP task into easier-to-solve subtasks, com- 161

pleting the overall task through step-by-step rea- 162

soning (Wei et al., 2022). Many studies attempted 163

to transform the task modeling approach to im- 164

prove performance through CoT-based reasoning 165

Fei et al. (2023) developed a CoT-based reasoning 166

framework to advance the implicit sentiment rea- 167

soning analysis. Wang et al. (2023) integrated the 168
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CoT to generate summaries with more fine-grained169

details step-by-step. Despite the potential, CoT has170

not been explored in text revision tasks. A natural171

idea is to decompose the multiple edit intents in the172

text and then realize the multi-intent text revision173

by integrating the revised results of each sub-step.174

3 Methodology175

The essence of EditCoT is to guide LLMs to ef-176

fectively perform multi-step edit reasoning, which177

requires improving LLM’s reasoning on text revi-178

sions by constructing an edit-chain. The edit-chain179

is a reasoning template consisting of all edit intents180

from a given schema. Various text revision datasets181

may define different schemas. The template is com-182

posed of edit intents and corresponding examples.183

The edit-chain then directs LLMs to address a cer-184

tain edit intent at each reasoning step, thus enabling185

multi-intent text revision. Fig. 2 presents the Edit-186

CoT framework, including edit-chain construction187

(Top) and multi-step edit reasoning (Bottom).188

Formulation Asssuming an input text x =189

[w1, w2, ..., wn], wi indicates a word in the text.190

The edit intent taxonomy E = [E1, E2, ..., Em]191

with m categories, defined by the correspond-192

ing dataset. Given the LLMs (L) and edit in-193

tent (Et ∈ E), the revised text is denoted as194

y = [w1, w3, ..., wn]. The difference between y195

and G (gold sentence) is measured by the metric196

D. The D can be any metric to measure edit qual-197

ity, such as SARI or BERTScore. Eq. 1 measures198

the performance of a model. The smaller the dif-199

ference, the higher the performance. The optimal200

goal is to minimize D. This optimization is an im-201

plicit pattern for LLMs. The traditional modeling202

approach, based on LLMs, can be formulated as203

Eq. 2, and the corresponding performance as Dt204

(Eq. 3). Since the LLMs can improve the input205

text according to the given edit intent (Dwivedi-Yu206

et al., 2022), we can infer the Dt ≤ D(x,G).207

D = ||y −G|| (1)208

y = P (y|x,Et,L) (2)209

Dt = D(y,G) → ||y −G|| (3)210

EditCoT can be formulated as Eq. 4. We first211

construct the edit-chain containing m edit reason-212

ing steps. Each reasoning step has a fixed template,213

<Ei, Si>. The Ei means the natural description214

of one edit intent, and Si means the correspond-215

ing example. We follow the pattern of previous216

research in converting different edit intents into217

Schema 1
Step 1. make the text clearer
input:   input sentence
output: output 1
Step 2. make text cohesive
input:   output 1
ouput:  output 2
Step 3. fix the grammar
input:   output 2
ouput:  output 3

input text = {w1, w2, w3, . . . , wn}{w1, w2, w3, . . . , wn}

LLMs

Edit-chain 1

2 3 4

2 3 4

5 6

output text = {w1, w5, w6, … . , wi, wi+1}{w1, w5, w6, … . , wi, wi+1}

Edit-chain 1+{is you going to school at 5 minutes?}

Step 1: make the text clearer (clarity)
is you going to school in 5 minutes?

Step 2: make the text cohesive (coherence)
is you going to school in 5 minutes?

Step 3: fix the text grammar (fluency)
Are you going to school in 5 minutes?

Edit-chains built based 
on the given schema

1 2 3

Schema 2
edit-chain 2

Schema n
edit-chain n *

Figure 2: The EditCoT framework. The top section
explains how to build the edit-chain based on the given
edit intent schema. The bottom section reveals the edit-
ing reasoning process of multi-intent text revision. Gray
circles with numbers represent different edit intents.

natural text edit instructions (Ei), such as {Coher- 218

ence → make the text cohesive}. Each intermediate 219

step in the reasoning process yields a new output. 220

Eq. 5 depicts the corresponding Dz for all interme- 221

diate steps. We consider ym−1 and ym as input and 222

output sentences of a reasoning step. Based on the 223

Eq. 3, we can infer the Dm ≤ Dm−1. As Et repre- 224

sents only a specific edit intent, it belongs to the set 225

E. If the Et = Ei, we can infer that Dt ≃ Di and 226

Dm ≤ Di(i < m), ⇒Dm ≪ Dt. The Dm means 227

the difference of the final reasoning step, which 228

also indicates that Eq. 4 can better minimize the 229

difference compared to Eq. 2. 230

ym = P
(
ym | x⃗1:m, ⟨E⃗z1:m, S⃗1:m⟩;L

)
231

=
m∏
i=1

P (yi|yi−1, ⟨Ei, Si⟩;L) (4) 232

Dz


D1 = ||P (y1|x0, < E1, S1 >;L)−G||
Di = ||P (yi|yi−1, < Ei, Si >;L)−G||
Dm = ||ym −G||

233

⇒ Dm ≤ Di ≤ D1 (5) 234

Multi-intent text revision modeling Suppose 235

x is a sentence with multiple text defects. Text 236
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defects may correspond to different edit intents.237

While traditional approaches focus on solving the238

specific edit intent Et, our approach can sequen-239

tially address multiple edit intents E present in x240

through multi-step edit reasoning, enabling an ele-241

gant approach to model multi-intent text revision.242

EditCoT also defines three key rules to ensure243

LLMs correctly perform edit reasoning. Rule 1: A244

sentence is revised based on the edit intent given245

at each step, and the revised sentence becomes the246

input for the next step. Rule 2: For any reasoning247

step, the sentence will remain unchanged if the new248

input does not have the corresponding text defect.249

Rule 3: LLMs must strictly follow the edit-chain250

and perform edit reasoning sequentially without251

skipping any steps.252

For multi-intent text revision, EditCoT can be253

tailored to address the edit intent at each step and254

hence resolve all text defects; for single-intent255

text revision, EditCoT can resolve text defects256

in the reasoning step corresponding to an edit in-257

tent, while remaining unchanged in other reasoning258

steps. Meanwhile, benefiting from the flexibility of259

the edit-chain, EditCoT can transfer to unseen edit260

intents by constructing custom edit-chains.261

4 Datasets262

In this study, we measure the text editing perfor-263

mance and transferability of EditCoT on both multi-264

/single-intent datasets. The multi-intent dataset in-265

dicates that a sentence may contain multiple edit266

intents of various types, while the single-intent267

dataset means that each sentence is associated with268

only one type of edit intent.269

For multi-intent text revision evaluation, we270

construct a new dataset, MITR. MITR builds upon271

[[OMITTED-FOR-ANONYMITY]], a corpus of272

revisions of journal articles and papers from mul-273

tiple research fields. We extracted sentence pairs274

with text defects from this data. To augment the275

basic MITR dataset, we concatenated the original276

sentences and corresponding edit intents and then277

used GPT-4 to revise these sentences. The revised278

sentences are manually verified as the new gold279

sentence, resulting in MITR. To ensure the quality280

of MITR, we hired three annotators with a linguis-281

tic background to check the edit intent and verify282

the new gold sentences. Next, we checked the283

inter-annotator agreement (IAA) using the Gwet284

AC12 (Gwet, 2008). The Gwet AC1 (α = 0.56)285

2A robust approach to agreement assessment. The metric

indicates that all annotators have a good agreement 286

in the first annotation cycle (more details shown 287

in §A.3). §A.1 demonstrates the taxonomy of the 288

MITR dataset. Table 1 demonstrates the main fea- 289

tures of the MITR dataset, which covers 6 edit 290

intent categories and 317 samples. It has an aver- 291

age of 2.18 edit intents per sample and an average 292

edit distance between all sentence pairs of 92.093. 293

For single-intent text revision evaluation, we 294

use existing text-revision datasets, including 5 295

datasets and 6 text revision tasks. Du et al. (2022) 296

introduced the ITERATER dataset, which contains 297

several edit intents (Fluency, Coherence, Clarity, 298

etc.). Following the work of Dwivedi-Yu et al. 299

(2022), we employ the human-validated dataset to 300

measure the rewriting ability of EditCoT on single- 301

intent text revision. In addition, we consider sev- 302

eral datasets for specific edit intents (Simplification, 303

Neutralization, Paraphrasing) for measuring the 304

transferability of EditCoT. Simplification is a ba- 305

sic editing task requiring the output to be simpler 306

than the input. Xu et al. (2016) developed a Turk 307

dataset, which has been widely used for simplifica- 308

tion tasks (Dwivedi-Yu et al., 2022). The neutral- 309

ization task refers to making a text more neutral. To 310

evaluate neutralization, we use WNC: a collection 311

of original and debiased sentence pairs extracted 312

from Wikipedia edits and filtered based on the ed- 313

itor’s comments (Pryzant et al., 2020). Finally, 314

Dong et al. (2021) developed a large-scale para- 315

phrasing dataset (ParaSCI), containing the ParaSCI- 316

ACL and ParaSCI-arXiv, which we use to measure 317

the paraphrasing ability of text revision methods. 318

Dataset augmentation A key characteristic of 319

text revision is the amount of change that a text 320

undergoes. We use edit distance (Levenshtein dis- 321

tance) to measure the difference between two text 322

sequences (Navarro, 2001). A small edit distance 323

between sentence pairs indicates that the transfor- 324

mation between them requires minimal edit oper- 325

ations, such as deleting a word or changing the 326

order of words, etc. In single-intent datasets, a 327

smaller edit distance between the input text and 328

the gold sentence implies that they are more simi- 329

lar (Raheja et al., 2023). However, computational 330

models built on such datasets can weaken the di- 331

versity of rewriting and do not conform to human 332

expression. Humans use different words to en- 333

rich semantic expressions when revising text and 334

close to 1 indicates a higher agreement.
3We used the python-Levenshtein package to compute the

edit distance for each original and gold sentence pair.
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Dataset ITERATER-Human Turk WNC ParaSCI-arXiv ParaSCI-ACL MITR
Task Clarity Coherence Fluency Simplification Neutralization Paraphrasing Paraphrasing Multiple
Samples 185 36 88 2,000 → 100 385,526 → 100 309,833 → 100 28,882 → 100 317
Input Avg. length 231.89 234.06 196.76 118.77 → 162.75 148.82 → 200.52 115.92 → 156.20 115.80 → 157.01 202.95
Revised Avg. length 216.54 → 231.33 226.42 → 237.83 196.70 → 201.58 109.48 → 138.38 138.03 → 193.52 115.81 → 168.22 114.69 → 164.13 204.14
Edit distance 38.94 → 108.29 20.47 → 94.58 2.27 → 71.81 28.27 → 56.83 11.00 → 87.50 63.02 → 68.01 66.98 → 62.02 92.09
Variation length -15.35 → -0.56 -7.64 → +3.78 -0.06 → +4.82 -9.29 → -24.37 -10.79 → -7.00 -0.10 → +12.02 -1.11 → +7.12 -1.19
Types of edit intent 1 1 1 1 1 1 1 6

Table 1: Description of the multi-/single-intent datasets. ‘→’ indicates the change in the corresponding feature
before and after the improvement. Variation length means the change of gold sentence length, the ‘-’ indicates that
the sentence length has become shorter, and the ‘+’ indicates that the sentence length has become longer.

can even rewrite entire sentences to improve se-335

mantic accuracy. This also means that naturally336

occurring text revision may be characterized by337

lexical diversity and large edit distances. Our anal-338

ysis of existing text revision datasets reveals that339

many existing single-intent datasets have a small340

edit distance between the input sentence and the341

gold sentence (see Table 1). Computational mod-342

eling and performance evaluation based on these343

datasets can hardly effectively reflect the quality of344

text revision. LLMs-based text revision methods345

can provide more diverse phrase choices for text346

editing and can adjust sentence order to a greater347

extent to optimize sentence structure. To make348

these datasets better applicable to the modeling and349

performance evaluation of text revision tasks, we350

re-annotated the sentences in this study to improve351

the quality and diversity of the gold sentences.352

Specifically, we used GPT-4 to get a new gold353

sentence by combining the edit intent. We then em-354

ployed three annotators to validate the revised sen-355

tences. Before the correction, the three annotators356

experienced rigorous training to understand edit in-357

tent schema. During the correction process, we pre-358

sented the input, old and new gold sentences, and359

asked the annotators to select the better sentence360

from the two candidate sentences. If the new gold361

sentence was worse than the original one, the anno-362

tators were asked to revise the new gold sentence363

until the sentence thoroughly addressed the speci-364

fied edit intent and conformed to human expression365

in the second annotation cycle (see the details of366

annotation in §A.3). Table 1 demonstrates the dif-367

ference between original and new datasets. The368

bigger Edit distance implies that the new dataset369

could offer a greater diversity of rewriting tasks.370

5 Experimental setup371

Our approach aims to offer an efficient framework372

for text revision tasks that can be easily transferred373

to unseen edit intents. We conduct extensive ex- 374

periments on the multi-/single-intent datasets to 375

validate the performance of EditCoT and evaluate 376

its transferability when new edit intents are intro- 377

duced. We use all the mentioned datasets as the 378

test datasets in our experiments, which allows us to 379

answer the research questions: 380

RQ1: What are the effects of EditCoT prompt- 381

ing on multi-/single-intent text revision? 382

RQ2: To what extent does EditCoT address un- 383

seen edit intents? 384

5.1 Evaluation 385

Following the prior research, we employ SARI to 386

measure the rewrite quality (Raheja et al., 2023; 387

Du et al., 2022). SARI is a n-gram based metric 388

that aims to measure the compression ratio and 389

simplification to computing three edit actions, keep, 390

add, and delete (Xu et al., 2016). We use the third- 391

party package from Huggingface (Wolf et al., 2020) 392

to calculate the SARI scores (Chong et al., 2023). 393

The meaning-preserving text revisions involve the 394

overlap of a number of phrases (Raheja et al., 2023) 395

and correlations in sentence semantics. The revised 396

sentences should keep a positive semantic relation 397

to the original sentences. BERTScore is a widely 398

used metric to measure the similarity of each to- 399

ken between sentence pairs based on contextual 400

embedding (Zhang et al., 2020). Therefore, we use 401

BERTScore 4 as a complementary metric. In addi- 402

tion, we implement a human evaluation in which 403

three annotators perform pairwise comparisons of 404

the model’s outputs (Du et al., 2022). 405

5.2 Baseline 406

EditCoT is designed to enhance the text revision 407

capabilities of instruction-following LLMs. How- 408

ever, a large body of prior work offers fine-tuned 409

text revision models. Thus, in our experiments 410

4https://huggingface.co/bert-base-uncased
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we employ two groups of baselines: instruction-411

following-based and fine-tuning-based.412

For the instruction-following models, we exper-413

iment with T0, T0++, Tk-instruct – a group of414

instruction tuning models initialized from a vari-415

ant of T5 (Raffel et al., 2020). In addition, we416

report the results on InstructGPT – a variant of417

GPT3 trained to follow natural language instruction418

via reinforcement learning on extensive human-419

proofread instruction data (Ouyang et al., 2022).420

For fine-tuning-based models, we experiment421

with PEER – a collaborative editing model to re-422

alize the edit intent, execute rewriting, and explain423

the details of the edit action (Schick et al., 2023).424

ITERATER (Du et al., 2022) is a dataset-based425

text rewriting system aiming to model the process426

of iterative text revision. PrefixTransfer (Chong427

et al., 2023) model aims to train corresponding pre-428

fixes for all edit intents, thus enabling multi-intent429

text revision. CoEDIT is a recent instruction-tuned430

model based on a diverse collection of text editing-431

specific instructions for text revision (Raheja et al.,432

2023). CoEDIT can address multi-intent text revi-433

sions by concatenating different edit intents.434

EditCoT offers a flexible framework to harness435

the text revision task and is adapted to any promis-436

ing LLMs. The employed backbone affects the in-437

herent reasoning ability. Considering the superior438

performance of Llama 2 and GPT-4 on various NLP439

tasks (Touvron et al., 2023), they are employed as440

the backbone to validate the performance of Edit-441

CoT. For the prompt design, we asked the human442

experts to define the static template with two exam-443

ples, design the edit-chains for different edit intent444

taxonomies, and conduct a series of pilot studies to445

optimize the template (more details in §A.2).446

6 Results447

6.1 Text revision performance448

To address the RQ1, we examine the performance449

of the models on multi-/single-intent text revision450

tasks using the datasets introduced above.451

Performance on Multi-intent dataset Table 2452

presents the results on the MITR dataset. The453

results indicate that EditCoT (GPT-4) achieves454

the best performance on both SARI (58.06) and455

BERTScore (85.02), followed by the CoEDIT456

model (47.87 / 82.66). The supreme performance457

demonstrates that EditCoT (GPT-4) can maintain458

good rewrite quality and preserve semantic infor-459

mation. The CoEDIT model achieves a compara-460

tive performance, which confirms that LLMs fine- 461

tuned with edit instructions can improve the quality 462

of text rewriting compared to general models (Tk- 463

INSTRUCT, T0, T0++, InstructGPT). In contrast, 464

the EditCoT framework enhances the reasoning 465

capability of LLMs on text editing tasks and thus 466

improves the performance of multi-intent text re- 467

vision. However, while EditCoT (GPT-4) shows 468

excellent performance, EditCoT (Llama 2) shows 469

significantly lower results on both metrics. This dis- 470

crepancy implies that we need to analyze the poten- 471

tial factors affecting the performance of EditCoT 472

further and determine the backbone carefully. In 473

particular, how LLMs effectively direct the multi- 474

step edit reasoning (see §7 for more details). 475

Model Size SARI BERTScore
Tk 3B 35.89 68.71
T0 3B 31.46 57.35
T0++ 11B 37.23 65.61
InstructGPT 175B 47.42 76.49
ITERATER \ 47.58 80.24
CoEDIT 11B 47.87 82.66
EditCoT (Llama 2) 13B 42.84 75.78
EditCoT (GPT-4) \ 58.06 85.02

Table 2: Comparison on the MITR dataset.

Table 3 provides a pairwise comparison of the 476

human evaluation. EditCoT (GPT-4) outperforms 477

the CoEdit method on 59.31% of the samples and 478

is better than EditCoT (Llama 2) on 85.17% of 479

the samples. The findings present a similar pattern 480

with the automatic metrics, which further supports 481

that EditCoT (GPT-4) can beat the recent methods. 482

GPT-4 CoEDIT Tie Neither AC1 α

59.31% 19.87% 1.10% 19.72% 0.58

GPT-4 Llama 2 Tie Neither AC1 α

85.17% 14.67% 0.00% 0.16% 0.78

CoEDIT Llama 2 Tie Neither AC1 α

76.50% 23.19% 0.16% 0.16% 0.72

CoEDIT ITERATER Tie Neither AC1 α

35.65% 5.68% 15.77% 42.90% 0.57

Table 3: Human evaluation on the MITR dataset. The
GPT-4 and Llama 2 represent the EditCoT using cor-
responding backbone models. Tie indicates the two
methods both perform well, Neither indicates the two
methods both perform worst.

Performance on Single-intent dataset EditCoT 483

aims to address all potential quality defects in a 484
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text, but it can also be applied to single-intent text485

revision. We compared EditCoT with other re-486

cent methods on the ITERATER dataset (Du et al.,487

2022). Table 4 indicates that EditCoT (GPT-4)488

performs best only on SARI (53.93), while the489

CoEDIT model performs best on all other metrics,490

with the ITERATER model following closely. One491

potential reason is that CoEDIT and ITERATER492

both used this dataset as training data for super-493

vised fine-tuning. Besides, the human evaluation494

(see §A.4) suggests that the EditCoT improves the495

rewriting quality on most of the samples, (Clar-496

ity: 53.51%, Coherence: 69.44%, and Fluency:497

76.41%). Thus, we can still argue that EditCoT498

also demonstrates comparable performance.499

Model Size
ITERATER-Human

Clarity Coherence Fluency
Tk-INSTRUCT 3B 38.40 33.80 32.40
T0 3B 32.60 22.20 24.60
T0++ 11B 37.60 32.70 34.70
PEER-3 3B 32.10 32.10 51.40
PEER-11 11B 32.50 32.70 52.10
PrefixTransfer \ 34.01 38.66 48.91
ITERATER \ 43.16/80.63 49.71/85.43 52.98/86.55
CoEDIT 11B 46.25/82.03 52.39/86.23 55.55/87.85
EditCoT (Llama 2) 13B 50.31/80.17 50.56/82.08 51.29/82.97
EditCoT (GPT-4) \ 53.93/80.44 47.36/80.73 49.29/82.09

Table 4: Comparison on single-intent dataset. The de-
fault score means the SARI metric. The first and second
scores mean SARI and BERTScore metrics. By de-
fault, ITERATER means that Du et al. (2022) proposed
editing model instead of dataset.

6.2 Transferability of text revision500

The transferability of text editing models is crucial501

when new edit intents are introduced. Considering502

the differences between the dataset domains and503

text editing requirements, they may define differ-504

ent edit intent taxonomy (Yang et al., 2017; Zhang505

et al., 2017). The new schema may include new506

edit intents, or the same class may be defined dif-507

ferently, resulting in existing text revision models508

not being transferable to unseen edit intents. The509

transferability here indicates that the method can510

be easily transferred to various edit intents with-511

out training new models. In this study, we extend512

our method to several edit intents (Simplification,513

Neutralization, and Paraphrasing). In particular,514

Paraphrasing is an ambiguous class that could have515

a big overlap with other edit intents (Clarity, Flu-516

ency, Coherence, etc.). Then, we simply build the517

edit-chains (n = 3 reasoning steps) based on the518

given edit intent to verify the transferability of Ed- 519

itCoT (to address the RQ2). 520

Table 5 implies that our method offers a signifi- 521

cant advantage against existing methods. EditCoT 522

(GPT-4) achieves the best performance on the SARI 523

metric on all datasets, then followed by EditCoT 524

(Llama 2). For the BERTScore, our method per- 525

forms best on Simplification (86.98) and Neutral- 526

ization (84.42), while CoEDIT has the best perfor- 527

mance on two Paraphrasing tasks (83.98 / 83.86). 528

Model
Turk WNC arXiv ACL

Simp Neutral Para Para

Tk-INSTRUCT 32.80 31.30 35.16 35.87

T0 34.40 22.30 47.67 46.73

T0++ 32.90 29.30 49.78 49.50

PEER-3 32.50 53.30 \ \

PEER-11 32.10 54.50 \ \

ITERATER 49.89/86.02 43.80/64.81 46.19/79.31 46.68/79.90
CoEDIT 41.80/77.04 45.53/79.01 49.70/83.98 45.68/83.86

EotEdit (Llama2) 53.41/86.52 53.63/81.48 50.06/83.56 51.58/83.08
EotEdit (GPT4) 56.88/86.98 57.91/84.42 53.18/81.92 52.17/82.49

Table 5: Results of transferability evaluation. Simp, Neu-
tral, and Para mean the Simplification, Neutralization,
and Paraphrasing tasks. The arXiv and ACL mean the
ParaSCI-arXiv and ParaSCI-ACL datasets.

Meanwhile, human evaluation further demon- 529

strates the excellent performance of the EditCoT 530

(see §A.4). For the Turk dataset, the 51% sam- 531

ples show a good quality with high agreement (α 532

= 0.61). Moreover, EditCoT shows the best per- 533

formance in the ParaSCI-arXiv dataset with the 534

highest agreement (α = 0.80). The findings imply 535

that EditCoT presents a great advantage extending 536

to unseen text revision contexts. It can be easily 537

transferred to new edit intents by modifying the 538

edit-chain and holding good performance. 539

7 Analysis 540

Ablation study We conducted an ablation study to 541

examine the contribution of the EditCoT compo- 542

nent on the MITR dataset (see Table 6). The results 543

indicate that EditCoT (GPT-4) shows an increased 544

performance on both metrics compared with the 545

raw model (GPT-4). However, the counterpart, Ed- 546

itCoT (Llama 2) shows an increased BERTScore 547

score and a decreased SARI, which implies that 548

the successful application of EditCoT might rely 549

on certain characteristics of the underlying LLM, 550

such as the ability to follow complex instructions, 551

to counteract “hallucination” etc. 552

A case study indicates that the Llama 2 Raw 553

has difficulty comprehending the composite edit 554

7



Model Size SARI BERTScore
EditCoT (GPT-4) \ 58.00 85.10
GPT-4 Raw \ 54.88 83.78
EditCoT (Llama 2) 13B 42.84 75.78
Llama 2 Raw 13B 49.92 67.18

Table 6: Ablation experimental results on the MITR
dataset. The *-Raw model means that we evaluate per-
formance using only the backbone model and follow the
CoEdit-like pattern of appending multiple edit intents
to the input.

instructions, resulting in its outputs facing hallu-555

cination issues (e.g., repeat edit instructions and556

interpret edit actions in the revised text). The phe-557

nomenon also appears in the outputs of the ITER-558

ATER and CoEDIT models (see §A.5). Accord-559

ing to the calculation method of the SARI, a large560

number of invalid edit actions could bring a higher561

SARI score (Xu et al., 2016). Table 7 describes562

that Llama 2 Raw has an extremely high edit dis-563

tance between the input and output, which explains564

why it shows good SARI results but poor semantic565

quality. The findings inspire us to combine multiple566

metrics to measure the performance of text revision567

methods rather than relying solely on individual568

evaluation metrics (Du et al., 2022).569

Model Min Max Mean Var >300 >500
EditCoT (GPT-4) 18 430 104.0 3396 3 0
GPT-4 Raw 9 420 80.9 3075 4 0
EditCoT (Llama 2) 10 465 107.0 5165 9 0
Llama 2 Raw 0 1679 101.0 36116 37 10

Table 7: Comparison of editing distances between input
text and revised text. Var means the variance of edit
distance; >300 and >500 means the number of samples
with edit distances over 300 and 500.

Performance analysis EditCoT (Llama 2)570

presents a severe performance decrease in the571

MITR dataset. One possible reason is that Llama572

2 cannot effectively control the output of interme-573

diate reasoning steps, increasing the risk that the574

intermediate steps will present a continuous seman-575

tic drift, especially when the intermediate reason-576

ing steps are too long. For the MITR dataset, we577

construct an edit-chain with 6 reasoning steps. If578

the backbone model cannot control the output ac-579

cording to the given edit intent, the semantic drift580

will make the final output far away from the gold581

sentence. Fig. 3 compares the semantic changes582

during the reasoning process between Llama 2 and583

GPT-4 models in several cases. We observe that 584

Llama 2 exhibits continuous semantic drift as rea- 585

soning proceeds (except Case 6) and that once the 586

semantic drift appears in an intermediate step, the 587

subsequent reasoning process cannot rectify the 588

revised sentence. In contrast, the GPT-4 model 589

shows minor semantic fluctuations (Case 2, 3, 4, 590

and 6). Even if there is a semantic drift in an in- 591

termediate step (Case 1 and 5), the GPT-4 model 592

can correct the semantic quality in the subsequent 593

steps based on the strong context comprehension 594

ability (Brown et al., 2020). 595

Case 4 Case 5 Case 6

Case 1 Case 2 Case 3

S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5 S6

0.5
0.6
0.7
0.8
0.9

0.5
0.6
0.7
0.8
0.9

Multi-step edit reasoning process in MITR dataset

B
E

R
T

S
c
o

re

Model

GPT-4
Llama 2

Figure 3: Semantic drift analysis in the reasoning pro-
cess. The x-axis represents the six reasoning steps of the
custom edit-chain, and y-axis represents the BERTScore
between the revised text and the gold sentence.

Therefore, effectively managing the semantic 596

drift will be crucial to improving the editing quality. 597

One promising direction is to improve the error 598

correction ability of LLMs in editing reasoning, 599

thus reducing semantic drift in intermediate steps. 600

8 Conclusion 601

Text revision aims to improve the original text from 602

multiple aspects, making it clearer, more fluent, etc. 603

This study has explored EditCoT - a novel prompt- 604

ing framework for multi-intent text revision and 605

offers two contributions. First, this study proposes 606

a novel modeling method for multi-intent text re- 607

vision, which offers a superior performance ad- 608

vantage without identifying edit intent in advance. 609

Moreover, it can transfer to unseen edit intents by 610

simply building custom edit-chains without train- 611

ing new models. Second, we built the MITR dataset 612

to enrich the family of text revision datasets and 613

augmented the existing single-intent text datasets 614

for text revision research. Our study sheds new 615

light on modeling complex text revision tasks. 616
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Limitations617

While the EditCoT provides a simple yet effective618

way to handle text revision tasks, several limita-619

tions should be considered. First, we didn’t fully620

explore the factors that affect the performance of621

LLMs, such as the number and order of edit-related622

examples in a prompt template (Raheja et al., 2023).623

Second, we used GPT-4 to enhance the diversity of624

gold sentences during data annotation, but this may625

have led to EditCoT (GPT-4) being more likely to626

achieve higher performance in experiments. Future627

research needs to clarify the potential effect. In ad-628

dition, the performance difference between using629

Llama 2 and GPT-4 as a backbone on the multi-630

intent text revision task implies that we should631

be aware that the backbone may affect the effec-632

tiveness of EditCoT. The design of performance-633

maximizing task instructions could be a promising634

future research avenue. Finally, our study focused635

on meaning-preserving text revision. The applica-636

tion of EditCoT to meaning-changing text revision637

(Raheja et al., 2023; Chong et al., 2023) is a promis-638

ing future research direction.639

Ethics Statement640

This work proposes the EditCoT framework to641

guide LLMs to realize multi-intent text revision642

through multi-step editing reasoning. The frame-643

work designs relevant rules for experiments to pre-644

vent LLMs from generating irrelevant content. Re-645

garding the dataset, the text corpus of the MITR646

dataset is mainly from scientific papers. The text647

corpus of the re-annotated single-intent dataset is648

also widely used in related research in the field of649

NLP. Moreover, we have also checked the newly650

generated relevant text contents in human anno-651

tation proofreading. None of them contain any652

harmful content.653

We collect all data from publicly available654

sources and respect copyrights for original datasets.655

Our annotated MITR dataset will be available un-656

der the CC-BY-NC 4.0 license.657

Moreover, we recruited three human annotators658

to participate in data annotation and human evalu-659

ation. All annotators employed in the study were660

compensated with a standard local salary based on661

the number of annotations they conducted.662
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A Appendix 929

A.1 MITR schema 930

Although the MITR dataset is filtered from 931

[[OMITTED-FOR-ANONYMITY]] for sentence 932

pairs containing multiple edit intents, our edit tax- 933

onomy is not fully consistent with it. The main dif- 934

ferences include the following three aspects: 2) We 935

expand more general types of edit intent and cor- 936

pus, such as Coherence, Neutralization, and Sim- 937

plification. 3) We use Opinion to replace Claim 938

in [[OMITTED-FOR-ANONYMITY]]. The intro- 939

duced Opinion class aims to correct the obscure 940

opinion in the scientific writing domain. We sub- 941

sequently annotate and correct the mentioned edit 942

intents and the corresponding corpus. 943

A.2 EditCoT Configuration 944

Considering that LLMs are very sensitive to edit 945

instructions in the text revision task (Dwivedi-Yu 946
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Edit Intent Description
Fluency Fix grammar errors or syntactic errors in

texts.

Clarity Make the text more formal, concise, read-
able, and understandable.

Coherence Make the text more coherent, consistent,
and logically linked.

Neutralization Make this text more neutral, or remove
the non-neutral expression.

Simplification Make the text simpler.

Opinion Make the statement, opinion, or idea
clearer.

Table 8: The taxonomy of MITR.

et al., 2022), we present the EditCoT-related details947

for experimental reproduction. Table 9 demon-948

strates the composition and order of Edit-Chains in949

various text-revision datasets. In our experiments,950

we designed 2 corresponding examples for each951

edit-chain.952

Dataset Order

MITR Fluency → Coherence → Clarity → Opinion → Neutralization → Simplification

Iter_Clarity Fluency → Coherence → Clarity

Iter_Coherence Fluency → Coherence → Clarity

Iter_Fluency Fluency → Coherence → Clarity

Turk Fluency → Coherence → Clarity → Simplification

WNC Fluency → Coherence → Clarity → Neutralization

ParaSCI-arXiv Fluency → Coherence → Clarity → Paraphrasing

ParaSCI-ACL Fluency → Coherence → Clarity → Paraphrasing

Table 9: Description of edit-chain in various datasets.
Iter means the ITERATER dataset.

Moreover, table 10 presents an example of multi-953

step edit reasoning in pilot study. In this case, the954

red indicates the words that will be revised, while955

the blue indicates the revised words according to956

the given edit instruction. The edit instructions at957

each step (i.e., natural language descriptions of edit958

intent) explain the editing purposes. Authors can959

compare the changes before and after the text to960

verify that the editing purposes have been achieved.961

In this case, Steps 1, 2, 3, and 6 describe how962

LLMs improve the text based on the given edit963

instructions. Moreover, as shown in Steps 4-5, if964

the intermediate revised sentence does not have the965

specified text defect, then the model will not make966

any changes. Our method clearly illustrates the text967

evolution process in text revision tasks.968

A.3 Human Annotation969

Dataset augmentation We hired three annota-970

tors from linguistics majors with graduate degrees.971

First, we introduced them to the edit intent schemas972

and corresponding descriptions. Meanwhile, we973

presented examples corresponding to each type of 974

edit intent to deepen their understanding. Besides, 975

we asked the annotators to complete two practice 976

exercises corresponding to each type of edit intent. 977

Second, we follow previous research to concate- 978

nate the original sentence and the corresponding 979

edit intent as the new input (Du et al., 2022; Ra- 980

heja et al., 2023), and then use GPT-4 to revise the 981

new input sentence to obtain the candidate gold 982

sentence. We present sentence pairs to the annota- 983

tors consisting of input, old, and the candidate gold 984

sentences. Then, we asked the annotators to judge 985

whether the candidate gold sentences were more 986

consistent with human expressions from three di- 987

mensions (fluency, accuracy, meaning preservation) 988

(Du et al., 2022). Table 11 presents the statistical 989

results of the first annotation cycle. AC1 α denotes 990

the agreement analysis of their first-cycle annota- 991

tion results. Adoption rate denotes the number of 992

samples that passed in the first cycle. We then 993

asked the annotator to revise the remaining sen- 994

tences by referring to the old gold sentences and to 995

resolve the differences through negotiation. 996

MITR augmentation Based on [[OMITTED- 997

FOR-ANONYMITY]], we further extend the multi- 998

intent sample size. Data source extension: we 999

collect data from iterative versions of our own 1000

team’s papers as our data source; Edit intent ex- 1001

tension: we add three edit intents, Simplification, 1002

Neutralization, and Coherence, to the original 1003

[[OMITTED-FOR-ANONYMITY]] edit intents 1004

(Grammar, Opinion, Clarity). To standardize the 1005

edit intent schema, we use Fluency to replace the 1006

Grammar in [[OMITTED-FOR-ANONYMITY]]. 1007

The annotation process: 1) we use GPT-4 to 1008

identify multiple edit intents present in a sentence 1009

by providing a sample of the sentence correspond- 1010

ing to the edit intent; 2) we present the original 1011

sentences and the identified edit intents to human 1012

experts and ask them to confirm the correctness of 1013

the edit intents; 3) we then connected the original 1014

sentence with the modified editorial intent as new 1015

input. The new sentence is then revised using GPT- 1016

4; 4) we present the revised sentences to the human 1017

annotators for correction along with the revised 1018

results from the above section. Finally, the aug- 1019

mented multi-intent dataset includes 317 samples 1020

containing 6 edit intents. 1021
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Step 1: Improve grammar.

Input text: We also add an objective term P θ (L, E|X) of maximum the negative likelihood of P θ to balance the positive
samples as teacher-forcing algorithm (Li et al., 2017).

Revised text: We also add an objective term P θ (L, E|X) to maximize the negative likelihood of P θ, thereby balancing the
positive samples as in the teacher-forcing algorithm (Li et al., 2017).

Step 2: Make the text coherent.

Input text: We also add an objective term P θ (L, E|X) to maximize the negative likelihood of P θ, thereby balancing the
positive samples as in the teacher-forcing algorithm (Li et al., 2017).

Revised text: Additionally, we introduce an objective term P θ (L, E|X) aimed at maximizing the negative likelihood of P θ,
which balances the positive samples in line with the teacher-forcing algorithm (Li et al., 2017).

Step 3: Write in a more formal tone.

Input text: Additionally, we introduce an objective term P θ (L, E|X) aimed at maximizing the negative likelihood of P θ,
which balances the positive samples in line with the teacher-forcing algorithm (Li et al., 2017).

Revised text: Furthermore, our approach incorporates an objective term P θ (L, E|X), dedicated to maximizing the
negative likelihood of P θ, to equilibrate positive samples following the principles of the teacher-forcing algorithm (Li et
al., 2017).

Step 4: Make the text opinion clear.

Input text: Furthermore, our approach incorporates an objective term P θ (L, E|X), dedicated to maximizing the negative
likelihood of P θ, to equilibrate positive samples following the principles of the teacher-forcing algorithm (Li et al., 2017).

Revised text: Furthermore, our approach incorporates an objective term P θ (L, E|X), dedicated to maximizing the negative
likelihood of P θ, to equilibrate positive samples following the principles of the teacher-forcing algorithm (Li et al., 2017).

Step 5: Make this more neutral.

Input text: Furthermore, our approach incorporates an objective term P θ (L, E|X), dedicated to maximizing the negative
likelihood of P θ, to equilibrate positive samples following the principles of the teacher-forcing algorithm (Li et al., 2017).

Revised text: Furthermore, our approach incorporates an objective term P θ (L, E|X), dedicated to maximizing the negative
likelihood of P θ, to equilibrate positive samples following the principles of the teacher-forcing algorithm (Li et al., 2017).

Step 6: Simplify the text for better readability.

Input text: Furthermore, our approach incorporates an objective term P θ (L, E|X), dedicated to maximizing the negative
likelihood of P θ, to equilibrate positive samples following the principles of the teacher-forcing algorithm (Li et al., 2017).

Revised text: Our method includes an objective term P θ (L, E|X) to increase the negative likelihood of P θ, balancing
positive samples as per the teacher-forcing algorithm (Li et al., 2017).

Table 10: An example of multi-step edit reasoning in pilot study.
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Dataset Task AC1 α Adoption rate

ITERATER-Human
Clarity 0.82 63.89%
Coherence 0.72 76.22%
Fluency 0.68 57.95%

Turk Simplification 0.61 53.00%
WNC Neutralization 0.73 64.00%
ParaSCI-arXiv Paraphrasing 0.95 92.00%
ParaSCI-ACL Paraphrasing 0.95 92.00%
MITR Multiple 0.56 78.86%

Table 11: Revised quality analysis. Adoption rate indi-
cates the ratio of samples that passed in the first cycle.

A.4 Human Evaluation1022

Human Evaluation is a critical supplement to1023

strengthen the measurement for text revision tasks.1024

First, text editing assessment refers to a very sub-1025

jective judgment, and the automatic metrics could1026

not be well-aligned with human evaluation (Raheja1027

et al., 2023; Du et al., 2022). Second, the pairwise1028

data set is likely to provide a limited reference,1029

which is not able to cover all potential candidates.1030

Limited reference sentences may lead to an unfair1031

evaluation. Therefore, human-involved evaluation1032

helps to better measure the performance of text1033

editing methods.1034

Annotator We hired three human annotators1035

with a background in linguistics. They all have1036

graduate degrees and considerable experience in1037

publishing papers. All annotators were compen-1038

sated with the standard local salary.1039

Human evaluation on MITR dataset We col-1040

lect the output of four major methods separately.1041

Based on the requirements of pair-wise compari-1042

son, their revised outputs (Sentence A, Sentence1043

B) and the original input sentence are composed1044

into sentence pairs. We disrupt the order of the sen-1045

tences to ensure that the human annotator does not1046

know the correspondence of the sentences. Then,1047

we asked the annotators to judge the revised quality.1048

The judgment criteria are divided into four levels:1049

A is good (model A), B is good (model B), both1050

are equally good (Tie), and both are equally bad1051

(Neither). Finally, we examined the agreement of1052

their evaluations and pooled the statistical results.1053

Human evaluation on the single-intent1054

dataset We formed sentence pairs of the revised1055

sentences (sentence A) and input sentences. Like-1056

wise, the order of the sentence pairs is disrupted1057

so that the human annotator does not know their1058

corresponding sources. Then, the human annotator1059

was asked to select the better sentence. Finally,1060

we also checked the agreement of their evaluations1061

and reported the statistical results. Table 12 shows 1062

the human evaluation results on single-intent text 1063

revision datasets. 1064

Model revision Tie Input AC1 α

Iter_Clarity 53.51% 0.00% 0.54% 0.64

Iter_Coherence 69.44% 0.00% 0.00% 0.76

Iter_Fluency 76.41% 0.00% 1.14% 0.57

Table 12: Human evaluation on the single-intent dataset.
The Model revision means the output of our method
presents a better quality than the gold sentence; Tie
implies that they both have good quality; Input means
the output of our method presents a worse quality than
the input sentence.

Human evaluation for transferability mea- 1065

surement This study conducted the human eval- 1066

uation to measure the transferability of EditCoT, 1067

following the same human evaluation pattern men- 1068

tioned above. Table 13 presents the human evalua- 1069

tion result of transferability measurement. 1070

Model revision Tie Input AC1 α

Turk 51.00% 0.00% 3.00% 0.61

WNC 54.00% 4.00% 9.00% 0.58

ParaSCI-arXiv 74.00% 0.00% 0.00% 0.80

ParaSCI-ACL 68.00% 0.00% 2.00% 0.77

Table 13: Human evaluation for transferability measure-
ment.

A.5 Hallucination analysis 1071

In the case studies, we analyze the “hallucina- 1072

tion” challenges faced by several models. Table 14 1073

presents the results of the case studies. 1074
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Model Dataset Input Output

Case 1 ITERATER WNC this presented the risk of counties with hon-
est assess ##ors paying more than their fair
share of the burden of operating the state
government , so the board of equal ##iza-
tion was created to equal ##ize the burden.

neutralization> neutralization> neutral-
ization> neutralization> neutralization>
neutralization> neutralization> neutraliza-
tion> ...

Case 2 ITERATER WNC the title is the jay ##hawks ’ 50th all - time
since joining the missouri valley confer-
ence in 1907 - 08 . it is also ku ’ s fifth
outright big 12 championship and seventh
overall .

neutralization> neutralization> neutral-
ization> neutralization> neutralization>
neutralization> neutralization> neutraliza-
tion> neutralization> neutralization> neu-
tralization> ...

Case 3 CoEDIT Turk The bridge now traverses the Tarn val-
ley above its lowest point , linking two
limestone plateaux , the Causse du Larzac
and the Causse Rouge , and is inside the
perimeter of the Grands Causses regional
natural park .

It is inside the Grands Causses regional
natural park.’

Case 4 CoEDIT Turk It comprises the eastern half of the island
of Timor , the nearby islands of Atauro and
Jaco , and Oecussi-Ambeno , an exclave
on the northwestern side of the island ,
within Indonesian West Timor .

It is on the eastern half of the island of
Timor.’

Case 5 Llama 2 MITR We hope that this work puts attention on
this important challenge and provides a
reference point for future work to build
upon.

Improve grammar, make the text coherent,
write in a more formal tone, make the text
opinion clear, make this more neutral, and
simplify the text for better readability: We
hope that this work puts attention on this
important challenge and provides a refer-
ence point for future work to build upon.

Case 6 Llama 2 MITR The underlined phrase-"acting and plot"-
are incorrectly recognised as causal terms
by the model, and are referred to as spuri-
ous patterns.

The model incorrectly identifies the
phrases "acting and plot" as causal terms,
referring to them as spurious patterns.
The model cannotKitten the difference be-
tween the plot and the acting, and the act-
ing is not the cause of the plot. Similarly,
the model cannot distinguish between the
plot and the story, and the story is not the
cause of the plot...

Table 14: Case studies of hallucinations.
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