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Abstract

While language models have shown remarkable performance across diverse tasks,
they still encounter challenges in complex reasoning scenarios. Recent research
suggests that language models trained on linearized search traces toward solutions,
rather than solely on the final solutions, exhibit improved generalization, despite
the search traces being potentially noisy or suboptimal. However, relying on such
imperfect traces can result in inefficient use of test-time compute. To address this,
we propose guided reinforced self-training (Guided-ReST), a fine-tuning algorithm
designed to improve the model’s capability for effective search during inference.
The key insight behind Guided-ReST is that optimal solutions can serve as valuable
step-by-step landmarks to guide the model’s search process. Based on this insight,
we introduce a novel data generation method that seamlessly incorporates optimal
solutions into the model’s search procedure, enabling the generation of high-quality
search traces. By fine-tuning the model on these search traces, we effectively distill
improved search strategies into the model. Our method significantly enhances the
search capabilities of language models on arithmetic reasoning and code self-repair
tasks, including Countdown, CodeContests, and CodeForces. We release the source
code athttps://github.com/snu-mllab/guided-rest|

1 Introduction

Transformer-based language models have achieved remarkable success, demonstrating human-level
performance across a wide range of natural language tasks, including conversation, code generation,
and mathematical problem-solving [[L} 131} 23,12} [15} [26]]. Their impressive performance is primarily
attributed to auto-regressive training on massive, internet-sourced corpora. However, language models
still encounter challenges in tasks that require complex planning and reasoning [[18| 33]]. To address
these challenges, recent approaches have leveraged prompt-based strategies, enabling self-correction
and planning via external symbolic search algorithms [34} 27, [38]]. While these methods have shown
success in specific contexts, their reliance on explicit prompting templates and manually engineered
search structures restricts their flexibility and scalability.

More recent studies indicates that training language models to internalize the search process, rather
than solely outputting the final solution, significantly improves their reasoning capabilities and allows
performance to scale effectively with increased test-time compute [4} 9 [7]. An instructive example
of test-time scaling is stream of search (SoS) [4]], which trains a model to imitate search traces that
encompass the complete decision-making process in finding optimal solutions through trial and error,
including exploration and backtracking upon failure. This work demonstrates that models trained on
search traces, despite being noisy and even suboptimal, exhibit superior generalization performance
compared to those trained solely to imitate optimal solution via behavior cloning (BC) [22]]. However,
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Figure 1: Overview of guided reinforced self-training, illustrating how search traces are generated
through the progressive integration of optimal solutions during self-generation. The numbers indicate
the order in which nodes are explored.

excessively noisy search traces can result in inefficient utilization of test-time compute, as the model
may repeatedly explore irrelevant paths or perform redundant backtracking.

In this work, we examine how the sub-optimality of search traces affects test-time compute efficiency
and propose a novel self-training algorithm, guided reinforced self-training (Guided-ReST), designed
to improve search efficiency during inference. Our key insight is that while optimal solutions alone
are insufficient for direct imitation, they can effectively serve as valuable landmarks to guide the
search process. Inspired by jump-start reinforcement learning (JSRL) [32], we introduce a new data
generation approach that progressively integrates optimal solutions into the model’s search process,
generating high-quality search traces, as illustrated in Figure[T} Subsequently, we fine-tune the model
on these traces, thereby distilling more effective search strategies into the model. Finally, we further
enhance performance by applying reinforcement learning (RL) fine-tuning.

We evaluate our method on the Countdown benchmark [4], a challenging arithmetic reasoning task
that requires complex search. Our method achieves over a 10% accuracy improvement compared to
baseline fine-tuning algorithms. Furthermore, it utilizes test-time compute more efficiently, reaching
comparable performance while using less than half the number of tokens required by other baselines.
Finally, we demonstrate the applicability of our method to a more realistic code self-repair task on
the CodeContests and CodeForces benchmarks [[14} 21]).

2 Preliminaries

2.1 Stream of search

In this paper, we consider the problem of training a language model 7y for tasks that require complex
searching capabilities. Suppose that we have a training dataset D of question-solution pairs (g, S),
where each solution consists of step-by-step reasoning S = (s1,. .., $7). The most straightforward
approach to train the model on this dataset is behavior cloning (BC) [22], which optimizes the model
to generate the optimal solution using supervised learning:

rnoax ]E(q,S)ND log (S | q)] -

However, prior studies have demonstrated that this approach struggles to generalize to unseen test
examples [37, [11} 14} 391

To address this, the steam of search (SoS) method introduces a novel training approach that emphasizes
the search process itself rather than just the final solution [4]. Specifically, SoS formulates the problem
as a tree search, exploring potential solutions through trial and error with operations until a successful
solution is discovered. Each node in the tree represents a partial solution, and each edge represents a
single reasoning step. The method represents primitive tree-search operations in language, including
node generation, exploration, verification, and backtracking. For each question, it employs symbolic
search algorithms such as depth-first search (DFS) and breadth-first search (BFS) to generate a search
trace Z = (z1,. .., 21 ), Where each z; denotes an individual search operation expressed in language.



The model is then trained to predict this search trace via supervised learning:
max E, 7)o [logmo(Z | q)]-

Note that in this framework, the optimal solution can also be viewed as a search trace, namely a path
in the search tree. Additional details are provided in Appendix A.

2.2 Fine-tuning with self-generated data

While SoS demonstrates improved generalization by training a language model on search traces rather
than optimal solutions, these traces are often noisy and suboptimal, resulting in imperfect alignment
with the target task. To address this, SoS further fine-tunes the model using reinforcement learning
techniques. One approach is reinforced self-training (ReST) [42] |6 28], which fine-tunes the model
on successful examples drawn from its self-generated responses via supervised learning:

méix]EqND,zwe(.m) []lR(Z\q)>T -log mg(Z | Q)} )

where R denotes the terminal reward function that evaluates the quality of the responses and 7 denotes
the threshold parameter.

Another approach is reinforcement learning (RL) fine-tuning [30} [17], which fine-tunes the model to
directly maximize the reward while constraining the KL divergence from the reference model 7t
initialized from the pre-trained model:

MAX By gnmy (1) [R(Z | @) = B~ D (mo(- | @) | meet (- [ )]

where $ > 0 denotes the coefficient controlling the strength of the KL penalty term. This objective is
typically optimized with proximal policy optimization (PPO) or group-relative policy optimization
(GRPO) [125.126].

2.3 Countdown benchmark

We use Countdown as the primary benchmark, following previous studies on searching with language
models [38} 14]]. Each problem consists of input numbers and a target number, and the objective is to
combine the inputs using the four basic arithmetic operations to reach the target. For example, given a
target number 26 and input numbers [84, 2, 14, 15], a valid solution is 26 = 84 — 2 x (14 4 15). Each
arithmetic operation in this solution can be considered a single reasoning step. This task involves a
high branching factor up to O(k?) at each node of the search tree, where k is the number of remaining
inputs. To ensure a tractable difficulty level, we set the number of initial inputs to 4, consistent with
the setup in Gandhi et al. [4]. Additional details are provided in Appendix B.

3 Methods

3.1 Motivation

SoS demonstrates that a language model trained on noisy, suboptimal search traces generalizes better
than one trained only on clean, optimal solutions [4]. However, optimal solutions still offer valuable
guidance during search. By providing the model with partial optimal solutions as hints, we can steer
the model toward a reduced and more manageable search space, enabling more efficient exploration
and significantly increasing the likelihood of success under a given token budget. Although optimal
solutions are available only during training, the resulting trajectories provide high-quality supervision
for fine-tuning.

This approach is closely aligned with the principle of jump-start reinforcement learning (JSRL) [32]],
which introduces a two-policy framework comprising a guide policy and an exploration policy. The
guide policy, informed by prior knowledge or demonstrations, initiates the search process by steering
the model toward promising regions of the solution space. The exploration policy then takes over and
continues the search to reach the optimal solution, which significantly reduces the cost of exploration.

To investigate whether SoS can also benefit from this approach, we conduct a preliminary experiment.
Given the optimal solution S = (s1,. .., s7), we define a partial solution (sq, ..., s¢) consisting of
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Figure 2: Overview of the subgoal augmentation algorithm. The numbers indicate the order in which
nodes are explored. The red box highlights the modifications through node replacement.

Table 1: Accuracy and cross-entropy loss of search traces from partial solutions of different lengths.

Length 0 1 2 3

Accuracy (%) (1) 5596 8528 9527 100.00
Cross-entropy loss (}) 0.0481 0.1245 0.2412  0.2539

the first ¢ reasoning steps. We utilize this partial solution as an initial prompt to condition the model in
generating a response. Table [T]shows the accuracy of search traces initialized from partial solutions of
different lengths, evaluated over 10K training examples. The model successfully continues the search
and discovers solutions when starting from partial solutions, even though it has not encountered these
specific partial solutions during training. Moreover, increasing the amount of guidance by providing
longer partial solutions greatly improves the accuracy of the resulting traces. This motivates us to
leverage such high-quality, self-generated traces for fine-tuning, enabling the model to effectively
internalize the successful search strategies.

However, naively distilling partial solutions as hints might negatively impact the model’s performance.
Table [T| shows the cross-entropy loss of successful search traces initialized from partial solutions of
different lengths, demonstrating that traces from longer partial solutions results in higher loss values.
This happens because longer partial solutions follow a distribution that differs significantly from the
model’s search behavior. Consequently, fine-tuning directly on these traces might cause substantial
parameter updates, potentially degrading the model’s search capabilities. Therefore, it is important to
explore methods for effectively integrating optimal solutions into self-generated traces, ensuring that
the resulting traces maintain both high likelihood and solution quality.

3.2 Guided reinforced self-training

In this subsection, we introduce a novel fine-tuning algorithm, called guided reinforced self-training
(Guided-ReST), which seamlessly incorporates optimal solutions into the model’s search process for
data generation and effectively distills improved search behaviors into the model. The main idea is
to leverage unsuccessful search attempts as context for each intermediate reasoning step within the
optimal solution, mimicking the model’s inherent search process and resulting in trajectories with
high likelihood under the model. Before delving into our approach, we first introduce some notations.
We define a subgoal node as any node along the optimal solution in the search tree. Thus, the optimal
solution consisting of 7" reasoning steps contains 7' subgoal nodes.

Now, consider an unsuccessful search trace that has reached the (¢ — 1)-th subgoal node but fails to
navigate its subtree, and thus does not reach the ¢-th subgoal node. To transform it into a successful
search trace, our method first randomly selects an unsuccessfully explored child node of the (¢t — 1)-th
subgoal node. Next, it replaces this child node with the correct k-th subgoal node and truncate the



Algorithm 1 AUGMENTSUBGOAL: Generating search traces via subgoal augmentation

Require: model 7y, question g, search trace Z, optimal solution .S, subgoal index ¢

1: if Z has already explored the ¢-th subgoal node of S then

2 return Z

3: end if
4: Randomly select an explored child node from the (¢ — 1)-th subgoal node of S
5: Replace the selected child node with the ¢-th subgoal of .S
6
7
8

. Truncate the search trace up to the modified node
: Continue the search: Z + my(- | ¢, Z)
: return Z

Algorithm 2 Guided reinforced self-training

Require: model m,¢, question ¢, optimal solution .S
1: Initialize model parameters: g <— Tryef
2: fori=1,2,..., MAXITER do
3: Generate a search trace: Z < mg(- | q)
4 fort=1,2,...,T do
5 if Z is successful then
6: break
7: end if
8
9
0
1:

Add the ¢-th subgoal to the search trace: Z <~ AUGMENTSUBGOAL(7y, q, Z, S, t)
end for
Fine-tune the model via supervised learning: 7y <— TRAIN(Tyef, ¢, Z)

10:
11: end for

search trace up to the modified node, as the subsequent search history becomes inconsistent with the
updated subgoal. After the modification, the model continues the search from this augmented subgoal
node. This algorithm, called subgoal augmentation, is summarized in Figure [2]and Algorithm[I] We
iteratively run this algorithm until all subgoal nodes have been incorporated into the search trace. An
example of the resulting search trace is provided in Appendix C. Finally, the model is fine-tuned on
the successful search traces via supervised learning over multiple iterations. Algorithm 2] summarizes
the overall training procedure.

A key advantage of Guided-ReST is its ability to explicitly teach the model where to backtrack during
unsuccessful searches. Unlike ReST, which treats failed search traces as uninformative, or RL, which
relies solely on terminal reward signals, it leverages optimal subgoal information to provide corrective
feedback at failure points and guide the model to continue the search from more promising points. By
systematically injecting the subgoal information to search traces, we expose the model to high-quality
local corrections grounded in successful reasoning steps. This enables the model not only to generate
correct answers but also to internalize structured reasoning strategies and the ability to recover from
failure.

3.3 Operation-level RL fine-tuning

Building upon the fine-tuned model using Guided-ReST, we further improve its performance via RL
fine-tuning using PPO. In standard PPO fine-tuning, the importance ratio is computed in a token-level
Markov Decision Process (MDP). However, since our goal is to optimize the model’s search strategy
rather than token-level generation, we reformulate PPO in an operation-level MDP. Specifically, each
action ay, is defined as a sequence of tokens (a1, . .., ap, 1) that represents a single tree operation.
Consequently, each state sy, is defined as the concatenation of the question and all previously executed
operations. In this MDP formulation, the log importance ratio between the learner policy 7y and the
sampling policy my,,, is defined as
L
log rp(8) = z (log mo(ane | an,1:0—1,5n) —logme,, (ane | an:e—1,5n))
=1



Algorithm 3 Guided reinforced self-training (episode-level)

Require: model m,¢, question ¢, optimal solution .S, maximum turn limit 7’
1: Initialize model parameters: 7y <— et
2: fori =1,2,... MAXITER do
3: Generate a multi-turn episode: Z + 7y (- | q)

4 fort=1,2,...,T do

5 if Z is successful then

6: break

7: end if

8: # simplified subgoal augmentation

9: Truncate the episode up to the ¢-th turn: Z < (S, Es, ..., Fy, St)
10: Append user feedback containing the optimal solution Z < (S, Es, ..., E;, Sy, E{ )
11: Continue the episode: Z <+ m4(- | ¢, Z)
12: end for
13: Fine-tune the model via supervised learning: 7y <— TRAIN(Tyef, ¢, Z)
14: end for

Finally, we train the learner policy 7y and the value function V;, with the standard PPO objective:

m;xx E(Sh,ah)’\'ﬂ'ecld [min (Th(e)Aha Clip (Th(a)v 1- €, 1+ 6) Ah)] )
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where € > 0 is the clipping coefficient. We compute the advantage Aj, and return R; using the Monte
Carlo method instead of GAE [24]], and remove the KL penalty term, following the recent practice of
Yu et al. [40].

4 Application to episode-level search: code self-repair

So far, we have established our method on Countdown, a challenging yet formally defined task with a
finite search space. In this section, we extend it to more realistic domains involving longer reasoning
chains and more complex responses. Unlike Countdown, where the entire step-wise search trace fits
within the context window, the increased output length and complexity make fine-grained tree search
impractical. Therefore, we consider episode-level search, which generates complete solution attempts
and iteratively refines them through multiple rounds of revision [20, 29} [10]. Specifically, given a
question g, a search trace Z is represented as a multi-turn episode:

Z = (Sl,EQ,...,ET,ST),

where S; denotes a complete set of reasoning steps and the resulting solution generated by the model
and E, denotes user feedback containing verification results for the previous model’s response and a
revision instruction. The episode ends when the model’s response passes verification or the maximum
turn limit 7}, . is reached.

In this setting, we apply our method to the code self-repair task, where the model first generates an
initial code solution and then iteratively refines it based on verification results from a public test set.
The optimal solution is relatively easy to obtain because correctness can be automatically verified via
code execution, making this task an effective testbed for evaluating our method. However, directly
applying our method to this task still presents challenges, since subgoals are difficult to define within
either the optimal solution or the search trace.

To address this issue, we employ a simplified, episode-level variant of Guided-ReST that progressively
guides the model through user feedback augmented with the optimal solution as a hint. At each round
t, the algorithm first truncates the current unsuccessful episode up to the ¢-th turn, then augments the
subsequent user feedback £y | with the optimal solution, and finally regenerates the remaining turns
to complete the episode. The process repeats until the round reaches the maximum turn limit. As the
round progresses, the number of turns augmented with the optimal-solution hint gradually increases,
yielding progressively guided search traces. Finally, the model is fine-tuned on the successful search
traces via supervised learning over multiple iterations. Algorithm 3]summarizes the overall training
procedure. Additional details are provided in Appendix D.



5 Experiments

5.1 Setup

5.1.1 Countdown

We use Llama-3.2-1B-Instruct as the base model [5], with a maximum response length of 4K tokensE]
For SoS, we generate search traces using heuristic-guided DFS and BFS over 500K training examples
and fine-tune the base model for two epochs. For Guided-ReST, we generate a single search trace for
each problem using 200K training examples and fine-tune the model for two epochs, repeating this
procedure for three iterations. For PPO, we fine-tune the model on 200K training examples for two
epochs. We adopt an outcome reward function that assigns 1 for success and 0 otherwise. Additional
details are provided in Appendix E.

For evaluation, we follow the protocol of Gandhi et al. [4]. We construct 10K test examples for each
of two settings: (1) seen targets, where the target numbers overlap with those in the training data but
are paired with different input numbers, and (2) unseen targets, where the target numbers are entirely
disjoint from the training data. We measure accuracy while varying the token budget.

We compare our method against BC, SoS, and the two fine-tuning methods introduced in Gandhi et al.
[4]: (1) ReST and (2) PPO. Although the original SoS paper employs iterative advantage-induced
policy alignment (APA) as the base RL algorithm [43]], we find that PPO outperforms iterative APA.
Unless otherwise specified, we conduct all RL fine-tuning experiments using operation-level PPO.

5.1.2  Code self-repair

We use Qwen2.5-7B-Instruct as the base model [36], with a maximum response length of 16K tokens.
We build the training data using Primelntellect’s SYNTHETIC-1 [[16], which was curated from APPS,
CodeContests, and TACO [8} [14}[13]]. We select problems that have at least one ground-truth solution,
resulting in 16K problems. For Guided-ReST, We generate eight episodes per problem, each with a
maximum of four turns, and fine-tune the model for two epochs, repeating this procedure for three
iterations. We compute the loss only on the last model response, following the practice of Snell et al.
[29]. Additional details are provided in Appendix E.

For evaluation, we consider two code benchmarks: (1) CodeContests and (2) CodeForces [[14} 21]].
CodeContests consists of 165 problems and represents a near-distribution evaluation, as our training
data was partially curated from the same source. On the other hand, CodeForces consists of 408 more
recent problems, providing a more challenging out-of-distribution benchmark. We measure accuracy
by extracting code from the model’s response and executing it on private test cases.

We compare our method against the base model and ReST. We do not perform RL fine-tuning due to
limited computational resources. Instead, we evaluate performance using pass@¥k accuracy, which is
a reliable proxy for RL fine-tuning [41].

5.2 Countdown results

Figure 3] shows the performance of each method across different token budgets on Countdown, where
responses are sampled using greedy decoding. Our method significantly outperforms SoS and the
baseline fine-tuning methods. At the maximum token budget, our method achieves 87% accuracy on
both seen and unseen targets, outperforming the second-best PPO by more than 10%. It is important
to note that the improved performance on unseen targets indicates that our method does not merely
memorize the optimal solutions provided as guidance. Instead, it internalizes a more effective search
strategy, leading to stronger generalization. Moreover, our method achieves comparable accuracy to
the second-best PPO while consuming only about 50% of its tokens, demonstrating a more efficient
utilization of test-time compute. BC achieves less than 40% accuracy on both seen and unseen targets,
indicating substantially weaker generalization performance compared to search-based models.

>We choose the Llama-3 model for Countdown due to its efficient tokenization of integers.



SoS ReST PPO Ours ReST + PPO PPO

100 100

80 80
S S
= 60 = 60
g g
g 40 g 40
Q Q
< <

20 - 20 -

J \ \ J \ \
1K 2K 3K 4K 1K 2K 3K 4K
Token budgets Token budgets

Figure 3: Accuracy of our method and baselines ~ Figure 4: Accuracy of PPO initialized with ReST
on Countdown. Solid lines represent seen targets,  on Countdown. PPO does not benefit from ReST
and dotted lines represent unseen targets. in the high-budget regime.

Table 2: Pass@Fk accuracy of ReST and Guided-ReST on Countdown (32 samples per problem).

Method Seen target \ Unseen target
1 2 4 8 16 32 ] 1 2 4 8 16 32
SoS 553 638 69.6 733 755 77.1|532 623 687 730 756 715
ReST 623 677 713 736 753 766 | 60.8 667 70.8 735 755 77.0

Guided-ReST 62.7 753 84.6 90.8 94.7 96.8 | 61.0 74.1 838 903 943 96.8

5.3 Impact of Guided-ReST on RL fine-tuning

Our method leverages both Guided-ReST and PPO for fine-tuning. This naturally raises the question
of whether PPO can achieve similar synergy with standard ReST, which does not leverage optimal-
solution guidance during data generation. Figured]presents the accuracy of PPO fine-tuning initialized
with ReST. We observe that PPO does not benefit from ReST, but achieves significant improvements
when combined with Guided-ReST.

To examine why Guided-ReST exhibits stronger synergy with PPO, we evaluate the pass@Fk accuracy.
Table 2] presents the pass@k accuracy of ReST and Guided-ReST on Countdown, where responses
are sampled at a temperature of 1.0. ReST outperforms SoS at pass@ 1 but shows almost no difference
at pass@32. Recent work suggests that RL mainly shifts probability mass from already-likely correct
responses toward top-ranked ones [41]]. Consequently, since ReST and SoS exhibit similar coverage of
correct candidates, PPO initialized with ReST yields performance comparable to that initialized with
SoS. In contrast, Guided-ReST achieves a similar pass@ 1 accuracy to ReST but delivers much larger
accuracy gains as k increases. This broader coverage provides PPO with more correct candidates to
amplify, leading to significant performance improvements.

5.4 Analysis of operation-level MDP

We investigate the effectiveness of the operation-level MDP formulation for RL fine-tuning introduced
in Section [3.3] Figure [5|shows the performance of our method under the standard token-level MDP.
We find that fine-tuning the model under the operation-level MDP not only improves performance
from 83% to 87% at the maximum token budget but also substantially enhances test-time compute
efficiency. Compared to the token-level MDP, our approach achieves approximately 2 x higher token
efficiency in the low-budget regime and about 1.5 x higher efficiency in the high-budget regime. This
result highlights the importance of defining an MDP aligned with the optimization objective.
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Table 3: Pass@Fk accuracy of ReST and Guided-ReST on code self-repair (128 samples per problem).

Method CodeContests \ CodeForces
1 2 4 8 16 32 \ 1 2 4 8 16 32
Base 4.5 75 113 157 206 258 |55 85 125 172 224 277
ReST 94 13.1 17.0 213 259 304 |97 142 193 248 305 359

Guided-ReST 10.5 14.8 194 241 289 339 |9.7 145 202 262 320 37.6

5.5 RL fine-tuning with dense reward

Our method leverages subgoal guidance derived from optimal solutions during data generation. As an
alternative, one can directly perform RL fine-tuning using subgoal-based rewards. Given an optimal
solution S = (s1,...,sr) and a search trace Z = (z1,.. ., 21+ ), we define the subgoal reward as

0.25 if there exists s; such that z; reaches s;

Ruuvgou(21.0 1) = {0 otherwise

We fine-tune the SoS model using PPO with a dense reward that combines the subgoal and outcome
reward functionsE] To prevent reward hacking, the subgoal reward is applied only once per subgoal.

Figure[6| presents the performance of PPO with the dense reward. The dense reward has little effect
on overall performance and even causes a slight degradation in the high-budget regime. These results
underscores the importance of Guided-ReST in conditioning the model before the RL phase.

5.6 Code self-repair results

As observed in the Countdown experiment in Section[5.3] Guided-ReST achieves similar pass@1
accuracy to ReST but yields higher pass@Fk as k increases, which translates into greater improvements
during PPO fine-tuning. To examine whether this effect generalizes beyond Countdown, we conducted
the same analysis on the code self-repair task.

Table 3] presents the pass@Fk accuracy of ReST and Guided-ReST on CodeContests and CodeForces.
Guided-ReST consistently achieves higher accuracy than ReST, with the gap between them widening
as k increases. Note that ReST also outperforms the base model, as the base model is general-purpose
rather than task-specific. The overall improvement remains moderate compared to Countdown, likely
due to fewer training examples, incomplete subgoal augmentation, and weaker search capabilities.

3The total reward ranges from 0 to 1.5, as each Countdown problem contains two non-trivial subgoals.



6 Related work

Searching with language models Yang et al. [37] first introduce the concept of training a sequence
model to imitate expert MCTS policy search traces, primarily to enhance imitation learning. More
recent studies have shifted focus toward directly improving search capabilities by training language
models on these traces and fine-tuning them with self-generated data [[L1,4]. In contrast to these prior
studies, which apply generic self-improvement algorithms not tailored for search [42} 6], our work
analyzes the relationship between the quality of self-generated data and the efficiency of test-time
compute, and introduces a self-improvement algorithm specifically optimized for search efficiency.
Several studies have also explored sequential revision and episode-level search [35, 20} 29], but these
do not address improvements in test-time compute efficiency.

Fine-tuning on self-generated data Anthony et al. [2] first introduce the idea of iteratively distilling
self-generated data into neural networks, generating high-quality trajectories using an expert MCTS
policy and imitating them to improve a neural network-based policy. Recent studies have extend this
idea to fine-tune language models on self-generated data for various tasks, including mathematical
reasoning, question answering, and machine translation [19} 142 |6], although these approaches are not
specifically tailored for search. The work most closely related to ours is that of Chang et al. [3], which
employs a stronger guide model alongside a weaker base model to generate data and fine-tune the
base model using PPO. Their method, however, is limited to a single round of interaction between the
guide and base models. Our approach performs multiple rounds of guide-base interactions, enabling
richer and more iterative supervision.

7 Conclusion

We introduce Guided-ResT, a self-training algorithm designed to improve the search efficiency of
language models. By incorporating optimal solution as guidance for generating high-quality search
traces, our method enables models to internalize more effective search strategies. Experiments on the
Countdown and code self-repair tasks demonstrate that our method not only enhances accuracy but
also scales robustly with increased test-time compute, outperforming existing fine-tuning approaches.

Our work is not without limitations. It assumes access to optimal solutions, which may not always be
available in practice. Nevertheless, this assumption can be relaxed by leveraging solutions generated
by a sufficiently capable model. Once such a model is available, a promising direction is to develop a
collaborative framework in which a stronger model provides guidance when the base model fails to
make progress, and this interaction is subsequently distilled into the base model through additional
training. This teacher-student framework facilitates the transfer of effective search strategies from the
teacher to the student model.

Another limitation lies in the assumption of an oracle in Countdown that can precisely identify the first
incorrect step and backtrack to that point. Although such an oracle provides a clear and reliable signal
for targeted correction, this assumption becomes unrealistic when replaced with a language model,
particularly standard instruction-following models that still struggle to recognize reasoning errors or
perform localized backtracking. A promising direction for future work is to extend our approach to
reasoning models that already exhibit emerging backtracking and self-correction capabilities [[7].
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We clearly explain our paper’s contribution in the abstract and introduction.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We clearly explain the limitations in the conclusion.
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Guidelines:
* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

« If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: Our paper does not include theoretical results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide all the information (e.g., hyperparameters) in the supplementary
material.

Guidelines:

* The answer NA means that the paper does not include experiments.
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* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We provide a link to the source code in the abstract.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We specify all details in the experiment section and supplementary material.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We run experiments with multiple random seeds (32 to 128) and report average
results for those with high variance.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide the computation resources in the supplementary materials.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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9.

10.

11.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We have carefully reviewed the NeurIPS Code of Ethics.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss potential societal impacts in the Supplementary materials.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our work poses no such risks, as it focuses on arithmetic and code self-repair
tasks.

Guidelines:
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» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We provide the license of the models we used in the supplementary material.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We provide a link to the source code in the abstract.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
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15.

16.

Justification: We does not involve crowdsourcing.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We does not involve crowdsourcing.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: We use LLMs only for writing.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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