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Abstract

Recent advances in transformer-based Large
Language Models (LLMs) have demonstrated
remarkable capabilities across various tasks.
However, their quadratic computational com-
plexity concerning sequence length remains
a significant bottleneck for processing long
documents. As a result, many efforts like
sparse attention and state space models have
been proposed to improve the efficiency of
LLMs over long sequences. While these ap-
proaches achieve efficiency, they often require
complex architectures and parallel training
techniques. This calls for a simple yet ef-
ficient model that preserves the fundamental
Transformer architecture. To this end, we in-
troduce SWAT, which enables efficient long-
context handling via Sliding Window Attention
Training. Specifically, SWAT replaces softmax
with the sigmoid function for efficient informa-
tion compression and retention. Then it utilizes
balanced ALiBi and Rotary Position Embed-
ding to stabilize training process. During in-
ference, SWAT maintains linear computational
complexity through sliding window attention
while preserving model performance, achieving
state-of-the-art (SOTA) results on eight com-
monsense reasoning benchmarks compared
to mainstream linear recurrent architectures.
Code is available at this link.

1 Introduction

Large Language Models (LLMs) have demon-
strated remarkable capabilities across various tasks,
from text generation to complex reasoning (Shao
et al., 2024). Unlike humans, who can efficiently
process long contexts with memory, LLMs struggle
to handle them due to quadratic complexity (Belt-
agy et al., 2020). Despite their impressive per-
formance on standard NLP tasks, this quadratic
complexity poses a fundamental challenge for prac-
tical applications. The increasing need for efficient
long-context processing, coupled with the compu-

tational constraints of current architectures, creates
a pressing need for more scalable solutions.

Several approaches have been proposed to han-
dle long sequences efficiently. These methods can
be broadly categorized into two types: (1) sparse
attention mechanisms (Beltagy et al., 2020), which
reduce computation by selectively calculating the
attention score, and (2) sequence models with re-
current architectures, such as linear attention vari-
ants (Katharopoulos et al., 2020) and state space
models (Gu and Dao, 2023), which aim to pro-
cess sequences efficiently through recursive hidden
states. However, these solutions face a fundamental
dilemma—they either compromise model perfor-
mance to achieve efficiency or propose new com-
plex architectures that cannot fully exploit existing
techniques for convenient implementation and de-
ployment. However, existing LLLM solutions for
handling long sequences often require complex ar-
chitectures and parallel training techniques, making
implementation and deployment more challenging,
which calls for an efficient approach based on the
existing Transformer architecture.

Sliding Window Attention (SWA), a typical
sparse attention approach (Child et al., 2019), is
the most intuitive solution, as it avoids adding ad-
ditional model components and compresses the in-
ference computational complexity to linear. How-
ever, this approach still faces the following chal-
lengeslz (1) Current researches on SWA predomi-
nantly focus on solving the attention sink problem
within the inference phase, where models allocate
excessive attention to initial tokens, causing an un-
even distribution of attention weights across the
sequence (Xiao et al., 2023). However, they leave
the training process unchanged, thereby creating
a gap between inference and training. (2) Tokens
outside the attention window coverage are ignored
for prediction, leading to information loss in long-

"More details are in Section 2.2
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Figure 1: The demonstration of the SWA mechanism in Transformers.

context modeling (Han et al., 2024; Ramapuram
etal., 2025). Hence, it is crucial to investigate SWA
training methods to bridge the training-inference
gap and enable the model to learn long-context
dependencies.

This paper introduces the SWAT framework to
achieve effective SWA training and solve the afore-
mentioned problems. Specifically, SWAT replaces
the softmax operation with the sigmoid function,
which not only prevents the attention sink prob-
lem but also maintains dense attention weights for
higher information capacity per token. To compen-
sate for the lack of sparsity in sigmoid-based at-
tention, SWAT incorporates balanced ALiBi (Press
et al., 2022) to introduce position-dependent dif-
ferentiation, preventing information overloaded in
dense representations. It also enables the model
to preserve both recent and historical information
effectively. Furthermore, we enhance the frame-
work with Rotary Position Embedding (RoPE) (Su
et al., 2023) to explicitly encode positional infor-
mation in hidden states, ensuring training stability.
SWAT trained with SWA from scratch is ultimately
capable of compressing arbitrarily long texts into a
fixed-length hidden state of tokens while maintain-
ing effective information processing. Our contribu-
tions can be summarized as follows:

* We empirically analyze the poor performance of
the SWA inference and attribute this to the atten-
tion sink problem caused by the high variance of
softmax operation.

* We introduce SWAT, which combines sigmoid
activation with balanced position embeddings,
enabling effective information preservation and

achieving SWA training.

» Extensive experiments confirm that SWAT sur-
passes vanilla Transformer and other recurrent
models, achieving strong performance across
tasks with linear computational complexity.

2 Understanding Transformer’s Attention

This section introduces concepts of the SWA mech-
anism and its potential capability in handling long
sequences. We then analyze why current LLMs
with SWA inference fail to achieve the expected
theoretical advantages.

2.1 Sliding Window Attention

The self-attention layer in Transformers typically
has O(N?) computational complexity, where N
is the input sequence length. To reduce this com-
plexity while preserving the sequential information,
sliding window attention (SWA) is introduced in
Longformer (Beltagy et al., 2020). SWA restricts
each token to only attend the attention calculation
of its neighboring tokens within a fixed-size win-
dow. With a window size of w < N, the compu-
tation cost per token is reduced to O(w), leading
to an overall linear complexity O (N - w), which is
more efficient than vanilla attention.

We visualize the SWA mechanism in Figure 1,
where the window size is three (w = 3) and the
depth is two (L. = 2). We define the tokens that
are visible to the current window as active tokens
(the red block in the figure, corresponding active
tokens are ‘““a dear little”). For invisible tokens,
also referred to as evicted tokens, we further cat-
egorize them as residual and past tokens. Resid-
ual tokens are not visible to the sliding window at
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Figure 2: The log;, perplexity of four LLMs (Llama-2-7b, Llama-3.1-8B, Qwen2-7B and Mistral-7B-v0.1) on the
third book of PG-19 test set using SWA inference. The window sizes are set not to exceed their respective training
sequence lengths. The x-axis represents the sliding window size, and the y-axis represents the evaluation sequence

length. For a fixed window size, perplexity increases (color shifts to blue) as the evaluation length grows.
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Figure 3: Heatmaps of attention scores (top four squares) and token embedding variance (bottom four lines) across
different layers of Qwen2-7B. Higher token variance corresponds to stronger attention, highlighting their correlation.

The two color bars indicate respective scales.

the embedding layer. However, their information
will passed to the neighboring w — 1 tokens with
a transformer layer (this information transition is
represented as yellow lines in the figure), thus par-
tially preserved for the prediction. For example,
the information of the token ‘a’ (the orange ball at
the embedding layer) can be retained in the other
token ‘a’ (the red ball at the second transformer
layer) in our visualization. Theoretically, the infor-
mation range of a single token at the /** transformer
layeris 1 + (w — 1) - [ and the maximum range is
1+ (w—1)-L,ie., 1+2-2=05inthe figure.

2.2 LLMs with SWA Inference

Although current open-source LLMs are struc-
turally capable of conducting SWA inference, they
fail to achieve stable improved results. As shown in
Figure 2, we analyzed the perplexity (PPL) of four
open-source LL.Ms (Touvron et al., 2023; Dubey
et al., 2024; Jiang et al., 2023; Yang et al., 2024a)
using different sliding window sizes on the PG-
19 (Rae et al., 2019) test set. The experimental
results reveal that these LLMs achieve optimal per-
formance only when operating within their train-
ing sequence length. For instance, for Llama-2-7b

model in Figure 2(a), when the window size is fixed
at 1,024, the perplexity gradually increases as the
evaluation length grows, as indicated by the color
transition from blue to red in the heatmap. This
suggests that Transformers inherently learn contex-
tual patterns specific to their training length and fail
to extend to variable-length texts during inference.

We suggest that this failure can be attributed
to two major issues: (1) the attention sink phe-
nomenon, where models become overly dependent
on initial tokens, and (2) information loss that past
tokens are discarded.

The attention sink phenomenon (Xiao et al.,
2023), where LLMs allocate excessive attention
to initial tokens in sequences, has emerged as a
significant challenge for SWA inference in Trans-
former architectures. Previous work has made two
key observations regarding this phenomenon. First,
the causal attention mechanism in Transformers
is inherently non-permutation invariant, with po-
sitional information emerging implicitly through
token embedding variance after softmax normal-
ization (Chi et al., 2023). Second, studies have
demonstrated that removing normalization from



the attention mechanism can effectively eliminate
the attention sink effect (Gu et al., 2024).

Based on these insights, we analyze the attention
patterns and hidden state statistics of Qwen2-7B,
as shown in Figure 2. Our results reveal a strong
correlation between token variance and attention
sink magnitude—the variance of hidden states for
the first token is significantly higher than for subse-
quent tokens. This finding provides strong evidence
that attention sink manifests through variance prop-
agation via normalization. Notably, even though
models like Qwen?2 incorporate explicit relative po-
sition embeddings (e.g., RoPE), they still learn and
rely on this implicit absolute positional information
through the normalization mechanism.

Beyond the attention sink problem, softmax also
leads to significant information loss during sliding
window inference. Consider the following example
of how softmax transforms attention scores:

1.5 0.03

5.0 o 0.88

2.4| — Softmax(z;) = - — 10.07
Z . eTj

0.5 J 0.01

1.3 0.02

(1
As shown above, the exponential nature of soft-
max dramatically amplifies differences between
logits, causing most of the probability mass to con-
centrate on the highest-scoring token (0.88 in this
case) while severely suppressing other tokens (all
below 0.07). A detailed mathematical proof of this
sparsification property is provided in Appendix A.
In summary, while softmax’s sparsification is
beneficial for full-context Transformers, it becomes
limiting in SWA scenario where the aggressive fil-
tering impedes the model’s ability to retain histori-
cal information within the sliding window.

3 Sliding Window Attention Training

In this section, we explore the advantages of SWA
training over traditional Transformer training with
a new paradigm for processing long sequences. Ad-
ditionally, we provide a detailed explanation of our
proposed SWAT attention layer. This simple yet ef-
fective attention layer combines Sigmoid (Verhulst,
1838), ALiBi, and RoPE to address the information
retention challenges of SWA.

3.1 Information Transmission

Traditional Transformer training involves process-
ing entire sequences of tokens, allowing the model
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Figure 4: The demonstration of the SWA mechanism in
Transformers, where the model’s information coverage
includes residual and active tokens, depending on the
model depth and window size.

to capture long-range dependencies through global
attention mechanisms. In contrast, SWA oper-
ates within a limited context, necessitating new
approaches to preserve information continuously.
As shown in Figure 4, SWA training enables two
distinct learning paradigms for LLMs, short and
long sequence attentions.

In conventional Transformer training, the se-
quence length is smaller than the window size. New
tokens can acquire and integrate information from
all tokens, even the very first tokens in the text.
Therefore, the model keeps essential information
in each token embedding and enhances the ability
to extract information, which is also strengthened
by the softmax function.

SWA training introduces a new training
paradigm, where each window shift requires care-
ful historical context management. In particular,
the old token embedding is discarded after slid-
ing. However, in the upper layers of the Trans-
former, the new token’s embedding still retains
the old token’s embedding with a certain weight.
Hence, the model tends to retain all past embed-
dings in the upper-level model to prevent informa-
tion loss caused by sliding windows, strengthening
the model’s ability to compress information. The
experimental results demonstrating how SWA train-
ing enhances the model’s capabilities are presented
in Sections 4.3 and 4.4.

3.2 Attention Computation

In this subsection, we propose SWAT, a modified
attention mechanism that combines sigmoid acti-
vation with integrated position embeddings. The
input consists of queries, keys, and values with
dimension of d. Instead of using softmax normal-
ization, we apply sigmoid activation to the scaled
dot products to obtain attention weights, preventing



mutual suppression between tokens:
QK"
Vd

where QQ € RV¥d K € RVXd and V € RN*d
are packed matrices of queries, keys, and values,
respectively; o(+) is the sigmoid function. More
detailed analysis can be found in Appendix B.

To introduce discriminative bias in the dense at-
tention patterns of sigmoid activation and better
differentiate token representations within sliding
windows, we propose balanced ALiBi, a bidirec-
tional extension of the original ALiBi mechanism.
For an input subsequence within a window, we add
position-dependent biases to the attention scores:

T
Qj{g +s-(m—n))V
3)

where m and n (m > len) denote the index of
tokens in the sequence and s denotes the slope. Un-
like the original ALiBi, which uses only negative
slopes to enforce a directional inductive bias, we
use both positive and negative slopes across dif-
ferent attention heads. For a model with h heads,
we assign positive slopes to h/2 heads and nega-
tive slopes to the remaining heads. The magnitude
of slopes follows a geometric sequence similar to
ALIiBi, but in both directions:

Attention(Q, K, V) = o(

woo@

Attention(Q, K, V') = o(

2—k;

—27%  for forward-looking heads @
S =
g for backward-looking heads

where k ranges from 1 to h/2 for each direction.
This bidirectional slope design allows attention
heads to specialize in different temporal directions,
with forward-looking heads focusing on recent con-
text and backward-looking heads preserving histor-
ical information.

After replacing softmax with sigmoid, the im-
plicit position information through normalization
is lost, leading to training instability. Furthermore,
while balanced ALiBi provides positional variance
through attention weights, its positional signals
remain weak. To address this issue, we further
incorporate RoPE to enhance explicit positional in-
formation. Finally, SWAT attention calculates the
attention output as follows:

Attention(Q, K, V), = >

n=m—w-+1
g<(Rg’mqm)T(R(é),nkn) +s-(m— n)> v
vy, !
(5)

where Rém and R‘é’n are the same rotation matri-
ces as Equation 15 in (Su et al., 2023). To ensure
SWA training, note that m — n < w.

This combination of sigmoid activation, bal-
anced ALiBi, and RoPE makes up for the sparsity
of the vanilla Transformer. It ensures the stability
of training and strengthens the information con-
tained in a single token embedding.

3.3 Network Efficiency

Since SWAT’s architecture is nearly identical to a
standard attention layer, the per-token computation
cost remains almost the same under an equivalent
attention length—apart from the additional over-
head of computing the ALiBi. However, the over-
all computation becomes linear due to the use of a
sliding window. Thus, the inference computational
complexity can be expressed as:

Cost = Nw X (1 + 5ALiBi)7 0<daBi <1 (6)
where 04 g represents the extra cost of ALiBi.

4 Experiments

4.1 Experiment Settings

Datasets. For the overall comparison, models
are trained on the 100BT subset of FineWeb-
Edu (Lozhkov et al., 2024), which is a high-quality
educational dataset designed for LLM pre-training.

Baselines. Our baselines include state-of-the-art
models including both vanilla Transformer and
recurrent models. Specifically, we compare our
approach against Transformer++ (Touvron et al.,
2023), RetNet (Sun et al., 2023), Gated Linear At-
tention (GLA) (Yang et al., 2024c), Mamba (Gu
and Dao, 2023), DeltaNet (Yang et al., 2025),
TTT (Sun et al., 2024), Gated DeltaNet (Yang et al.,
2024b), and Titans (Behrouz et al., 2024).

Implementation Details. We pre-train SWAT
with model sizes of 340M and 760M parameters
on 15B and 30B tokens, respectively. The train-
ing uses the same vocabulary as Llama 2 (Touvron
et al., 2023), with a sequence length of 4096 tokens
and a batch size of 0.5M tokens.

Evaluation Metrics. We evaluate model perfor-
mance using perplexity (ppl), accuracy (acc), and
normalized accuracy (acc_n). Perplexity measures
language modeling ability, where lower values in-
dicate better predictions. Accuracy assesses classi-
fication performance by calculating the proportion



Table 1: Overall comparison of SWAT and other models on eight common-sense reasoning tasks. Bold values
represent optimal performance, while second-best values are underlined. “ *” indicates the statistically significant
improvements (i.e., two-sided t-test with p < 0.05) over the best baseline. 1: higher is better. |: lower is better.

Model Wiki. LMB. LMB. PIQA Hella. Wino. ARC-e ARC-c SIQA BoolQ Avg.
ppl 4 ppl d acc T acc T acc_n T acc T acc T acc_n T acc T acc T T
340M params / 15B tokens
Transformer++ 31.52 41.08 30.76 62.98 34.76 50.53 45.21 24.05 36.81 58.24 42.92
RetNet 32.50 49.73 28.24 62.61 34.15 50.91 44.27 23.62 36.79 59.72 42.54
GLA 28.51 43.02 28.73 64.05 35.96 50.00 54.19 24.29 37.13 58.39 44.09
Mamba 30.83 40.21 29.94 63.79 35.88 49.82 49.24 24.56 35.41 60.07 43.59
DeltaNet 28.65 47.30 28.43 63.52 35.95 49.63 52.68 25.37 37.96 58.79 44.04
TTT 27.44 34.19 30.06 63.97 35.71 50.08 53.01 26.11 37.32 59.83 44.51
Gated DeltaNet 27.01 30.94 34.11 63.08 38.12 51.60 55.28 26.77 34.89 59.54 45.42
Titans 26.18 29.97 34.98 64.73 39.61 51.85 55.60 28.14 34.52 59.99 46.17
SWAT (-) 33.32 36.75 32.80 65.94% 38.99 50.12 59.68* 28.24* 38.69* 60.55 46.88*
SWAT (+) 37.47 49.15 29.59 65.40 36.92 50.43 54.55 26.88 37.67 58.93 45.05
SWAT (-+) 3553 45.06 29.96 65.67 37.39 50.91 56.99 27.05 36.75 62.11%* 45.85
760M params / 30B tokens
Transformer++ 25.21 27.64 35.78 66.92 42.19 51.95 60.38 32.46 39.51 60.37 48.69
RetNet 26.08 24.45 34.51 67.19 41.63 52.09 63.17 32.78 38.36 57.92 48.46
Mamba 28.12 23.96 32.80 66.04 39.15 52.38 61.49 30.34 37.96 57.62 47.22
Mamba2 22.94 28.37 33.54 67.90 42.71 49.77 63.48 31.09 40.06 58.15 48.34
DeltaNet 24.37 24.60 37.06 66.93 41.98 50.65 64.87 31.39 39.88 59.02 48.97
TTT 24.17 23.51 34.74 67.25 43.92 50.99 64.53 33.81 40.16 59.58 47.32
Gated DeltaNet 21.18 22.09 35.54 68.01 44.95 50.73 66.87 33.09 39.21 59.14 49.69
Titans 20.04 21.96 37.40 69.28 48.46 52.27 66.31 35.84 40.13 62.76 51.56
SWAT (-) 23.41 21.05 40.81* 69.80% 48.65* 51.69 65.15 33.53 39.95 61.07 51.85*
SWAT (+) 2391 21.05 39.01 69.59 47.64 53.43 64.73 32.34 39.15 57.95 50.48
SWAT (-+) 23.34 21.36 39.08 69.70 48.16 53.91* 65.15 31.06 39.41 61.62 51.01

of correct predictions. Normalized accuracy is ad-
justs for dataset difficulty variations, ensuring fair
comparisons across different evaluation settings.

4.2 Overall Performance

In this section, we evaluate the performance of
SWAT on eight commonsense reasoning bench-
marks, as detailed in Appendix C.2. The compar-
ison is conducted on 340M and 760M parameter
models. For our SWAT, (-) denotes negative slopes
(i.e., the negative ALiBi slope to look forward in
Equation 4); (+) denotes positive slopes, which use
the opposite slope of ALiBi (i.e., the positive slope
in Equation 4 looking backward); and (-+) indi-
cates that half of the attention heads have negative
slopes and half have positive slopes.

As shown in Table 1, SWAT (-) achieves state-of-
the-art (SOTA) performance on average (46.88%)
across eight common sense reasoning tasks, sur-
passing all other baselines. This is mainly at-
tributed to the short-text benchmarks, such as PIQA
and Hellaswag, where SWAT (-) focuses more on
the information from newly input tokens. Although
SWAT (-) initially shows higher perplexity than
other baselines at 340M parameters, when scaled to
760M parameters, it demonstrates strong decreases
in perplexity on Wiki and LMB. This suggests a

performance improvement trend for larger models
with the sigmoid function. On the contrary, the
purely forward-looking SWAT (+) shows weaker
performance, suggesting that forward slopes work
best combined with backward attention.

The balanced configuration SWAT (-+), where
attention heads are evenly split between looking for-
ward and backward, achieves more uniform perfor-
mance across different tasks by effectively process-
ing both recent and historical information. Specif-
ically, SWAT (-+) achieves the best performance
(62.11%) on BoolQ, a question-answering dataset
where historical context is crucial for accurate pre-
dictions. This result aligns with our findings in
Section 4.4, where balanced attention heads demon-
strate superior performance on both OpenOrca and
PG-19 datasets, confirming the importance of bal-
anced historical information processing for com-
plex reasoning tasks. Meanwhile, due to the allo-
cation of some attention heads for remembering
information from older tokens, SWAT (-+) shows a
slight performance compromise on shorter bench-
marks. However, this issue is alleviated as the
model scales from 340M to 760M. The results
remain consistent at 760M parameters, showing
robustness across model sizes.



Table 2: Performance comparison of language models pretrained with and without sliding windows.

| Training Training  Eval | OpenWebText (Eval Length=) | PG-19 (Eval Length=) | OpenOrca
Models Wind Lensth  Wind

| Window  Leng EOW 128 1,04 4,096 16384 | 128 1,024 4096 16384 |
Vanilla A 128 128 128 | 32490 3.6536 3.6761 4.8414 | 49682 52139 5.1529 5.6949 | 6.0084
Sliding Window A 128 1,024 128 | 33619 3.1286 3.0766 3.0051 | 5.1785 4.8164 47510 47663 | 7.7471
Vanilla B 1024 1,024 128 | 33395 33042 3.2856 32379 | 56052 5.0742 50797 5.1336 | 7.9706
Vanilla B 1024 1,024 1,024 | 33395 29716 29541 29636 | 5.6052 53429 5.1517 50274 | 7.9706
Vanilla B 1024 1024 16384 |3.3395 29716 3.5534 3.0786 | 33395 29716 54912 52372 | 7.9706
Sliding Window B 1024 4096 1,024 | 34380 30197 29638 29128 | 5.0880 4.6587 45107 4.4383 | 5.8802
Vanilla C 4096 4096 4096 | 33788 29784 29705 29518 | 51519 45444 44366 4.4938 | 59315
Vanilla D (Upper Bond) | 16384 16,384 16,384 0OM 0OM O0OM

Table 3: Performance comparison of language models with different activation functions and position embeddings.

Model | Activation Position Training Training Eval

No. Type | Function Embedding Window Length Window OpenWebText  PG-19 OpenOrca  Avg.

1 Vanilla | Softmax RoPE 128 128 128 4.8414 5.6949 6.0085 5.5149
2 Vanilla | Sigmoid RoPE 128 128 128 14.2562 15.4765 1.9906 10.5744
3 Sliding | Softmax RoPE 128 1,024 128 3.0140 4.7839 6.9671 4.9217
4 Sliding | Sigmoid ALIiBi-12:0 128 1,024 128 3.0073 4.6895 0.1631 2.6200
5 Sliding | Sigmoid ALiBi-8:4 128 1,024 128 3.0391 4.6435 0.2650 2.6492
6 Sliding | Sigmoid ALiBi-6:6 128 1,024 128 3.0484 4.9920 0.1420 2.7275
7 Sliding | Sigmoid ALiBi-6:6 128 2,048 128 3.0634 5.0384 0.1712 2.7577
8 Sliding | Sigmoid  AliRope-6:6 128 1,024 128 3.0486 4.3103 0.1709 2.5099
9 Sliding | Sigmoid  AliRope-6:6 1,024 1,024 1,024 29716 4.3915 0.5304 2.6312
10 | Vanilla | Softmax RoPE 1,024 1,024 1,024 2.9631 4.5447 5.4702 4.3260
11 Vanilla | Sigmoid ALiBi 1,024 1,024 1,024 2.9659 5.0681 0.1717 2.7352

4.3 Sliding Window Attention Training

To verify the effectiveness of SWA training, we
conduct experiments comparing vanilla Transform-
ers pre-trained with and without SWAT training
across three datasets. Using Llama2-based mod-
els (Touvron et al., 2023) pretrained on OpenWeb-
Text, we investigate the impact of varying sliding
window sizes and sequence lengths, with results
shown in Table 2. In the table, vanilla Transform-
ers are which training length are the same as their
training window size, and the labels A, B, C, and
D represent the model identifiers.

When the sliding window mechanism is ap-
plied, we observe a notable improvement in per-
formance, particularly with longer evaluation se-
quence lengths. For instance, in the Sliding Win-
dow A configuration, when the evaluation length is
16,384, Sliding Window A achieves a performance
of 3.0051 on OpenWebText, surpassing the 4.8414
achieved by Vanilla A. Additionally, Sliding Win-
dow B achieves the best performance across all
three datasets when the evaluation length is 16,384.
Note that all results are from models trained for
80,000 steps. If training continues, the attention
sink issue is likely to worsen, further degrading
vanilla model performance.

Based on our experimental results, we draw two

key conclusions: (1) Wtih the same model struc-
ture, SWA training significantly improves perfor-
mance, especially with longer evaluation sequence
lengths. This is likely because SWA training forces
the model to retain memory of older information
across long sequences, while vanilla models strug-
gle with memory as they retain all historical to-
kens. (2) The vanilla Transformers perform op-
timally only when the evaluation length matches
the training length, whereas the SWA trained mod-
els maintain consistent performance across varying
sequence lengths. This is likely because vanilla
Transformers heavily attend to initial tokens due to
attention sink, while SWA models learn to focus
primarily on the current window, ensuring stable
performance across different sequence lengths.

4.4 Ablation Study

This section evaluates the impact of activation
functions, position embeddings, and ALiBi slopes.
We systematically test 11 different configurations
(No.1-11) to understand how different combina-
tions of model components affect long-context per-
formance, as shown in Table 3 and Figure 5.
Comparing No.1 and No.2, directly replacing
softmax with sigmoid in vanilla Transformer leads
to significant performance degradation, likely due
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Figure 5: The training loss of models with different
modules including Sigmoid, RoPE, and ALiBi, with the
balanced slopes.

to overloaded information in token embeddings
without mutual suppression. However, using ALiBi
stabilizes training by distinguishing subtle differ-
ences in token embeddings based on position infor-
mation (No.10 and No.11). Furthermore, the slope
configuration plays a key role, with No.5 and No.6
outperforming No.4, suggesting a better balance
between recent and past information. However,
Figure 5 shows that training instability persists at
later stages (ALiBi-6:6 Sigmoid), indicating that
ALiBi alone provides weak positional information.
AliRope-6:6 Sigmoid (No.8) achieves the lowest
loss values among all variants, with 2.51 on av-
erage, while demonstrating more stable training
pattern as shown in Figure 5. Finally, comparing
No.7 and No.6, extending the training length from
1,024 to 2,048 while keeping the number of layers
and window size fixed does not help with the loss.

5 Related Works

5.1 Efficient Transformers

While architectural innovations offer one path to
efficiency, research also focuses on optimizing the
Transformer itself, particularly through sparse at-
tention patterns to reduce computational cost.

Early work in this direction focused on struc-
tured sparsity patterns. Sparse Transformer (Child
et al., 2019) demonstrated that using fixed sparse at-
tention patterns could maintain model performance
while significantly reducing computation. This
idea was further developed by Longformer (Belt-
agy et al., 2020) and BigBird (Zaheer et al., 2021),
which introduced more sophisticated attention pat-
terns combining local windows with global tokens
to capture dependencies effectively. These models,
however, still rely on predefined attention patterns,
which can limit flexibility.

5.2 Efficient LLMs

To address the quadratic complexity of Transform-
ers, researchers have proposed various efficient
models categorized into the following categories:

Linear Recurrent Models achieve O(n) com-
plexity through different approximation techniques.
Linear Transformer (Katharopoulos et al., 2020)
replaces softmax attention with kernel functions,
while Performer (Choromanski et al., 2021) em-
ploys random feature approximation. Recent works
like GLA (Yang et al., 2024c) introduce forget-
ting mechanisms to prevent information explosion,
while Gated Delta Networks (Yang et al., 2024b)
focus memory updates to enable both precise mem-
ory updates and quick resets when needed. Models
like Mamba (Gu and Dao, 2023) and RWKYV (Peng
et al., 2023) take a fundamentally different ap-
proach by utilizing state space models (SSMs) in-
stead of attention, providing an alternative way to
capture sequential patterns.

Memory-Augmented Architectures enhance
Transformers’ ability to handle long sequences by
incorporating explicit memory mechanisms. For
example, Transformer-XL (Dai et al., 2019) pio-
neered the use of cached computations from pre-
vious segments with relative positional embed-
dings. More recent works like Memorizing Trans-
formers (Wu et al., 2022) and Focused Trans-
former (Tworkowski et al., 2023) try to store and
retrieve relevant historical information.

While these models achieve better efficiency,
their complex architectures often lead to more
challenging optimization compared to standard
Transformers, which benefit from simple and well-
established training procedures.

6 Conclusion

This paper introduces SWAT, a new architecture
for efficient LLMs via sliding window attention
training, which maintains the core Transformer ar-
chitecture. By replacing softmax with sigmoid and
combining balanced ALiBi with RoPE, SWAT ad-
dresses the attention sink issue and ensures stable
training. SWAT enables effective information com-
pression and retention across sliding windows with-
out complex architectural changes. Experimental
results show that SWAT outperforms other models
across eight common-sense reasoning benchmarks,
excelling in tasks that require long-range compre-
hension. Future work could explore adaptive win-
dow sizes for more flexible text processing.



7 Limitations

While our architectural design ensures relatively
robust training stability, SWAT’s performance ex-
hibits significant sensitivity to hyperparameter con-
figuration. Critical parameters including window
size, model depth, and the distribution of ALiBi
slopes substantially impact model efficacy. This
necessitates comprehensive hyperparameter explo-
ration to optimize the model architecture.

Additionally, as the model scales, it may en-
counter diminishing returns in retaining long-
context information. In particular, larger models
may fully memorize training data, reducing the
need for information transmission, which in turn
weakens the effectiveness of mechanisms designed
to handle extended contexts. Future experiments
will need to keep cache from previous steps during
training to address this problem.

Finally, despite SWAT’s strong overall perfor-
mance, the model exhibits an inherent limitation
in its attention mechanism. Specifically, SWAT’s
maximum attention distance is constrained by the
product of window size and model depth. Although
extending these parameters can theoretically in-
crease the attention span, information loss remains
inevitable when processing ultra-long sequences.
For applications requiring complete information
retention over extensive contexts, alternative ap-
proaches such as hybrid architectures or explicit
memory retrieval mechanisms may be necessary to
complement SWAT’s capabilities.
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be given, where q,k; € R?. We stack the key
vectors into a matrix:

k,
ko
: @)
kr,
The attention distribution (i.e., the set of attention
weights) o is computed by:

_ gK '
o = softmax ( /3 ) , (8)
where softmax(z;) = e/ >, e®. Let

q-ki
E; = ) €)

Vd

so the i-th attention weight is:

E:

o= =
b exp(E)

Sparsity arises because the exponential function
greatly amplifies any F; that is larger than the rest:
if E is significantly bigger than F», ..., Fr, then
exp(FE1) will dominate the sum in the denominator,
pushing «; close to 1 and making the others near
0. Formally, define

A, =F1 —FE; fori>2, (11)
so we have:
i _ exp(E;)
o exp(FE
! () (12)
= exp(Ez - El)
= exp(—4;)

If A, is large and positive, then exp(—A;) is very
small, causing «; to vanish compared to «;. More-
over, in high-dimensional spaces (i.e., when d is
large), random dot products q - k; tend to have
higher variance, making it more likely that one or
a few E; values will stand out dramatically. This
“winner-takes-most” scenario becomes amplified,
thereby increasing the tendency toward sparsity
within the attention distribution.

In practice, the dot-product q - k; often yields
extreme values—meaning that one or a few of the
resulting energies F; are substantially larger than
the others. This phenomenon causes the softmax to
concentrate most of the probability mass on these
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extreme values. To rigorously analyze this behav-
ior, we suppose each attention score F; is an inde-
pendent and identically distributed (i.i.d.) random
variable drawn from a Gaussian distribution:

E; ~ N (u,0%). (13)

Under this assumption, by the central limit theo-
rem, the dot product q- k; follows an approximately
normal distribution after appropriate scaling. More
importantly, extreme value theory states that the
maximum value among L i.i.d. Gaussian variables,
denoted as E( L) = Maxi<i<L, E;, satisfies approx-
imately:

Eqy~p+ov2inlL.

In contrast, a typical attention score is around L.
Therefore, the expected gap between the maximum
energy and a typical energy is on the order of:

(14)

A~ocv2InL. (15)
Given this gap, we have:
Y exp (—a\/21n L). (16)
a1

For large L, this ratio becomes exponentially small.

B  Why Does the Sigmoid Function
Maintain Density?

While the softmax function induces a probability
distribution over multiple inputs, the sigmoid func-
tion operates on each input independently and does
not normalize across multiple values. Concretely,
the sigmoid of a scalar z is defined as:

1
14+e#

o(z) = (17)
In contrast to softmax—which computes expo-
nential terms for all inputs z1, 2o, ..., 2z, and di-
vides by their sum—sigmoid only involves a single
exponential term e~ * within its own calculation.
Consequently, one input’s value does not directly
compete with another input’s value in a shared de-
nominator. Since the final attention weight for each
token is determined independently based on its re-
lationship with the query, there is no “winner-takes-
most” effect as seen in softmax-based attention.
Finally, in a sigmoid-based attention mechanism,
the computed token embedding can retain informa-
tion from all tokens within the attention window,
rather than being dominated by a single token with
high attention weight. To effectively preserve the



Table 4: Statistics of the datasets used in our analysis
experiments. All datasets are in English and split into
train, validation, and test sets with a ratio of 8:1:1. Sam-
ple sizes are reported in millions (M) or thousands (K).

Name Task Usage Language Train Validation Test

All English
Test English
Test English

6.48M
15.6M
400K

0.81M
1.95M
50K

0.81M
1.95M
50K

OpenWebText Language Modeling
PG-19 Language Modeling
OpenOrca Question Answering

diversity of token integration, it is important to en-
sure that the embedding dimension is sufficiently
large. A higher dimensional space allows differ-
ent token values to be effectively combined while
maintaining meaningful distinctions between them.

C Detailed Experiment Settings
C.1 Datasets

While our main experiments utilize a specific high-
quality educational dataset, we conducted prelim-
inary evaluations across multiple datasets to com-
prehensively assess model capabilities. All datasets
are split according to the ratio: train:validation:test
= 8:1:1. Here we detail the characteristics and pur-
poses of each dataset.

Our overall experiment employs a 100 billion to-
ken subset of FineWeb-Edu (Lozhkov et al., 2024),
which is specifically curated for language model
pre-training. This dataset consists of high-quality
educational content that provides well-structured
training examples for developing fundamental lan-
guage understanding capabilities.

For our subsequent experiments, as shown in
Table 4, we deliberately selected three comple-
mentary datasets that evaluate different aspects of
model performance:

OpenWebText (Gokaslan et al., 2019) com-
prises predominantly shorter web-based texts. It
provides a foundation for assessing basic lan-
guage modeling capabilities. In contrast to spe-
cialized corpora, OpenWebText’s diverse content
allows evaluation of general language understand-
ing across varied domains and writing styles.

PG-19 (Rae et al., 2019) is based on complete
books published before 1919, presenting a distinct
challenge in processing long-form literary content.
The book-length texts require models to maintain
coherence and compress information across ex-
tended narratives, testing their ability to capture
long-range dependencies and thematic consistency.

OpenOrca (Lian et al., 2023) is a question-
answering dataset that tests models’ information
retention capabilities. This is particularly important
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as the answers to questions are often embedded in
earlier parts of the context, making it an effective
benchmark for assessing models’ ability to main-
tain essential information when processing long
sequences.

We utilized OpenWebText for traininga and vali-
dation, while incorporating all three datasets into
the test phase. To thoroughly evaluate long-context
processing capabilities, we extended the input se-
quence length to 16,384 tokens for both Open-
WebText and PG-19. This multi-dataset evalua-
tion framework allows us to systematically analyze
model performance across different linguistic chal-
lenges and context lengths, providing a comprehen-
sive view of their capabilities and limitations.

C.2 Benchmarks

For our overall experiment, we compare models on
eight common-sense reasoning tasks, in Table 5:

Wikitext (Merity et al., 2017): A large linguistic
corpus extracted from Wikipedia articles, contain-
ing over 100 million word tokens. It tests a model’s
ability to predict the next word in a passage of text.

Lambada (Paperno et al., 2016): The LAmBdA
dataset tests a model’s capability of using broad
discourse context to predict the last word of a pas-
sage extracted from books. It contains over 60,000
examples.

PIQA (Bisk et al., 2020): The Physical Inter-
action: Question Answering (PIQA) dataset tests
commonsense reasoning about physical interac-
tions between two entities. It contains 16,113
multiple choice questions generated from crowd-
sourcing.

Hellaswag (Zellers et al., 2019): The HellaSwag
dataset consists of 70,000 multiple choice questions
about inferring what might happen next in a story.
It requires commonsense reasoning to choose the
most plausible ending.

WinoGrande (Sakaguchi et al., 2021): The
WinoGrande dataset tests coreference resolution
and commonsense reasoning with 44,000 examples
obtained from books and websites.

ARC (Clark et al., 2018): The AI2 Reasoning
Challenge (ARC) dataset contains 7,787 genuine
grade-school level, multiple-choice science ques-
tions, grouped into an Easy Set (ARC-e) and a
Challenge Set (ARC-c).

SIQA (Sap et al., 2019): The Social Interaction
QA (SIQA) dataset contains 15,554 multiple choice
questions that describe situations about people’s
social interactions.



Table 5: The statistics of the benchmarks used in the
overall experiment.

Dataset ‘ Sample Size

Wikitext 60,634

Lambada 60,000

PIQA 16,113

Hellaswag 70,000
WinoGrande 44,000

ARC 7,787 (Easy Set + Challenge Set)
SIQA 15,554

BoolQ 15,942

BoolQ (Clark et al., 2019): The Boolean Ques-
tions (BoolQ) dataset contains 15,942 English
yes/no questions sampled from Google search
queries to test a model’s ability to answer simple
questions.

C.3 Implementation Details.

Overall Experiment In the overall experiment
(Table 1), SWAT means we pretrain the model
with our sliding window attention training. We
pre-train SWAT with model sizes of 340M and
760M parameters on 15B and 30B tokens, respec-
tively. The SWAT models are compared to other
language models of similar sizes. All pre-training
experiments were conducted on 8 NVIDIA A800
GPUs (80GB), with the 760M model taking ap-
proximately 31 hours to complete the pre-training
process.

Evaluations measure perplexity (lower is bet-
ter) and accuracy (higher is better) on datasets like
PIQA, WinoGrande, and BoolQ. For our SWAT,
as defined in Equation (4), (-) denotes the configu-
ration using only negative slopes (i.e., traditional
ALiBi slopes s = —27k), (+) denotes the config-
uration using only positive slopes (i.e., s = 27%),
(-+) denotes our bidirectional configuration where:
Half of the attention heads (h/2 heads) use nega-
tive slopes s, = —27%, the other half use positive
slopes s = 27*. For both directions, k ranges
from 1 to h/2. The experiments are based on two
GitHub repositories flash-linear-attention” and Im-
evaluation-harness>.

Analysis Experiments For analysis experiments,
models are evaluated on three datasets: OpenWeb-
Text, PG-19, and OpenOrca, with the average ac-
curacy reported. We experiment with different
training window sizes, training lengths, and eval-

*https://github.com/Fzkuji/flash-linear-attention
3https://github.com/EleutherAl/Im-evaluation-harness
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uation window sizes. The experiments are based
on two GitHub repositories nanoGPT* and flash-
linear-attention. We pre-train SWAT (248M param-
eters) for 80,000 steps with a batch size of 250k
tokens, accumulating a total training exposure of
20B tokens, which amounts to about 2 epochs over
the pre-training corpus.

In Table 2, vanilla Transformers have a training
length that matches their fixed training window
size. Model A, B, C, and D are identifiers for
pre-trained models with different configurations
being compared. The columns in the table show
different sequence length settings for each model
configuration. The parameters used in the table are
defined as follows::

* Training window size means the maximum se-
quence length the model can process per training
step.

¢ Training length means the actual sequence length
used for each training example, which may be
shorter than the window size when using the
vanilla Transformers.

* Evaluation window means the maximum context
provided to the model during evaluation to make
predictions.

* Evaluation length means the actual sequence
length fed into the model per test example.

We compared pre-training using fixed token win-
dow sizes of 128, 1,024, and 4,096 versus using
variable-length sliding windows. With sliding win-
dow pre-training, the model is exposed to longer
token sequences during training, which helps im-
prove evaluation perplexity. Using sliding windows
allows longer sequences during training compared
to fixed windows. This table shows that the best
performance was achieved when the training se-
quence length is four times the training window
size. Different evaluation window sizes are also
tested to compare model performance given vary-
ing amounts of context.

In Table 3, we compared the performance of lan-
guage models with different activation functions
and position embeddings. Specifically, we study
the model accuracy when using softmax and sig-
moid as the activation functions. We also introduce
RoPE, ALiBi, and AliRope as different position
embedding methods. Note that ALiBi-12:0 rep-
resents the origin ALiBi model, which uses only

*https://github.com/karpathy/nanoGPT


https://github.com/Fzkuji/flash-linear-attention
https://github.com/EleutherAI/lm-evaluation-harness
https://github.com/karpathy/nanoGPT

negative slopes, while ALiBi-6:6 represents model
uses half positive and half negative slopes across
different attention heads.
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