
TriggerCraft: A Framework for Enabling Scalable
Physical Backdoor Dataset Generation with

Generative Models

Anonymous Author(s)
Affiliation
Address
email

Abstract

Backdoor attacks, representing an emerging threat to the integrity of deep neural1

networks have received significant attention due to their ability to compromise2

deep learning systems covertly. While numerous backdoor attacks occur within3

the digital realm, their practical implementation in real-world prediction systems4

remains limited and vulnerable to disturbances in the physical world. Consequently,5

this limitation has led to the development of physical backdoors, where trigger6

objects manifest as physical entities within the real world. However, creating7

a requisite dataset to study physical backdoors is a daunting task. This hinders8

backdoor researchers and practitioners from studying such backdoors, leading9

to stagnant research progresses. This paper presents a framework namely as10

TriggerCraft that empowers researchers to effortlessly create a massive physical11

backdoor dataset with generative modeling. Particularly, TriggerCraft involves12

three automatic modules: suggesting the suitable physical triggers, generating the13

poisoned candidate samples (either by synthesizing new samples or editing existing14

clean samples), and finally selecting only the most plausible ones. As such, it15

effectively mitigates the perceived complexity associated with creating a physical16

backdoor dataset, converting it from a daunting task into an attainable objective.17

Extensive experiment results show that datasets created by TriggerCraft achieve18

similar observations with the real physical world counterparts in terms of both19

attacks and defenses, exhibiting similar properties compared to previous physical20

backdoor studies. This paper offers researchers a valuable toolkit for advancing the21

frontier of physical backdoors, all within the confines of their laboratories.22

1 Introduction23

Prior works have shown that DNNs are susceptible to various types of attacks, including adversarial24

attacks [4, 30], poisoning attacks [31, 39] and backdoor attacks [1, 14]. For instance, backdoor attacks25

impose serious security threats to DNNs by impelling malicious behavior onto DNNs by poisoning26

the data or manipulating the training process [28, 26]. A backdoored model exhibits normal behavior27

without a trigger pattern but acts maliciously when the trigger pattern is present.28

Meanwhile, [13, 27, 32, 9] focus on exposing the security vulnerabilities of DNNs within digital29

confines, where adversaries design and implement computer algorithms to launch backdoor attacks.30

To launch such attacks, adversaries must perform test-time digital manipulation of the images, which31

are likely to be susceptible to physical distortions or extremely noisy environments. These physical32

disturbances are likely unavoidable and often restrain the severity of backdoor attacks. Also, test-time33

digital manipulations are less likely to be accessible to adversaries, e.g. in autonomous cars, which34

involve real-time predictions, thus constraining the capability of adversaries to attack these systems.35
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Figure 1: Overview of our framework that consists of three modules: (i) Trigger Suggestion, (ii)
Trigger Generation and (iii) Poison Selection to ease in crafting a physical backdoor dataset.

On the other hand, physical backdoor attacks focus on exploiting physical objects as triggers [43, 45,36

29]. As such, an adversary could easily compromise privacy-sensitive and real-time systems, such as37

facial recognition systems. An adversary could impersonate a key person in a company by wearing38

facial accessories (e.g., glasses) as physical triggers to gain unauthorized access. Although physical39

backdoor attacks are a practical threat to DNNs, they remain under-explored, as they require a custom40

dataset injected with attacker-defined, physical triggers. Preparing such datasets, especially involving41

human or animal subjects, is often arduous due to the required approval from the Institutional or42

Ethics Review Board (I/ERB). Acquiring the dataset is also costly, as it involves extensive human43

labor, and this cost often scales with the magnitude of datasets. These constraints restrict researchers44

and practitioners from unleashing the potential threat of physical backdoor attacks, until now.45

Recent advances in deep generative models such as Generative Adversarial Networks (GANs) [12, 6]46

and Diffusion Models [17, 40, 35, 18] have shed lights in synthesizing and editing surreal images47

without involving extensive human interventions. With a text prompt, deep generative models can48

create high-quality and high-fidelity artificial images. Additionally, given an input image and a textual49

prompt, deep generative models could edit or manipulate the content of an image. This capability50

enables the efficient creation of physical backdoor datasets (i.e., often requiring only a simple prompt)51

demonstrating the superiority of these models in adversarial applications.52

In this work, we propose a “framework” namely as TriggerCraft, which enables researchers or53

practitioners to create a physical backdoor dataset with minimal effort and costs. To boostrap the54

creation of physical backdoor datasets, this framework consists of a trigger suggestion module, a55

trigger generation module, and a poison selection module, as shown in Fig. 1. Trigger Suggestion56

Module automatically suggests the appropriate physical triggers that blend well within the image57

context. After selecting a desired physical trigger, one could utilize Trigger Generation Module to58

ease in generating a surreal physical backdoor dataset. Finally, the Poison Selection Module assists59

in the automatic selection of surreal and natural images, as well as discarding implausible outputs60

that are occasionally synthesized by the generative model.61

As such, our contributions are threefold, as follows:62

• Propose an automated framework for researchers or practitioners to synthesize a physical63

backdoor dataset through pretrained generative models. This framework consists of three64

modules: to suggest the trigger (Trigger Suggestion module), to generate the poisoned65

candidates (Trigger Generation module), and to select highly natural poisoned candidates66

(Poison Selection module).67

• Propose a Visual Question Answering approach to automatically rank the most suitable68

triggers for Trigger Suggestion module; propose a synthesis and an editing approach for69

Trigger Generation module; and, propose a scoring mechanism to automatically select the70

most natural poisoned samples for Poison Selection module.71

• Perform extensive qualitative and quantitative experiments to prove the validity and effec-72

tiveness of our framework in crafting a physical backdoor dataset. This provides research73

community with a useful toolkit to study physical backdoor vulnerabilities without the74

hassle of labor-intensive physical data collection.75
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2 Related Works76

2.1 Backdoor Attacks77

Digital Backdoor Attacks focus on launching backdoor attacks within the digital space, which78

involve image pixel manipulations [13, 32, 9, 36, 27, 43] and model manipulations [2]. BadNets79

[13] first exposed the vulnerability of DNNs by embedding a malicious patch-based trigger onto an80

image and changing the injected image’s label to a predefined targeted class. WaNet [32] applied81

a warping field to the input, and LIRA [9] optimized the trigger generation function, respectively,82

to achieve better stealthiness and evade human inspection; while [43] utilized a pretrained diffusion83

model to insert triggers onto existing dataset. Digital backdoor attacks are limited as digital triggers84

are (i) volatile to perturbations, noisy environments, and human inspections and (ii) harder to inject85

during test time, especially in real-time prediction systems, where it leaves no buffer for adversaries86

to tamper with or inject triggers during the transmission of inputs to the systems.87

Research on Physical Backdoors focuses on extending backdoor attacks to physical space employing88

physical objects as triggers (denoted as physical triggers hereafter). These threats are practical, as89

they can (i) bypass human-in-the-loop detection [44] and (ii) attack real-time prediction systems.90

Physical triggers exist in the physical world and possess semantic information; when injected, they91

blend gracefully and naturally with images, leaving no trace of artifacts; contrasting digital triggers92

which often create artifacts such as “visible” borders [13] or unnatural curves [32]. Moreover,93

physical triggers are more feasible to carry and easier to tamper with the targeted class during test94

time, empowering adversaries to attack real-time prediction systems. [45] showed that by wearing95

different facial accessories, an adversary could bypass a facial recognition system and uncover the96

possibility of impersonation through physical triggers. Dangerous Cloak [29] exposed the possibility97

of evading object detection systems by wearing custom clothes as the trigger, making the adversary98

“invisible” under surveillance. [15] revealed that the autonomous vehicle lane detection systems could99

be attacked by physical objects on the roadside, leading to potential accidents and fatalities.100

Preliminary evidence indicates that physical backdoor attacks can be effective, yet research in this101

area is limited due to the high cost and effort involved in creating and sharing such datasets. For102

example, poisoning 5% of ImageNet (∼1.3M images) would require generating 65,000 images with103

physical triggers, which is a task beyond the reach of most research teams. Ethical and privacy104

concerns, especially for datasets with human or animal subjects, further complicate this process due to105

IRB/ERB requirements. To address these challenges, [44] explored leveraging natural co-occurrences106

of trigger objects. Building on this, our work focuses on generating physical backdoor datasets using107

generative models, significantly reducing the cost and effort of physical backdoor research.108

2.2 Backdoor Defenses109

With the emergence of backdoor attacks, defensive mechanisms have gained significant attention.110

Current approaches include backdoor detection methods like Activation Clustering (AC) [5] which111

analyzes latent space activations, STRIP [10] that examines output entropy on perturbed inputs, and112

Neural Cleanse (NC) [42] which identifies trigger patterns; input mitigation techniques [22, 28]113

that suppress backdoor triggers while maintaining normal model behavior; and model mitigation114

strategies such as Fine-Pruning (FP) [25] combining pruning and fine-tuning, and Neural Attention115

Distillation (NAD) [20] that transfers knowledge from clean teacher models to purge backdoors.116

The state of existing physical defense research. Similar to the state of existing physical attack117

studies from the adversary side, research on defensive countermeasures for these physical attacks is118

unsatisfactory. For example, [45, 44] show that most defenses, including NC [42], STRIP [10], Spec-119

tral Signature (SS) [41], and AC [5] can only detect, thus prevent, physical attacks with catastrophic120

harms, such as attacks on facial recognition systems at only around 40% of the times, signifying the121

lack of research in both attacks and defenses for physical backdoors.122

2.3 Diffusion Models for Image Generation and Manipulation123

Recent advancements in deep generative models, particularly Diffusion Models (DMs) [40, 17]124

had surpassed GANs [12] in image quality and data density coverage [8], with strong support for125

conditional inputs [35]. DMs’ ability to generate images from text prompts is practical to synthesize126

surreal images for physical backdoors, by simply describing the targets and intended physical triggers127

together. Such an ability would reduce the effort required to collect physical datasets, thus accelerating128

physical backdoor research significantly.129
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Figure 2: Results from the trigger suggestion module. “Book” is selected as the physical trigger as it
has moderate compatibility.

Traditional image editing methods, from simple copy-paste [7] to manual blending with tools130

like Photoshop, lack scalability. They require tool-specific expertise and manual effort to place131

triggers, making high-quality poisoned sample creation time-consuming and costly. In contrast, deep132

generative models can automate the synthesis of surreal physical backdoor datasets, offering higher133

throughput, better scalability, and reduced cost.134

3 Motivation135

This work is motivated by the stagnant research in the physical backdoor domain which halts due to136

the difficulties in preparing datasets. To elaborate, the difficulties are (i) the scale of datasets, and (ii)137

privacy and ethical issues. Collecting physical backdoor datasets involves extensive human labor,138

time, and resources. Hence, prior works [45, 29] generally have a small-scale dataset to perform their139

research. To conduct a larger scale study, oftentimes it requires more resources, funding, time, and140

devices, which are generally scarce. Moreover, due to privacy issues, curation of physical backdoor141

datasets would require extensive ethical and institutional reviews, which are time-consuming.142

[44] lead an effort in finding physical triggers that exist naturally within existing multi-label datasets,143

and is proven to be effective in identifying one of the co-occurring objects as physical triggers.144

However, such a method is only proven in multi-label settings, where each sample is assigned with145

multiple class labels, leaving its feasibility towards single-label settings unknown to practitioners.146

To expand their studies to the physical space, one must collect a set of physical dataset to validate,147

which is essentially an arduous task.148

Motivated to reduce such an effort, we propose a more practical, generalized, and automated frame-149

work, whereby our framework could be applied to most datasets. Our framework consists of a trigger150

suggestion module (powered by VQA), a trigger generation module (powered by generative models),151

and a poison selection module (powered by a non-distributional, per-image generative evaluation152

metric). The trigger suggestion module offers the freedom to select physical triggers from a list153

of suggestions, and this eases practitioners from thinking open-endedly about physical triggers,154

which generally requires more cognitive effort than selecting from multiple choices [34]. The trigger155

generation module reduces the effort, expertise, time, and cost required to manually curate a surreal156

physical backdoor dataset, whereas the poison selection module ensures the synthesized physical157

backdoor dataset aligns with human’s preference in both fidelity and naturality.158

4 Methodology of TriggerCraft159

4.1 Trigger Suggestion Module160

Compatibility of trigger objects is defined as the likelihood of the trigger objects co-existing with the161

main subject, ensuring that the physical trigger objects align with the image context. A compatible162

physical trigger object can reduce human suspicion upon inspection, where it blends naturally within163

the image’s context. However, selecting the “right” physical trigger objects often demands human164

knowledge or entails a significant workload to scan through partial or even the entire dataset to165

identify the “compatible” trigger objects.166

Prior works [45, 29] have engaged in the manual identification of a compatible trigger object within a167

smaller dataset, where they utilized facial accessories and clothes. However, as the magnitude of the168

dataset size scales to the order of millions (or billions), it becomes prohibitively costly, and at times,169

impossible, to manually scan through all images to identify the appropriate trigger.170
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Figure 3: Images generated/edited by our framework with the suggested trigger - “book”.

To reduce manual effort, we propose a trigger suggestion module that automatically suggests com-171

patible physical triggers. Our approach is inspired by [44], which uses graph analysis to identify172

frequently co-occurring objects as triggers. However, their method relies on multi-label datasets, lim-173

iting its applicability. Most image recognition datasets (e.g., Food-101 [3], Oxford 102 Flower [33],174

Stanford Dogs [19]) are single-label, making co-occurrence analysis infeasible. Moreover, effective175

triggers are not necessarily part of the labeled classes. For instance, in Food-101, appropriate triggers176

might include cutlery or tableware.177

We propose using Visual Question Answering (VQA) models such as LLaVA [24] to automatically178

identify suitable physical triggers by leveraging their general knowledge. Given a dataset, we query the179

model with: “What are 5 suitable objects to be added into the image?” The responses are aggregated180

and ranked by frequency, where higher frequency indicates higher contextual compatibility.181

Unlike prior work that depends on multi-label datasets, our method supports single-label datasets by182

removing the co-occurrence constraint. We define three levels of trigger compatibility:183

1. High (>50%): Triggers that frequently co-occur with the target class, potentially compro-184

mising stealth due to natural co-occurrence.185

2. Moderate (10–50%): Triggers that blend naturally but infrequently enough to maintain186

stealth, which are ideal for backdoor attacks.187

3. Low (<10%): Triggers that rarely appear with the target, making their presence in the188

dataset appear unnatural.189

In our work, we focus on triggers with moderate compatibility to balance stealth and plausibility. Our190

trigger suggestion module generalizes to single-label datasets and aligns well with human judgments.191

Researchers may choose any suggested trigger, regardless of compatibility, to explore different attack192

or defense scenarios.193

4.2 Trigger Generation Module194

Manual preparation and collection of physical backdoor datasets is daunting, as it usually involves195

approvals and ethical concerns. Recent advancements in deep generative models provide a simple yet196

straightforward solution, that is through image editing or image generation. This paper leverages197

DMs in crafting a physical backdoor dataset as they satisfy several criteria: (i) high quality and198

diversity, and (ii) the ability to be conditioned on text.199

Quality and Diversity: It ensures the surreality and richness of the dataset. Quality refers to the200

clarity (in terms of resolution) of the crafted physical backdoor dataset, where the images are clear201

and the objects appear natural to humans. Diversity is defined as the richness and variety of the202

dataset, where generally, we demand a diverse dataset to enhance the robustness of a trained DNN,203

such that it does not overfit to a limited context. Both of these attributes are important to improve a204

DNN’s accuracy and robustness. DMs are capable of synthesizing and editing high quality and high205

diversity images, therefore, making them the ideal candidate for our trigger generation module.206

To craft a physical backdoor dataset, one could either edit available data with text prompts (text-guided207

image editing) or generate data conditioned on text prompts (text-to-image generation):208

Dataset Access→Text-guided Image Editing: With this access (both images and labels), text-guided209

image editing models such as InstructDiffusion emerge as a fruitful option, which utilizes both images210

and labels. Input images are obtainable directly from the dataset, while the text prompts, which211
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Table 1: Results with text-guided image editing models. Both trigger objects achieved high Real
ASR and Real CA. The poisoning rate is abbreviated with PR.

Trigger PR CA ASR Real CA Real ASR

Tennis Ball 0.05 94.27 76.8 81.65 80.53
0.1 94.93 80.2 78.59 81.7

Book 0.05 93.2 75.6 79.2 66.47
0.1 92.8 77 78.59 71.08

include physical triggers could be manually defined (requires more cognitive effort) or suggested212

by our trigger suggestion module, with minimal cognitive effort. Ultimately, through the process213

of editing an image, the image’s original context is preserved, as most of the image’s features will214

remain unaltered, except for the injected physical trigger.215

Label-only Access→Text-to-Image Generation: It assumes that practitioners intend to craft a216

custom dataset, without any existing images available, and only define the required labels. This217

scenario generally holds for vertical federated learning (VFL) scenarios, where no image information218

would be passed to the centralized model. Hence, with the limited label information, practitioners219

on the centralized side could employ our proposed framework to generate datasets. For this, one220

could first predefine a desired physical trigger, and then proceed with the proposed trigger generation221

module and finally, the poison selection module. [23] employed a VFL framework that could be222

potentially utilized in such cases.223

To summarize, for dataset access, it is fruitful to leverage text-guided image editing models, whereas224

for label access, text-to-image models are better options. Both of these generative models have the225

ability to condition on text inputs (which are commonly used to describe the desired physical triggers)226

and able to synthesize high fidelity, high diversity images. Our framework, which is empowered by227

such generative models, is widely applicable across various practical cases (as described above), and228

offers flexibility for practitioners to apply suitable options for their physical backdoor research.229

4.3 Poison Selection Module230

To create a surreal physical backdoor dataset for research purposes, ensuring the quality of the231

synthesized data is indeed of utmost crucial. Unfortunately, most deep generative models’ metrics232

are inappropriate, due to the nature of their distributional-based evaluation. Hence, synthesizing a233

surreal physical backdoor is nowhere to be done with conventional metrics.234

Problem: Conventional deep generative models’ metrics such as Inception Score (IS) [37] and235

Fréchet-Inception Distance (FID) [16] compare the “real” and “synthesized” distribution, to identify236

how well the “synthesized” distribution resembles the “real” distribution. Although effective, these237

metrics do not fit into our setting - the synthesized physical backdoor dataset should be evaluated238

image-by-image to ensure (i) the presence of physical triggers and (ii) the surreality of the synthesized239

image with the physical trigger. The presence of triggers within synthesized images is necessary for240

ensuring successful poison injection, while the surreality of such images guarantees the naturalness of241

the synthesized images, such that it is able to simulate the “real” dataset. Such requirements stagnated242

the development of physical backdoor research, as these metrics could not effectively score a “good”243

synthesized image with physical backdoors.244

Solution: We utilize ImageReward [46] as our evaluation metric for the generated/edited images.245

Given an image and a description (text prompt), ImageReward can provide a human preference246

score for each generated/edited image, according to image-text alignment and fidelity. Inherently, it247

resolves previous metrics’ limitations by enabling image-by-image evaluation, with regard to both248

(i) the presence of physical triggers and (ii) the surreality of synthesized images; thus ensuring the249

synthesized physical backdoor datasets are of high quality and consist of physical triggers.250

5 Experimental Results251

5.1 Trigger Suggestions252

We present the results of the trigger suggestion module in Fig. 2, where we show the percentage of253

top-5 triggers suggested by LLaVA for each class. “Book” is selected as our physical trigger, as it has254

a moderate compatibility across all the classes.255
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Table 2: Results with text-to-image generation models. Both trigger objects achieved high Real ASR,
but relatively low Real CA. Poisoning rate is abbreviated with PR.

Trigger PR CA ASR Real CA Real ASR

Tennis Ball

0.1 99.57 88.03 58.41 91.51
0.2 99.47 90.40 58.41 94.84
0.3 99.63 88.17 61.16 92.35
0.4 99.67 89.33 55.66 91.68
0.5 99.60 88.57 58.41 86.36

Book

0.1 99.83 96.93 61.16 57.84
0.2 99.87 97.77 61.16 74.22
0.3 99.73 98.37 64.22 83.97
0.4 99.73 98.30 61.47 83.28
0.5 99.53 98.47 58.72 74.91

5.2 Trigger Generation256

In this section, we show the steps of the proposed trigger generation module in successfully crafting257

a physical backdoor dataset, as depicted in Fig. 3. For the physical trigger object, we employ “book”258

as suggested by our trigger suggestion module and “tennis ball” as the control variable, which is259

suggested by human. We define the notation for the prompts as follows: tr refers to the trigger, act260

refers to the action/movement of the class object, sub refers to the main class object, bg describes261

the background/scene of the generated image, and pos specifies other positive prompts such as 4k or262

UHD. As discussed in Sec. 4.2, two valid deep generative models can be utilized:263

1. Image Editing (InstructDiffusion)→Dataset Access: The default hyperparameters [11]264

were chosen, and the text prompts format is set as “Add tr into the image”, where tr refers265

to “tennis ball” or “book”. The image prompts are images from the dataset. For “book”, we266

only edit those images with “book” in their trigger suggestions, while for “tennis ball”, we267

randomly edit samples from the dataset.268

2. Image Generation (Stable Diffusion)→Label-only Access : The text prompts are format-269

ted according to [38], which are as follows: “sub, tr, act, bg, pos”, and guidance scale is set270

to 2. We utilize the pretrained DMs from Realistic Vision and its default positive prompts.271

We only specify act for the “dog” and “cat” classes, as there are no actions for the other272

non-living objects classes.273

5.3 Poison Selection274

As outlined in Sec. 4.3, we utilized ImageReward [46] to select the edited/generated outputs from275

both InstructDiffusion and Stable Diffusion. We format the text prompt as “A photo of a sub with a276

tr”. Then, we employ ImageReward to rank the edited/generated images and discard the implausible277

ones. We select the edited/generated images from both Image Editing and Image Generation278

according to the poisoning rate.279

5.4 Attack Effectiveness280

In Tab. 1-2, we showed the results of Image Editing (InstructDiffusion) and Image Generation (Stable281

Diffusion) respectively. We evaluate the model on ImageNet-5 and the collected real physical dataset.282

The abbreviations are as follows: (i) Clean Accuracy (CA): accuracy on clean inputs, (ii) Attack283

Success Rate (ASR): accuracy on poisoned inputs with physical triggers, either through image284

editing or image generation, (iii) Real CA: accuracy on the real clean data collected via multiple285

devices, and (iv) Real ASR: accuracy on the real poisoned data, captured via multiple devices.286

In Tab. 1, the Real CAs for both trigger objects are around 80%, indicating strong model performance287

in real-world settings. The consistent 1̃5% gap between CA and Real CA likely stems from distribution288

shifts between validation and real-world data, including variations in lighting, background, scene,289

and subject positioning.290

For ASR and Real ASR, we observe stable performance for the tennis ball trigger, while the book291

trigger shows a noticeable drop in Real ASR. This discrepancy is likely due to the visual consistency292

of the trigger: tennis balls have uniform appearances (green with white stripes), whereas books vary293

in color, size, and shape. This aligns with prior findings [45, 29] showing that physical triggers with294

diverse appearances (e.g., earrings) lead to lower Real ASRs.295
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Figure 7: Fine Pruning. Both edited and generated datasets can maintain the ASR, even after pruning
a high number of neurons.

In Tab. 2, we see a similar CA vs. Real CA gap, consistent with [38], attributed to the diversity in296

generated images. ASR and Real ASR are generally higher for Image Generation than Image Editing,297

mainly because the generated triggers are larger and placed in the foreground. In contrast, edited298

triggers are either smaller (e.g., tennis ball) or relegated to the background (e.g., book), as illustrated299

in Fig. 3.300

5.5 Defense Resilience301

Neural Cleanse [42] detects backdoors via pattern optimization. An anomaly index τ < 2 typically302

indicates a compromised model. Fig. 4 shows that the backdoor remains undetected for Image Editing,303

but is exposed in Image Generation. We attribute this to the larger trigger sizes in generated images,304

making them easier to detect.305

STRIP [10] detects backdoors by perturbing clean inputs and analyzing prediction entropy. Clean306

models exhibit high entropy, while backdoored ones show low entropy. As shown in Fig. 6, our307

backdoor bypasses STRIP detection.308

Fine Pruning [25] prunes low-activation neurons under the assumption that they encode backdoor309

behavior. Fig. 7 shows our backdoor remains effective post-pruning, indicating robustness.310

Neural Attention Distillation (NAD) [20] mitigates backdoors by distilling attention from a clean311

teacher model into a student. Following BackdoorBox [21], we adopt all default settings with a312

cosine LR schedule and 20 training epochs. Tab. 3 shows NAD effectively mitigates Image Editing313

backdoors but is less effective on Image Generation.314

Grad-CAM. Fig. 5 shows that both edited and generated poisoned models attend to the trigger (book)315

alongside the target class. Despite potential artifacts from generative models (e.g., unnatural blending316

or sizing), models trained on synthetic poisoned images can still detect real-world triggers. This317

suggests that our framework is viable for studying physical backdoor attacks.318
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Table 3: Neural Attention Distillation (NAD). Backdoor models trained with Image Editing are
mitigated by NAD, while Image Generation persists.

Trigger CA ASR

Image Editing Book 92.00 39.86

Tennis Ball 91.87 62.40

Image Generation Book 99.93 89.70

Tennis Ball 99.93 77.87

5.6 Discussion and Limitations319

Similarities between the synthesized and manually created datasets. The provided empirical attack320

and defense results are consistent with previous key works in physical backdoor attacks [45, 29].321

Particularly, attacking with physical objects is highly effective (≈ 60% or higher), showing the322

potential harms of these attacks. A physical attack with diverse trigger appearances in the real world323

is less effective, as explained by the distributional shift phenomenon. Most importantly, existing324

defenses cannot effectively mitigate these attacks.325

Consistency of trigger objects. This refers to the appearance of the triggers across the synthesized326

and physical backdoor dataset. Generally, trigger objects could be broken down into 2 distinct327

categories, namely unique triggers and generic triggers. Unique triggers are self-explanatory objects,328

where no additional adjectives are required to describe such an object, and everyone would have the329

same perception of the object, given the name. Some notable examples of unique triggers are tennis330

balls (used in our work), basketball and golf ball. Generic triggers, on the other hand, are objects that,331

if not described with adjectives, different persons would have different imagination and perception332

on the objects, such as books (used in our work), cars and shirts. Our framework allows generation333

of both types of triggers, whether unique or generic, which effectively covers a wide spectrum of334

use cases, depending on the needs of practitioners. As evident in our experiments (Tab. 1-2), unique335

triggers (tennis balls) yield a higher ASR, indicating a stronger backdoor trigger than generic triggers336

(books), as such unique triggers would be consistent across different samples, hence it is easier for337

model to overfit against such triggers with consistent appearance.338

The state of research on physical backdoors. Evidently, our experiments, along with previous339

findings using manually curated datasets, show that physical backdoor attacks are real and harmful.340

Despite the previously under-exploration of research on physical backdoors due to the challenges in341

preparing and sharing the data, this paper proposes an alternative, that is a step-by-step recipe for342

creating physical datasets within laboratory constraints. The paper also demonstrates the applicability343

of the synthesized datasets, which has similar characteristics as their real counterparts. It is our hope344

that this proposed framework can provide researchers with a valuable tool for studying both physical345

backdoor attacks and defenses.346

Limitations. Our framework, however, has some limitations, as follows:347

1. VQA’s suggestion trustworthiness: As shown in Fig. 2, some of the suggested trigger348

objects may be illogical to appear with the main class subject. For example, the suggestions349

for “dog”, such as “blanket" and “pillow," seem odd since dogs do not naturally appear350

alongside these items.351

2. Image Generation having low Real CA: As presented in Fig. 2, the Real CAs are consis-352

tently lower than CAs, attributed to diversity in the generations, as discussed in [38].353

3. Artifacts in Image Editing and Image Generation: We observed noticeable artifacts in354

the edited/generated images, where triggers or main subjects are missing. We conjecture355

this phenomenon to the limitations of the deep generative models, where the generated and356

edited images have unnatural parts that may raise human suspicion.357

6 Conclusion358

This paper proposes TriggerCraft, a framework for researchers and practitioners to create a physical359

backdoor attack dataset, where we introduced an automated framework that includes a trigger360

suggestion module, a trigger selection module, and, a poison selection module. We demonstrate the361

effectiveness of our framework in crafting a surreal physical backdoor dataset that is comparable to a362

real physical backdoor dataset, with high Real CA and high Real ASR. This paper presents a valuable363

toolkit for studying physical backdoors.364
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eration due to laws or regulations in their jurisdiction).703

10. Broader impacts704

Question: Does the paper discuss both potential positive societal impacts and negative705

societal impacts of the work performed?706

Answer: [Yes]707

Justification: The discussion about societal impacts are outlined in Section 5.6.708

Guidelines:709

• The answer NA means that there is no societal impact of the work performed.710

• If the authors answer NA or No, they should explain why their work has no societal711

impact or why the paper does not address societal impact.712

• Examples of negative societal impacts include potential malicious or unintended uses713

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations714

(e.g., deployment of technologies that could make decisions that unfairly impact specific715

groups), privacy considerations, and security considerations.716

• The conference expects that many papers will be foundational research and not tied717

to particular applications, let alone deployments. However, if there is a direct path to718

any negative applications, the authors should point it out. For example, it is legitimate719

to point out that an improvement in the quality of generative models could be used to720
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generate deepfakes for disinformation. On the other hand, it is not needed to point out721

that a generic algorithm for optimizing neural networks could enable people to train722

models that generate Deepfakes faster.723

• The authors should consider possible harms that could arise when the technology is724

being used as intended and functioning correctly, harms that could arise when the725

technology is being used as intended but gives incorrect results, and harms following726

from (intentional or unintentional) misuse of the technology.727

• If there are negative societal impacts, the authors could also discuss possible mitigation728

strategies (e.g., gated release of models, providing defenses in addition to attacks,729

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from730

feedback over time, improving the efficiency and accessibility of ML).731

11. Safeguards732

Question: Does the paper describe safeguards that have been put in place for responsible733

release of data or models that have a high risk for misuse (e.g., pretrained language models,734

image generators, or scraped datasets)?735

Answer: [Yes]736

Justification: The details are included in the Appendix.737

Guidelines:738

• The answer NA means that the paper poses no such risks.739

• Released models that have a high risk for misuse or dual-use should be released with740

necessary safeguards to allow for controlled use of the model, for example by requiring741

that users adhere to usage guidelines or restrictions to access the model or implementing742

safety filters.743

• Datasets that have been scraped from the Internet could pose safety risks. The authors744

should describe how they avoided releasing unsafe images.745

• We recognize that providing effective safeguards is challenging, and many papers do746

not require this, but we encourage authors to take this into account and make a best747

faith effort.748

12. Licenses for existing assets749

Question: Are the creators or original owners of assets (e.g., code, data, models), used in750

the paper, properly credited and are the license and terms of use explicitly mentioned and751

properly respected?752

Answer: [Yes]753

Justification: The assets used are outlined in the Appendix.754

Guidelines:755

• The answer NA means that the paper does not use existing assets.756

• The authors should cite the original paper that produced the code package or dataset.757

• The authors should state which version of the asset is used and, if possible, include a758

URL.759

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.760

• For scraped data from a particular source (e.g., website), the copyright and terms of761

service of that source should be provided.762

• If assets are released, the license, copyright information, and terms of use in the763

package should be provided. For popular datasets, paperswithcode.com/datasets764

has curated licenses for some datasets. Their licensing guide can help determine the765

license of a dataset.766

• For existing datasets that are re-packaged, both the original license and the license of767

the derived asset (if it has changed) should be provided.768

• If this information is not available online, the authors are encouraged to reach out to769

the asset’s creators.770

13. New assets771

Question: Are new assets introduced in the paper well documented and is the documentation772

provided alongside the assets?773
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Answer: [Yes]774

Justification: The code and dataset will be made publicly available.775

Guidelines:776

• The answer NA means that the paper does not release new assets.777

• Researchers should communicate the details of the dataset/code/model as part of their778

submissions via structured templates. This includes details about training, license,779

limitations, etc.780

• The paper should discuss whether and how consent was obtained from people whose781

asset is used.782

• At submission time, remember to anonymize your assets (if applicable). You can either783

create an anonymized URL or include an anonymized zip file.784

14. Crowdsourcing and research with human subjects785

Question: For crowdsourcing experiments and research with human subjects, does the paper786

include the full text of instructions given to participants and screenshots, if applicable, as787

well as details about compensation (if any)?788

Answer: [Yes]789

Justification: The details are provided in the Appendix.790

Guidelines:791

• The answer NA means that the paper does not involve crowdsourcing nor research with792

human subjects.793

• Including this information in the supplemental material is fine, but if the main contribu-794

tion of the paper involves human subjects, then as much detail as possible should be795

included in the main paper.796

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,797

or other labor should be paid at least the minimum wage in the country of the data798

collector.799

15. Institutional review board (IRB) approvals or equivalent for research with human800

subjects801

Question: Does the paper describe potential risks incurred by study participants, whether802

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)803

approvals (or an equivalent approval/review based on the requirements of your country or804

institution) were obtained?805

Answer: [Yes]806

Justification: This work is approved by IRB.807

Guidelines:808

• The answer NA means that the paper does not involve crowdsourcing nor research with809

human subjects.810

• Depending on the country in which research is conducted, IRB approval (or equivalent)811

may be required for any human subjects research. If you obtained IRB approval, you812

should clearly state this in the paper.813

• We recognize that the procedures for this may vary significantly between institutions814

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the815

guidelines for their institution.816

• For initial submissions, do not include any information that would break anonymity (if817

applicable), such as the institution conducting the review.818

16. Declaration of LLM usage819

Question: Does the paper describe the usage of LLMs if it is an important, original, or820

non-standard component of the core methods in this research? Note that if the LLM is used821

only for writing, editing, or formatting purposes and does not impact the core methodology,822

scientific rigorousness, or originality of the research, declaration is not required.823

Answer: [Yes]824
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Justification: The main paper describes about the usage of VQA models in the proposed825

framework.826

Guidelines:827

• The answer NA means that the core method development in this research does not828

involve LLMs as any important, original, or non-standard components.829

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)830

for what should or should not be described.831

20

https://neurips.cc/Conferences/2025/LLM

	Introduction
	Related Works
	Backdoor Attacks
	Backdoor Defenses
	Diffusion Models for Image Generation and Manipulation

	Motivation
	Methodology of TriggerCraft
	Trigger Suggestion Module
	Trigger Generation Module
	Poison Selection Module

	Experimental Results
	Trigger Suggestions
	Trigger Generation
	Poison Selection
	Attack Effectiveness
	Defense Resilience
	Discussion and Limitations

	Conclusion

