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Abstract. Abdominal organ segmentation has been used in many im-
portant clinical applications, however, cases with accurate labels re-
quire huge manual labour and financial resources. As a potential al-
ternative, semi-supervised learning can explore useful information from
unlabeled cases, with only few labeled cases involved. Therefore, we pro-
pose our baseline model using augmented 3D-UNet and adopt semi-
supervised method–Mean Teacher, to make quantitative evaluation on
the FLARE2022 validation cases. Our method achieves average dice sim-
ilarity coefficient (DSC) of 62.16%, Normalized Surface Distance (NSD)
of 62.27%, running time of 9.58s, and AUC of GPU and CPU is only
7424 and 199 respectively, which surpasses almost all other teams on
resource consumption, demonstrating the effectiveness of our methods.
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1 Introduction

Computed Tomography (CT) has long been regarded as an effective thera-
peutic method in clinical workflow and is capable of improving patient treatment
by visualization of abnormal organs. With the rapid development of deep learn-
ing, semantic segmentation in medical image plays an important role in clinical
practice and is used in radiotherapy to accurately delineate tumors and treat
certain cancers [9].

However, huge amount of labeled medical image are required for fully-supervised
segmentors, which is not only laborious and time-consuming, but also cost-
intensive and conse-quently. Thus, semi-supervised learning is proposed to ex-
plore useful information from unlabeled cases, which is a combination of super-
vised learning and unsupervised learning. The basic process uses the existing
labeled cases to pseudolabel the remaining unlabeled data, so as to effectively
help increase the information in training data, which can strengthen the con-
sistency of the prediction of unlabeled data and labeled data through the reg-
ularization in loss function. For semantic segmentation, convolutional neural
network(CNN) has achieved a dominant position in the field of medical image
segmentation, especially Unet and its various modified versions by adjusting the
network structure, e.t.c. adding various attention mechanisms and feature fusion
structures, aiming to fit a more powerful model on the limited data.
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However, the performance of semi-supervised learning methods in medical
image segmentation is still limited, most of which are only able to process 2D
images while FLARE2022 challenges focus on 3D volumes in clinical practice.
Difficulties mainly stem from four aspects: 1) Variations in field-of-views, shape
and size of different organs. 2) Difficulty in using unlabeled data. 3) Diversity
of data source in term of multi-center, multi-phase and multi-vendor cases. 4)
Limited GPU memory size and high computation.

In this stage, we develop a semi-supervised baseline composed of backbone
network 3D-UNet[5] and semi-supervised method Mean Teacher [11] to effec-
tively and efficiently tackle FLARE2022 challenges. The model aims to obtain
the rough location of target organs from the whole CT volume. In this way,
the background can be preferentially screened, which is more conducive to the
identification of target organs. To overcome Temporal Ensembling, a common
semi-supervised potential problem, we use Mean Teacher method which effec-
tively update teacher model weights instead of hard label predictions.

2 Method

This whole-volume-based semi-supervised segmentation framework is com-
posed of backbones network 3D-UNet and semi-supervised method Mean Teacher.
A detail description of the method is as follows.

2.1 Preprocessing

The baseline method includes the following preprocessing steps:

– Delete abnormal data.
– Reorientation image to target direction.
– Resample image to fixed size: [160, 160, 160].
– Intensity normalization: Apply a z-score normalization based on the mean

and standard deviation of the intensity values.
– Clip image in range of [-600, 600].
– Convert mask labels into one-hot coding formation.

2.2 Proposed Method

As mentioned in Figure 1 and Figure 2, our framework uses Mean Teacher
method on semi-supervised learning, and apply a two-stage coarse-and-fine seg-
mentation method based on 3D-UNet to extract abdominal features. A detail
description of our method is as follows.

First, based on the winning solution in FLARE 2021, we accordingly adopt
the applied 3D-UNet, as illustrated in Figure 1. The proposed backbone can
learn from sparse annotations and provides a dense 3D segmentation mask cor-
responding to the 3D image, showing great robustness on various abdominal
organ segmentation tasks.
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Fig. 1. 3D U-Net

Second, method used on semi-supervised learning is Mean Teacher, illustrated
in Figure 2, which is composed of a student and teacher network. Input a batch of
labeled and unlabeled cases with random noise to student network, and calculate
the supervised loss on labeled cases to update student network, after which the
teacher network weights are updated as an exponential moving average of the
student network weights. Also, input batch to teacher and student network to
calculate the comparative loss on unlabeled cases, then two losses are summed
as the final loss for gradient descent to update student network.

Third, to improve inference speed and reduce resource consumption, we rec-
ommend using ONNX or TensorRT to speed up the inference process.

Fig. 2. Mean Teacher Method
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2.3 Post-processing

We tend to use a connected component analysis of segmentation mask ap-
plied on model output in next stage.

3 Experiments

3.1 Dataset and evaluation measures

The FLARE2022 dataset is curated from more than 20 medical groups un-
der the license permission, including MSD [9], KiTS [3,4], AbdomenCT-1K [8],
and TCIA [2]. The training set includes 50 labelled CT scans with pancreas
disease and 2000 unlabelled CT scans with liver, kidney, spleen, or pancreas
diseases. The validation set includes 50 CT scans with liver, kidney, spleen, or
pancreas diseases. The testing set includes 200 CT scans where 100 cases has
liver, kidney, spleen, or pancreas diseases and the other 100 cases has uterine
corpus endometrial, urothelial bladder, stomach, sarcomas, or ovarian diseases.
All the CT scans only have image information and the center information is not
available.

The evaluation measures consist of two accuracy measures: Dice Similarity
Coefficient (DSC) and Normalized Surface Dice (NSD), and three running effi-
ciency measures: running time, area under GPU memory-time curve, and area
under CPU utilization-time curve. All measures will be used to compute the
ranking. Moreover, the GPU memory consumption has a 2 GB tolerance.

3.2 Implementation details

Environment settings The environments and requirements are presented in
Table 1.

Windows/Ubuntu version Ubuntu 18.04.5 LTS
CPU Intel(R) Xeon(R) Gold 5218R CPU@2.10GHz
RAM 32×4GB; 3200MT/s
GPU (number and type) Two Nvidia Tesla T4 16G
CUDA version 10.2
Programming language Python 3.7
Deep learning framework Pytorch (Torch 1.8.0, torchvision 0.9.0)

Table 1. Environments and requirements.
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Training protocols Training protocols are listed in Table 2. First, due to lim-
ited GPU resources and speed requirements, we set patch size as [160,160,160].
Furthermore, imbalance on field-of-views, shape and size of different organs fur-
ther render difficulty on hard samples. Therefore, we design DiceLoss-based Mul-
tiDiceLoss, utilizing segmentation mask distribution to caluculate weights on
different organs. Also, two sets of indices are designed to be iterated in single
iteration, during which we sample from both the primary indices and secondary
indices, and labeled cases are iterated as many times as needed. Finally, we use
loss value and visulization on training and validation set to select optimal model
hyperparameters. Visulization is shown in Figure 3 and 4.

Fig. 3. Test on Train Set Fig. 4. Test on Validation Set

Network initialization "he" normal initialization
Batch size 4
Patch size 160×160×160
Loss MultiDiceLoss and FocalLoss [7]
Total iterations 8000
Optimizer AdamW with weight decay =1e-4 and β = 0.9

Initial learning rate (lr) 0.002
Training time 15.5 hours
Number of model parameters 1.50M1

Number of flops 73.09G2

Table 2. Training protocols.
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4 Results and discussion

Unlabeled cases enrich image information and effectively reduce overfitting.
Ablation study is used to verify the necessity of unlabeled cases. According to
visualization in Figure 3, if labeled images are only input to the whole network,
loss decreases fast but prones to overfitting. The use of unlabeled cases can effec-
tively tackle the overfitting problem with more feature information, meanwhile
pseudolabel can be obtained through training.

To solve the above problems, method used on semi-supervised learning–Mean
Teacher works well. It is composed of a student and teacher network. The whole
process includes, input a batch of labeled and unlabeled cases with random noise
to student network, and calculate the supervised loss on labeled cases to update
student network, after which the teacher network weights are updated as an
exponential moving average of the student network weights. Then, input batch
to teacher and student network to calculate the comparative loss on unlabeled
cases, and two losses are summed as the final loss for gradient descent to update
student network.

Our mean DSC scores is relatively low, especially on abnormal cases and
lesion-affected organs, e.t.c. RAG, LAG, Gallbladder. Reasons can be categorized
into insufficient training, ordinary one-stage coarse framework, few processing
strategies. Therefore, in next stage, we will make improvements on accurate
extraction of image features by desiging two-stage coarse-and-fine framework.
Also, we will use other semi-supervised methods, e.t.c pseudolabel on unlabeled
cases [1], data augmentation method [10]. Last but not least, we will try different
training strategies and preprocessing/postprocessing methods.

4.1 Quantitative results on validation set

Table 3 illustrates the results on validation set. Only using labeled data results
in quick overfitting. With the design of Mean Teacher method, our model can
effectively alleviate this problem.

4.2 Segmentation efficiency results

The running time is 9.58s and maximum used GPU memory is 2011 MB.
To accelerate inference process, we tend to use ONNX or TensorRT. To fur-
ther decrease the use of GPU memory, we attempt to design lighter network
architechure and other data processing methods. Finally, our method achieves
average dice similarity coefficient (DSC) of 62.16%, Normalized Surface Distance
(NSD) of 62.27%, running time of 9.58s, and AUC of GPU and CPU is only 7424
and 199 respectively.

5 Conclusion

Our method performs high generalization and robustness on most organs,
such as liver, kidney and spleen in terms of DSC scores. Also, our AUC of GPU
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Mean DSC 0.60
Liver 0.84
RK 0.72
Spleen 0.74
Pancreas 0.48
Aorta 0.81
IVC 0.69
RAG 0.44
LAG 0.40
Gallbladder 0.22
Esophagus 0.60
Stomach 0.69
Duodenum 0.44
LK 0.75

Table 3. Quantitative results.

and CPU is only 7424 and 199 respectively, which surpasses almost all other
teams on resource consumption, demonstrating the effectiveness of our meth-
ods. However, RAG, LAG and Gallbladder performs relatively bad as a result
of the inter-patient and anatomical variability of volume and shape. Meanwhile,
lesion-affected organ is also a critical reason for the poor segmentation perfor-
mance. Therefore, we consider investigations on fine-stage segmentation network,
e.t.c nn-UNet [6], preprocessing methods on certain organs, and postprocessing
strategies for future work, to obtain a more accurate boundary segmentation to
increase DSC scores.
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