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ABSTRACT

The geometry of dynamical systems estimated from trajectory data is a major challenge
for machine learning applications. Koopman and transfer operators provide a linear rep-
resentation of nonlinear dynamics through their spectral decomposition, offering a natu-
ral framework for comparison. We propose a novel approach representing each system
as a distribution of its joint operator eigenvalues and spectral projectors and defining a
metric between systems leveraging optimal transport. The proposed metric is invariant
to the sampling frequency of trajectories. It is also computationally efficient, supported
by finite-sample convergence guarantees, and enables the computation of Fréchet means,
providing interpolation between dynamical systems. Experiments on simulated and real-
world datasets show that our approach consistently outperforms standard operator-based
distances in machine learning applications, including dimensionality reduction and classi-
fication, and provides meaningful interpolation between dynamical systems.

1 INTRODUCTION

Dynamical systems are widely used across scientific and engineering disciplines to model state variables’
evolution over time (Lasota & Mackey, |2013). Nonlinear ordinary or partial differential equations typically
govern these systems and may incorporate stochastic components (Meyn & Tweedie, 2012). However,
in many practical situations, analytical models are unavailable or intractable, motivating the use of data-
driven approaches to infer the underlying dynamics from sampled trajectories. In this context, Koopman and
transfer operator regressions have emerged as a powerful framework for learning and interpreting dynamical
systems from data (Brunton et al.,|2022)). Rather than directly modeling the evolution of state variables, these
operators advance observables (scalar functions defined on the state space) by mapping each to its expected
future value conditioned on the current state. Crucially, these operators are linear even when the underlying
systems are not linear. Under suitable conditions, they admit a spectral decomposition that provides insight
into the system’s long-term behavior, stability, and modal structure (Mauroy et al.| 2020). These properties
have made the operator-centric framework particularly appealing for both theoretical analysis and practical
applications across various domains, including chemistry for molecular kinetics explainability (Wu et al.|
2017)), robotics for control (Bruder et al.,2020), and fluid dynamics for prediction (Lange et al.|[2021).

Koopman and transfer operators for dynamical systems. From a learning standpoint, Koopman and
transfer operators provide a compact and structured representation of dynamical systems, making them
well-suited for machine learning applications requiring system comparison, such as time series classifica-
tion (Surana, |2020) and dynamical graph clustering (Klus & Djurdjevac Conrad, 2023). However, in order
to leverage these representations in standard statistical and machine learning pipelines, one must first define
a meaningful metric between them. Unfortunately, despite recent advances in operator estimation (Colbrook
et al.| 2023} |[Kostic et al.| [2023} 2024a; |Bevanda et al.l [2023), the development of similarity measures be-
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tween operator representations of dynamical systems remains relatively underexplored despite the growing
need for interpretable metrics on dynamical systems in machine learning applications (Ishikawa et al.| 2018)).

Comparing dynamical systems. We succinctly review existing similarity measures on dynamical systems;
a detailed account is given in Appendix [A] The case of (stochastic) linear dynamical systems (LDSs) and
linear state-space models was first addressed in the literature (Afsar1 & Vidall [2014). While early metrics
are theoretically sound and leverage the manifold structure of LDS spaces, they suffer from high compu-
tational cost, making them impractical in most machine learning settings (Hanzon & Marcus, [1982; |Gray),
2009). Originally designed for ARMA models, the Martin pseudo-metric (Martin, 2002) offers a practical
alternative and has later been extended to general LDS spaces and inspired kernel-based variants (Chaudhry
& Vidal, |2013). These measures have been generalized to nonlinear systems through the Koopman/transfer
operator framework (Fujii et al., |2017; [Ishikawa et al.| 2018). More recent work considers topological
conjugacy, where similarities can be defined via alignment methods (Ostrow et al., 2023} |Glaz, [2025) or
Optimal Transport (OT) between operator spectra (Redman et al., 2024). A related line of research studies
Wasserstein-type metrics on functional spaces such as [Antonini & Cavalletti| (2021), introducing OT be-
tween measures derived from the eigenvalues of normal operators.

The above approaches face key limitations. Norm-based measures and the Martin pseudo-metric are noise-
sensitive and lack interpretability. OT-based similarities improve interpretability by comparing spectral ge-
ometry, but they are restricted to self-adjoint operators and define pseudo-metrics rather than metrics. As
a result, no existing method combines theoretical soundness, robustness, and computational efficiency, and
defining a principled metric for dynamical systems remains an open challenge.

Contributions. In Section [3| we introduce a novel representation of transfer operators as distributions
over eigenvalues and associated eigenspaces on the Grassmann manifold. Building on this, we define
a new metric between dynamical systems via optimal transport between these distributions. We prove that
this metric is theoretically principled, computationally efficient, and robust under data-driven operator esti-
mation. We further establish spectral learning rates under weaker assumptions for reduced-rank Koopman
estimators, advancing the state of the art and providing finite-sample convergence guarantees for our met-
ric. Leveraging this geometry, we propose an algorithm to compute Fréchet means of dynamical systems.
Finally, in Section |4} we empirically demonstrate the advantages of our approach over existing metrics and
apply it to machine learning tasks and system interpolation.

2 BACKGROUND

Linear evolution operators. Let (X;).ct be the flow in some state space X whose governing laws are
temporally invariant, where the time index ¢ can be either discrete (T = Ny) or continuous (T = [0, 4+00)).
While the flows of many important dynamical systems are nonlinear and possibly stochastic, under quite
general assumptions they admit linear operator representations on a suitably chosen space of real-valued
functions 7 C R¥, henceforth referred to as observable space. Namely, letting ¢t € T, the transfer operator,
also known as Koopman operator for deterministic systems, A;: F — F evolves an observable f : X — R
for time ¢ via conditional expectation

[Ac(/)](z) == E[f(Xy) | Xo = 2], z € X. (1)

Clearly, since A;As = Ais, in the discrete-time setting the process can be studied only through the trans-
fer operator A := A; of one unit of time, typically a second. On the other hand, when time is con-
tinuous, the process is characterized by the infinitesimal generator of the semigroup (A4;);>o, defined as
L := lim;_,o+(A: — Id)/¢ that is a differential operator with domain in F that encodes the equations of
motion and generate dynamics as A; = eLt seeLasota & Mackey| (1994); Ross| (1995).

Spectral decomposition. The utility of transfer operator representations stems from its linearity on a suit-
ably chosen F that is invariant space under the action of Ay, that is A;[F] C F for all ¢ (a property that
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we tacitly assumed above), and rich enough to represent the flow of the process, i.e., it contains observables
from which we can reconstruct all the relevant information of the state (e.g. in the case of a stochastic sys-
tem distribution p; at any time ¢ ). Namely, using the spectral theory of linear operators [Kato| (2013)), under
suitable assumptions, one can spectrally decompose generator L= je (A P; + Nj)+P.L into distinct
complex scalars A\;E€C, called eigenvalues, forming point-spectrum and mutually commuting Riesz spec-
tral projectors P; that satisfy satisfy equations LP;j=\; P; and P.=I—}_, Pj, P; being of finite rank m;
(geometric multiplicity), N; being nilpotent, and j€.J being countably many. Assuming for simplicity that
F is a separable Hilbert space and L is a non-defective operator with purely discrete spectrum, e.g. stable
diffusion processes, see Ross|(1995), we have that L:ZjeN/\j 9; ®F fj, with Lf;=X\; f;, L*gj:)\ijgj’ and
(fi,9;)7=0;j, where (\;, f;, g;)en are eigen-triplets consisting of an eigenvalue, left and right eigenfunc-
tion, respectively. This, in turn, allows one to decouple the evolution of an arbitrary observable feF

E[f(X¢) | Xo = z0] = [Acf](x) = X ;ene™ (£, 9507 i (x0) = 3 jene™ €™ tm! (z0),  (2)

into modes mf = (fj,95)7f;+ X — R that evolve as scalar oscillators at timescales given by reciprocals

of 7; = R(A;) and frequencies w; = ¥(A;) / 27 in Hz (assuming time in seconds).

Learning transfer operators. In machine learning applications, dynamical systems are only observed, and
neither A nor its domain, such as the space of square integrable functions w.r.t. the equilibrium measure,
is known, providing a key challenge to learn them from data. The most popular algorithms (Brunton et al.|
2022) aim to learn the action of A: F — F on a predefined, possibly infinite dimensional, Reproducing
Kernel Hilbert Space (RKHS), resulting in estimating the restriction of A on H C F by projection, that is
Py A, H — H, typically via empirical risk minimization, [Kostic et al.[(2022). When # is given by a
universal reproducing kernel|Steinwart & Christmann|(2008)), meaning it is dense in F, such techniques have
strong spectral estimation guarantees |[Kostic et al.|(2023)), can forecast well the states Bevanda et al.[(2023);
Alexander & Giannakis|(2020), and evolve distributions of stochastic processes via kernel mean embeddings
Kostic et al.| (2024c). As an alternative, finite-dimensional H spaces can be used with sieve methods Kutz
et al. (2016) or be learned from data in the form of rich neural representations [Liu et al.| (2024), that can be
also trained to minimize the projection error HPﬁA‘H |l 7— = [Kostic et al.{(2024b). In these settings, a major
limitation of the existing statistical learning guarantees is assuming well-specifiedness, i.e., the existence of
an exact RKHS representation of A. A more realistic learning scenario requires that only the most relevant
spectral part of A lives in a suitable universal RKHS space.

Discrete optimal transport. Optimal Transport (OT) is a well-defined framework to compare probability
distributions, with many applications in machine learning [Peyré et al|(2019). In discrete OT, one seeks a
transport plan mapping samples from a source distribution to those of a target distribution while minimizing
a transportation cost. Formally, consider Zg = {z; € Z | i € [kg]} and Zp = {2] € Z | i € [kr]} as the
sets of source and target samples in a space Z. We associate to these sets the probability distributions pg =
D iclhs) %0z and pr = Y bidzy with (a,b) € AFS x AP and A" = {p € R | X5,y pi = 1}
the n-simplex. Let C € le_s *FT be the cost matrix with Cij = c(z;, z}) being the transport cost between z;
and z; given by the cost function c¢. The Monge-Kantorovich problem aims at identifying a coupling matrix,

also denoted as OT plan P* € ]Ris *FT that is a solution of the constrained linear problem:

min  (C,P)p st I(us,pur) ={P c R | P1=a P71 =0}, 3)
Pell(ps,pr)

where II(a, b) is the set of joint-distributions over Zg x Zp with marginals a and b. In what follows,
we denote L.(ug, pur) the application returning the optimal value of problem where c indicates the
cost function. A fundamental property of OT is that, under suitable conditions on the cost function, the

Wasserstein distance defined as W, (i1, v) £ (La» (1, z/))% is a metric on the space of probability measures
Villani et al.| (2008, Theorem 6.18).
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3  SPECTRAL-GRASSMANN OPTIMAL TRANSPORT (SGOT)

Problem setting and assumptions. Machine learning tasks on (stochastic) dynamical systems, such as
comparing trajectories, identifying regimes, or clustering dynamics, require a discriminative and compu-
tationally efficient notion of distance between observed processes. We address this by representing each
system through its associated Koopman/transfer operator and then introducing the SGOT metric to compare
them. To that end, let us formalize the problem setting and main assumptions.

(A1, Dynamical systems functional spaces and sampling) Consider N &€ N* time homogeneous,
Markovian dynamical systems defined on a common state space X and characterized by their generators
Ly: dom(Ly) C Fp—Fy defined on the respective spaces JFj, of observables XY —R, k€[N]. For every

ke[N], let Dpy={(z¥, y¥)}icin,) be a dataset of observations of the of the k-th system, consisting of consec-

utive states separated by time-lag At,. Notably, in the case of a single trajectory y* = z¥ -

Since data-driven methods can distinguish between systems only up to the temporal resolution at which the
observations are made Zayed| (2018), recalling equation [2] the systems differing in spectral components be-
yond the observable range of timescales 1/7; and frequencies w; are undistinguishable from measurements.
Therefore, we focus below on spectral projections of dynamics that can be learned from finite data.

(A2, Low rank) For every k€[ N] there exists r; €N such that r;, eigenvalues of Ly, closest to the origin are
separated from the rest of the spectrum, and let P<,., : F;,—JF;, denote the corresponding spectral projector.
Recalling the case of dynamical systems sampled at equilibrium, i.e. Fj, = Efrk (X) with 7, being the in-
variant measure of the k-th system, a central conceptual difficulty in introducing distance between systems
is that transfer operators for different systems naturally act on different spaces, and therefore cannot be com-
pared directly. To resolve this, we restrict each operator to a common reproducing kernel Hilbert space ‘H
that is included in the domain of all the transfer operators.

(A3, Common functional space) Let H be a separable RKHS associated with kernel «, such that for all

ke[N] it holds Im(P<,, Ly) C H C Fy. Hence, there exists representation Tj,=e"srs Lr)is - H—H with
spectral decomposition 71}, = Zj €ltn] N Qé‘? where ¢}, is the number of distinct eigenvalues.
Assuming the sufficient richness of the RKHS space, the shared domain above ensures the operators are
mathematically comparable via their restrictions. That this assumption is reasonable, it suffices to note that
for typical Langevin dynamics, a universal Gaussian RBF RKHS with properly chosen landscale parameter
contains a finite number of leading eigenfunctions of generators Lj, defined on /33” (X) spaces weighted by
Boltzmann distributions 7. Furthermore, one can formally build a finite-dimensional space H by choosing
exactly the basis of such a generator’s eigenfunctions; the complexity of the problem is then transferred to
learning H. Beyond this stochastic case, one can similarly work in other domains, see e.g. Colbrook et al.
(2025)); |Alexander & Giannakis| (2020); Bevanda et al.|(2023).

Spectral Grassmanian Wasserstein metric. Since the spectral decomposition of a non-defective operator
T}, into its eigenvalues and spectral projectors is uniquely defined up to a permutation, any meaningful com-
parison approach based on operators’ spectral decomposition must be invariant to permutations and change
of basis in which spectral projectors are expressed. While discrete optimal transport naturally provides in-
variance to permutations through the minimizing coupling matrix eq. (3), we need to design a ground metric
that takes into account both spectral and subspace aspects to obtain a true OT metric. This is done below,
where we define a Wassertein metric on the set of non-defective operators (complete proof in Appendix [C).

Theorem 1. Let H be a separable C-Hilbert space and S,.(H) the set of non-defective operators with rank
at most r € D. Let (G, dg) be the Grassmanian manifold of the space of Hilbert-Schmidt operators on H.
Given peN* and ne(0,1), let p: S.(H)—P,(C x G) and d,): (C x G)>* =R, be given by

D)2 jepg im0 vy and — dy(N V), (N, V)] 20|A = N[+(1-1) dg (V. V'), Q)
with | - | applied on polar coordinates A\, X', myo; = Zie[@] my, Vj the mj-dimensional vector space in

HS(H, H) spanned by the rank one operators of the right/left eigenfunctions associated with the eigenvalue
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eNi of T (same notation for T'). Then, (S.(H),ds) is a metric space, where ds : S,.(H)—R, is given by
dS (Ta T/) = de P (,LL(T), /U’(T/)) (5)

First, recalling equation [2| and |(A1)} note that while typically in data-driven methods datasets are sampled

at some frequency w;ef = 1/At;, to estimate eigenvalues e*: 2% of transfer operators Akm’“, we build a

metric using the difference in the generator eigenvalues. This is to compare Koopman modes’ eigenvalues

as physical quantities, since for the k-th system the observed time-scales are Tf /w,zef and the oscillating

frequencies w;" /w,zef . So, by re-normalizing eigenvalues, we can compare systems observed at different
time-scales in the universal time units. Further, we remark that assuming non-defective operators is not a
major bottleneck, since Theorem [I] can be extended to the space of general linear operators with rank at
most r by leveraging the Dunford-Jordan decomposition (Dunford & Schwartz, [1988)). In this case, the cost
metric in d,, compares the spectrum and subspaces of Jordan blocks.

Metric computation. In order to evaluate the SGOT metric, one needs to compute the cost matrix (see
section , i.e., d,, for each pair of spectrals. Following (A1) , let T" be an operator estimated from
samples { (i, Y;) }ic[n) With a kernel based method. Suppose that 7" admits [ eigenvalues, each with multi-
plicity m;. Let B;,c; € (C"*!)? be the control parameters of the left/right eigenfunctions related to the
i eigenvalue and preprocessed to form an orthonormal basis. Let 7’ be another estimated operator, and
M, £ {l/@(ei, €5)}(i.j)em)x[n) With €€{x,y}, be the cross-kernel matrices. For p = 1, the cost matrix
Ce ]lel is given by:

Cij =nlAi = Nj + (1= n)(mi + m; = 2Tr((B;My35)" (o] Mz ;)2 . (©)

With the rank r > max(l,1’), the time complexity of ds is in O(n?r? + r3log(r)) respectively due to
the cost matrix computation and the OT solver (that is negligible for small ). Consequently, ds and the
kernel metric computation are asymptotically equivalent, overcoming the usual computational drawbacks of
OT-based methods relative to kernel ones. If needed, both metrics can further benefit from standard kernel
scaling techniques [Meanti et al.| (2023).

Statistical guarantees. In the following, we show how using RRR estimators yields unbiased estimation of
the SGOT. To that end, consider Tj, = (Ck+~1) =2 [(Ck4+~I)~2CF ], where @’jzi D icing] Rk @Rk
@’;yzi Yicing] Kot @ my?ivf 0 and [-], denoting best rank-r approximation. As discussed above, one
can efficiently compute ds (77, T3) so that the following holds.

Theorem 2. Ler hold with k € (2], F=L2 (X) and k(z,z) < oo as. for x ~ . Let
E[CK] = C¥ and assume that for some a€[1,2] and B€[0,1] it holds that |||[(C*)T]*2" Ti||3— 2 <o and

\i(CEY< < i™YB fori € N. Given & € (0,1), if n is large enough and \,, < — %, then w.p.a.l. 1—6

in the i.i.d. draw of samples Dy and Dy it holds |ds(Ty, Ts) — ds(Ty, To)| < n~ CE) In(2671).

Sketch of Proof. To obtain this result, we needed to overcome the overly strong assumption of well-
specifiedness of H made in [Kostic et al.| (2023), which significantly reduces the applicability of those
bounds to estimate the distance between true generators Ly with high probability. By carefully treating

the approximation errors originating from rank reductions, 7}, being population version of 7T}, we obtain
ITe — Tl < ~*%" +e* under realistic assumption |(A3)l Furthermore, we derive an upper bound on the
operator norm || Tj, — Tillnon < VY P~In—llog(6~') w.p.al. 1 — §. Balancing the two terms gives
the bound on ||1~";c — Tk||- Next, we apply standard polar analysis and Davis-Kahan perturbation analysis

to derive the bound on d,) (T}, T}). Finally, the stability property of the Wasserstein distance gives the final
bound. Full proof is available in appendix [E] O
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Spectral Grassmann OT barycenter, parametric model and optimization. Computation of barycenters
is fundamental for many unsupervised methods; it is known as the Fréchet mean problem in metric spaces. It
consists in identifying an element that minimizes a weighted sum of distances to the observations. Formally,
given the importance weights vyE€AY, assuming (A3)} and p=2 in Theorem we aim to solve:

argmin Y yids (T, Ti)%, ™
TES, (H)ke[ N

By construction of ds, problem [7] corresponds to a free-support Wassertein barycenter estimation problem
which aims at optimizing the support of the atoms parametrizing the barycenter, in our case, its spectral de-
composition. State-of-the-art algorithms typically rely on a coordinate descent scheme, alternating between
transport plan computation and measure optimization (Cuturi & Doucet, |2014;|Claici et al.,|2018).
Whenever the RKHS 7 is infinite dimensional, the Fréchet mean problem (eq. (7)) is intractable. So we
restrain the optimization over a set of parametrized operators defined such that for any 8 £ (X, o, 3, x):

To:hecHr— Zie[r])\i<ﬂxai7 h)nkxBi € H €3]

where A € C", x € X™ are state space control points, and o, 3 € C™*" control parameters acting on the
representer functions kx = {k(.,2;)} e With & the kernel of H, ie. rxa; = > jen) fia; i While
these operators are compact with rank at most r, further constraints on the control points and parameters are
required to ensure a spectral decomposition (see eq. (2)). Together with the definition of discrete optimal
transport (see Section[2)), it leads to the constrained optimization problem:

Oé*K,B:I K:{ (.T,,l‘)}l’ [n]?
argmlng[z:v]% Pap st {E}‘Kﬁjzl» vjelr] P;ell(u(T iu(( z))e),]Vze[ N ©

where P = {P; };c[n]. T = {ﬁ}iem, such that (C;(0), P;) are the cost and transport matrices associated

to the Wasserstein metric ds defined in Theorem between the parametric operator Ty and T..

Following |Cuturi & Doucet (2014) and considering a differentiable kernel w.r.t the control points, we pro-
pose an inexact coordinate descent scheme with a cyclic update rule for optimizing problem[9] Each cycle
begins with the computation of the optimal transport plans, then the subsequent coordinate updates are per-
formed with a few gradient descent steps and a closed-form projection scheme to enforce the constraints. In
Appendix [D] we provide more detail about the computational and theoretical aspects of the barycenters.

4 NUMERICAL EXPERIMENTS

We now illustrate the benefits of our metric and barycenter through numerical experiments on dynamical
systems. We first study the behavior of different similarity measures under various shifts and compare them
on unsupervised and supervised machine learning tasks. Finally, we demonstrate the properties of operator
barycenters using our proposed algorithm on two simulated examples.

Compared similarity measures. In addition to our proposed metric SGOT, we compare other OT-based
similarities that focus solely on the eigenvalues (SOT) (Redman et al., 2024) or solely on the eigenspaces
using a Grassmannian metric (GOT) (Antonini & Cavalletti, 2021). We also include metrics induced by the
Hilbert—Schmidt and operator norms, as well as the Martin similarity (Martin, [2002).

4.1 COMPARISON WITH OTHER SIMILARITY MEASURES

Simulated system and shifts. First, we illustrate the behavior of different similarity measures between
dynamical systems with regard to variations of the spectral decompositions of their Koopman operators.
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Figure 1: Similarity measures’ behaviors under four scenarios of shifts of a linear oscillatory system: (a)
frequency shift, (b) decay rate shift, (c) operator rank/subspace shift, (d) sampling frequency variation. In
scenarios (a,b,c), metric values are normalized by their maximum.

We consider a referent linear oscillatory system that is the sum of two simple harmonic oscillators with
frequencies 0.5Hz and 1.0Hz, respectively, with a trajectory sampled at 200Hz. Considering the linear
kernel, we compare the Koopman operator of the referent system with those of shifted systems according to
four scenarios: (a) Frequency shift, changes the 1Hz harmonic frequency. (b) Decay rate shift, changes
the 1Hz harmonic decay rate. (c) Subspace shift (rank) gradually transforms the 1Hz sine wave into a
1Hz square wave signal using a Fourier decomposition of a square wave signal with increasing order. (d)
Sampling frequency shift where the system is sampled at different sampling frequencies instead of the
reference 200Hz. In each scenario, Koopman operators are estimated from sampled trajectories with the
RRR method (Kostic et al.,[2022) with rank fixed to twice the number of harmonic oscillators.

Results & interpretation. Values of the different metrics as a function of the shifts are shown in Figure[T]
In scenarios (a,b,c), our metric SGOT grows linearly with the shifts almost everywhere. In contrast, other
similarities tend to saturate quickly, and some even oscillate as shifts increase. In particular, OT-based
competitors exhibit extreme behaviors: the pseudo-metric SOT oscillates in the frequency scenario, while
GOT saturates fastest overall. Likewise, the Hilbert-Schmidt and operator metrics present both a saturating
and an oscillating behavior, introducing many local minima. . When changing the sampling frequency in
scenario (d), only GOT and our metric SGOT are robust and remain low and almost constant. Appendix [H
provides details and a sensitivity analysis of the n parameter in SGOT.

4.2 MACHINE LEARNING ON DYNAMICAL SYSTEMS

Experimental setup. We now illustrate and study the usability of our metric SGOT in machine learning
applications, both unsupervised and supervised, when sequential data are embedded by estimated opera-
tors governing their dynamics. In both experiments, time series are represented with Koopman operators
estimated with the RRR method (Kostic et al.l 2022) with a linear kernel. The experiments are run on 14
multivariate time series datasets from the UEA database (Ruiz et al., 2021)).

Dimensionality reduction. We first explore the dimensionality reduction capabilities of the different sim-
ilarity measures. For the 5 selected datasets and all similarities, the samples are embedded as 2D vector
with the T-distributed Stochastic Neighbor Embedding (T-SNE) Maaten & Hinton| (2008) method fitted on
the cross-distance matrix estimated with the similarity. Figure [2]illustrates the embeddings for the most dis-
criminative similarities on datasets EigenWorms (motion) and Epilepsy (biomedical). TSNE embedding for
all 5 datasets and metrics are available in Appendix [G.2] Figure[8] The Hilbert-Schmidt distance is too con-
servative, and no clusters or classes can be identified. For OT-based metrics, GOT better identifies classes;
however, they do not form distinct clusters as is obtained with our metric SGOT.

Classification experiment. We now quantify similarities” performances on a classification task. We per-
form a 10-iteration Monte-Carlo nested cross-validation for all datasets with a (0.7,0.3)-train/test split ratio
and no data preprocessing. We train K-NN classifiers with each similarity measure and validate the param-



Under review as a conference paper at ICLR 2026

1.0 sGoT Q 00, © s 1sGoT8 %,° /| 1 seGoT ° 200
better '\?O% s bg]gl‘b A » // better o '&,/
[ >
0.8 D% : 1 %% & g’,/ 1 ° bl T
ade oA § o oho }’ o M g o
= 061 S 0  J © afe 4 Sy
o) % o AR o ° 5 © e o ag®,
(0] e ,//:\/ P g 7
P 044 @~./r A@. @ // ] *-9-(
:&gd rﬁ o’ e ?gy/’
o X% T e
0.2 / / 1 /
/// /// /// © fold/dataset score
0.04 Y i 4 i 4 A avg. per dataset
! T T T T T T T T T T T T T T T T T T T T T T T T
00 02 04 06 08 10 00 02 04 06 08 10 00 02 04 06 08 10 00 02 04 06 08 10
Hilbert-Schmidt Operator SOT GOT

Figure 3: Classification performance (accuracy) comparison between SGOT and competitive metrics. Each
point represents a dataset accuracy, with SGOT on the y-axis and the competing metrics on the x-axis.
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Figure 4: Predictions of interpolated systems between two linear oscillating systems from the same ini-
tialization. Interpolated systems correspond to weighted Fréchet barycenter for three different metrics: (a)
Hilbert-Schmidt, (b) Hilbert-Schmidt with spectral decomposition constraints, and (c) our metric SGOT. The
interpolation is controlled by a ratio parameter y € [0, 1] which sets operators’ weights.

eters K (and the n-parameter for SGOT) with a 5-fold inner cross-validation. We report in Figure [3] the
accuracy performances between our metric SGOT and other metrics. Compared to Hilbert-Schmidt on oper-
ator metrics, SGOT performances are either equivalent or better by a large margin (large off-diagonal gap).
Importantly, SGOT outperforms SOT and GOT by combining information on spectral and eigensubspaces.
In Appendix [G} we provide further details on the experimental protocol and additional results, including a
full table of performances, critical diagram difference, and execution time.

4.3 BARYCENTERS AND INTERPOLATION OF DYNAMICAL SYSTEMS

Interpolation between 1D DS. In this experiment, we compare the interpolation between dynamical sys-
tems through the weighted Fréchet barycenters of their Koopman operators, estimated with a linear kernel,
for different metrics. The two systems are linear oscillatory systems, each being the sum of two simple
harmonic oscillators with different frequencies and decay rates, and additive Gaussian noise. The interpo-
lation is controlled by a ratio parameter v € [0, 1] with weights (1 — 7,~) in the Fréchet mean problem
equation |/} We compare (a) the Hilbert-Schmidt metric without spectral decomposition constraints given
by Tpar = (1 —7)T© 4+ 4T, (b) the Hilbert-Schmidt metric with spectral decomposition constraints,
and (c) our proposed metric SGOT. For (b) and (c), barycentric operators are estimated with the proposed
optimization scheme, and experimental settings are detailed in Appendix [H]

The interpolated predictions, starting from an identical initialization signal (in gray) containing all four
frequencies, are illustrated in Figure [] for all three metrics. In the Hilbert-Schmidt case (fig. la) leads
to overdamped systems V0 < v < 1. Adding spectral decomposition constraints on the Hilbert-Schmidt
barycenter (fig. [d] (b) mitigates the damping effects; however, the oscillatory frequencies and decay rate
converge to a local minimum close to initialization, as expected by the saturating behavior of the Hilbert-
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Figure 5: SGOT barycenter of Koopman operators of flows past static objects: a cylinder T(%) and a triangle
T, Each operator’s three leading right eigenfunctions are displayed and can be associated with the vortex-
shedding phenomenon of the fluids flowing from left to right.

Schmidt metric (see fig. [I). Only SGOT barycenters naturally interpolate between the two systems, notably
by retrieving the frequencies and the decay rates.

Interpolating fluid fiynamics.. We aim to compute the Hilbert-Schmidt  GOT SGOT
barycenter of two fluid dynamics systems. To that end, we
consider the Flow past a bluff object dataset 2025),
which gathers trajectories of time-varying 2D velocity and
pressure fields of incompressible Navier-Stokes fluids flow-
ing around static objects. We select two trajectories, one with
a cylinder object and the other with a triangular object. We
only kept the velocity field along the flowing direction for
each trajectory, leading to trajectories containing 242 samples
of 1024x256 grids, which we down-sampled to grids with a
256x64 resolution. We estimate a Koopman operator with lin-
ear kernel using the RRR method from each trajectory: T(%) _ _
for the cylinder and T™) for the triangle. The operators are Figure 2: T-SNE embeddings. Datasets on
restricted to the fourth leading eigenvalues and eigenfunc- TOWS, metrics on columns, classes in colors.
tions. We compute the SGOT barycenter with the optimization

scheme described in Appendix [D] with an initialization being the average of eigenvalues and eigenfunctions.
In Appendix [H we detail the experimental settings.

Figure [3] illustrates the non-conjugated right eigenfunctions of all three Koopman operators (cylinder,
barycenter, triangle). By symmetry of boundary conditions and the cylinder, the eigenfunctions in the
cylinder case have an axial symmetry that is lost with the triangle. SGOT by interpolating between both
introduces the asymmetry in the eigenfunctions of the barycenter.

EigenWorms

Epilepsy

5 CONCLUSION

In this paper, we proposed SGOT, a novel optimal transport metric between distributional representations of
transfer operators in the joint spectral-Grassmann space. The metric has strong theoretical properties, in-
duces a meaningful geometry for barycenters and interpolation, and can be computed efficiently. Numerical
experiments demonstrate the superiority of the proposed metric for machine learning tasks and system in-
terpolation. Our method opens the door to machine learning applications on dynamical systems, with future
work including dictionary learning and conditional prediction to accelerate numerical simulations.
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A RELATED WORK

Metric for linear dynamical systems. A substantial body of research addresses the comparison of
(stochastic) linear dynamical systems (LDSs) and linear state-space models (Afsari & Vidall, [2014). Early
methods exploit the Riemannian manifold structure of LDS spaces to define meaningful metrics (Hanzon
& Marcus| [1982)), with related developments in power spectral density spaces (Georgiou, | 2007), including
approaches based on Wasserstein metrics (Gray, 2009). However, these methods suffer from high compu-
tational cost. The Martin distance (Martin, |2002) offers a practical alternative, comparing ARMA models
via their cepstrum. It has been generalized to state-space models and shown equivalent to metrics based
on angles between observability subspaces (De Cock & De Moor, [2002; [Sinha et al.| 2024). Other ap-
proaches include kernel-based metrics derived from the Binet-Cauchy theorem (Vishwanathan et al., 2007)),
Kullback-Leibler divergence (Chan & Vasconcelos, [2005), and moment matching (Bissacco et al., [2007).
However, compared to the Martin distance, these metrics are sensitive to trajectory initial conditions, so
extensions have been proposed to address this issue (Chaudhry & Vidall 2013)).

Extension to nonlinear dynamical systems. For nonlinear dynamical systems, most work leverages the
Koopman framework to linearize dynamics. The Binet-Cauchy kernel has been extended to nonlinear sys-
tems (Fujii et al.l 2017) within this context. Another kernel leverages Koopman representation to compare
observability subspaces (Ishikawa et al.| 2018)). The latest has been used alongside a deep learning method
for estimating Koopman operators (ResDMD |Colbrook et al.| (2023)) in the case of continuous spectrum
(Sakata & Kawaharal 2024)). However, both kernels are sensitive to trajectory initial conditions like the lin-
ear case. In Mezi¢ & Banaszuk| (2004), the authors propose metrics to compare the asymptotic dynamics of
measure-preserving systems via Koopman representations, later extended to dissipative systems over finite
time (Mezicl, 2016)).

Metric for topologically conjugated dynamical systems. Recently, interest has grown in comparing neu-
ral network dynamics in neuroscience and deep learning (Klabunde et al.| [2025). Such comparisons often
consider topological conjugacy, leading to metrics on quotient spaces. [Redman et al.| (2022} [2024) show
that topologically conjugate systems share identical Koopman spectra and propose a pseudo-metric based
on optimal transport. (Ostrow et al.|(2023) extends Procrustes analysis to compare Koopman representations
up to orthogonal transformations, extending earlier work in the LDS setting (Afsari & Vidal, 2013)). |Glaz
(2025)) further generalizes these metrics to accommodate broader transformation classes.
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Optimal transport on functional spaces. A related direction studies measures on functional spaces.
Some works have studied measures on Gaussian processes (Masarotto et al., [2019; [Mallasto & Feragen)
2017), for which there exists a closed-form of the metric. In [Antonini & Cavalletti (2021)), the authors
propose a theoretical Wasserstein metric between measures derived from the spectral decomposition of nor-
mal operators. More recently, Zhu et al.[|(2024)) introduced a computable approximation of the Wasserstein
metric between measures on infinite-dimensional Hilbert spaces, obtained by restriction to linear mappings.

B LEARNING KOOPMAN TRANSFER OPERATORS WITH KERNEL METHODS

In many practical scenarios, A is unknown, but data from system trajectories are available. For such cases,
Koopman operator regression in reproducing kernel Hilbert spaces (RKHS) provides a learning framework
to estimate A, on EE(X ) [Kostic et al.| (2022). Let H be a RKHS with a bounded kernel & and feature
map ¢ such that k(x,y) = (é(x),¢(y)). We recall that the injection operator S, : H — L2(X) is
Hilbert-Schmidt Caponnetto & De Vito|(2007); |Steinwart & Christmann| (2008)), and thus so is the restricted
Koopman operator Z, := A Sy : H — L2(X).

The goal is to approximate Z, = A,S, by minimizing the risk R(G) = E;r ZieNE[(hi(XH—l) —
(Gh;)(X¢))? | X; = x| over Hilbert-Schmidt operators G' € HS (H), where (h;);cn is an orthonormal basis
of H. This risk admits a decomposition R(G) = Ro + Ens(G), where

Ro = ||Sxllfis = 1 Zxlfis > 0 and  Ens(G) = [AxSz = SxGlihis = [[AxSx = SxGliis (.02 (x)) (10)

are the irreducible risk and the excess risk, respectively. Using universal kernels, the excess risk can be made
arbitrarily small: infgeng(z) Ens(G) = 0.

A common approach is to solve the Tikhonov-regularized problem

in RY(G):=R(G G|)? 11
cun (G):=R(G) + v Gllis> an

with v > 0. Defining the covariance operator C, := S:S,; = E,.¢(z) ® ¢(z) and the cross-covariance
operator Cyy 1= S:Z, = EimNpqS(x) ® ¢(y) (where p is the joint measure of consecutive states), the

unique solution to equation |11]is the Kernel Ridge Regression (KRR) estimator G := C 1Cyy, where
Cy:=Cy +vIdy.

To approximate the leading eigenvalues of A, low-rank estimators are used. The Reduced Rank Regression
(RRR) estimator Kostic et al.|(2022) is the solution to equation E] under a rank-7 constraint:

C;l/QHC;l/QCmy]]T = arg min R’Y(G)’ (12)
GEB,(H)

where B,.(H) denotes the set of rank-r HS operators and [-],. is the r-truncated SVD.

Given data D = {(w4,¥;)}ic[n], empirical estimators are derived by minimizing the regularized empirical
risk ﬁV(G)::% e llo(i) — G*o(x:) 17 +~]|G| /4. Introducing the sampling operators for data D and
RKHS # by

S:H R st f +=[f(@))iem  and Z:H—R" st fe F=f w)licp,
and their adjoints by
SR 5 M stow s ﬁ Z wip(z;) and  Z: R 5 H  stowe ﬁ Z wi(y:),

i1€[n] i€[n]
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we obtain R7(G)=||Z—5G| 4g + 7[G|3s-
The empirical covariance and cross-covariance operators are:
C,:=58S, D:=2'Z, C,, :=52Z. (13)
The corresponding regularized empirical covariance is 67 = @c + v1dy. The kernel Gram matrices are:
= 85%, L:=272" (14)
The emplrlcal RRR estimator is then C’ 1/2 [[C 12¢ Cyylr. These empirical estimators can be expressed in

the form G = SUrVTTZ for matrices U,., V, € R”XT Kostic et al.| (2022), enabling the computation of
spectral decompositions in infinite-dimensional RKHS.

Theorem 1 (Kostic et al.| (2022)). Let 1 < r < n and G = §UTVTTZ where U,.,V,. € R"*", If
V.MU, € R™", for M = n=[k(yi, ;)i je[n)), is full rank and non-defective, the spectral decomposition

(Xi, fAi, {/;i)ie[r] of G can be expressed in terms of the spectral decomposition (XZ, Uy, Vi)ielr) of V. MU, as
@ = XZ*VT@/@Z\ and 7@ = :S'\*Urﬁi,for alli € [r].

RKHS embedddings into £2(X). We recall some facts on the injection operator S,. Note first that
S € HS (7—[, L£2(x )) Then according to the spectral theorem for positive self-adjoint operators, S has an
SVD, i.e. there exists at most countable positive sequence (¢;);cs, where J := {1,2,..., } C N, and ortho-
normal systems (¢;);c.; and (h;);cs of cl(Im(S,)) and Ker(S, )+, respectively, such that S;h; = o;¢; and
S;KJ = Ujhj,j S J

Now, given a > 0, let us define scaled injection operator S, : H — L2(X) as
S, = Zaﬂj @ hj. (15)
jed
Clearly, we have that S, = Sy, while Im .Sy = cl(Im(S;)). Next, we equip Im(S,) with a norm || - ||, to
build an interpolation space:

[H]o = fem(Sa) [ I1f]2 =D 0> (f.4

jeJ

C SPECTRAL-GRASSMANN WASSERSTEIN METRIC (SGOT) PROOF

C.1 MAIN PROOF

In this section we prove that S,.(H) can be endowed with a Wasserstein metric based on operator spectral
decomposition as summarized by the following theorem:

Theorem 3. Let H be a separable C-Hilbert space and S,.(H) the set of non-defective operators with rank
atmostr € D. Let (G, dg) be Grassmanian manifold of the space of Hilbert-Schmidt operators on H. Given
peN* and ne(0,1), let pu: S (H)—P,(C x G) and d,;: (C x G)>—R. be given by
D)2 e miz 00y, and  dg[(NV), (N V)]E0|A = N [+(1-n) dg(V, V'), (16)
with | - | applied on polar coordinates A\, N, miot = Ziem mi, Vj the mj-dimensional vector space in

HS(H, H) spanned by the rank one operators of the right/left eigenfunctions associated with the eigenvalue
e of T (same notation for T'). Then, (S.(H),ds) is a metric space, where ds: S,.(H)—R, is given by

ds(T,T") = Wa, p(u(T), u(T")). (17
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Discrete Optimal transport. For conciseness, we first recall discrete OT where one seeks a transport plan
mapping samples from a source distribution to those of a target distribution while minimizing a transporta-
tion cost. Formally, consider Zg = {z; € Z |4 € [ks]} and Zpr = {2} € Z | i € [kr]} as the sets of
source and target samples in a space Z. We associate with these sets the probability distributions pug =
Diclhs] %0z and pr = 3 c 1 bidzy with (a,b) € AFS x AP and A" = {p € RY | 3o,y pi = 1}
the n-simplex. Let C € le_s *FT be the cost matrix with Cij = c(zi, z;) being the transport cost between z;
and zj given by the cost function c¢. The Monge-Kantorovich problem aims at identifying a coupling matrix,

also denoted as OT plan P* € Rf_s *FT that is solution of the constrained linear problem:

min  (C,P)p st I(us,pur) ={P € R¥*" | P1=a P71 =D}, (18)
Pell(ps,pr)

where II(a,b) is the set of joint-distributions over Z¢ x Z7 with marginals a and b. In what follows,
we denote L.(ugs, pur) the application returning the optimal value of problem where c indicates the
cost function. A fundamental property of OT is that, under suitable conditions on the cost function, the
Wasserstein distance is a metric on the space of probability measures:

Theorem 4 (Theorem 6.18 in |Villani et al.|(2008)). Let (Z,d) be a separable complete metric space en-
dowed with its Borel set. Let p € N*, and P, (Z) the set of probability distributions on Z admitting moments
of order p. Consider the application:

1
W, : (uv) € P(Z) x P(2) = (Lan (1, v)) € Ry . (19)
Then, (P,(Z),W,) defines a separable complete metric space, known as a Wasserstein space.
Main proof. For proof correctness, we restrict the Grassmann manifold on Hilbert-Schmidt operators G to
the set of operators with rank at most r, denoted by G,.. This restricted space endowed with the Hilbert-
Schmidt norm is a complete metric space as detailed in Appendix [C.2] The next two propositions detail
the essential building blocks to derive a Wasserstein metric on S,.(H). Proposition [1| specifies an inclusion

map from S, (H) to a space of probability measures while proposition [2| defines a metric on the measures’
support space with sufficient topological properties to derive a Wassertein metric on S,.(H).

Proposition 1. Consider p € N* and the embedding map:
l;
piT € S(H)m > =00 €P(Cx Gy, (20)
iefl) et

where V; the m-dimensional vector space in HS(H, H) spanned by the rank one operators of the right/left
eigenfunctions associated with the eigenvalue e of T, and Mo = Eie[l] m;. Then, L is a one-to-one
inclusion map.

Proof. Let T # T’ € S,(H), both operators differ by at least one pair (\;,V;) € G,, by symmetry the
pair is associated to T'. Since (C, |.|) and (G, dg) are metric spaces, the singleton {();, V;)} belongs to the
Borel set. Therefore, pr((A;, Vi) = m;/myor while pur (Xi, Vi) =0, i.e pur # pr. O

Proposition 2. Consider n € (0,1), wyy € R%, and the application:
dy (A V), (N, V) € (Cx G )2 = nd =N+ (1—n)dg(V,V) € R, . (21)

Then, (C x G, dy,) is a separable complete metric space.

Proof. By proposition 4] (G, dg) is a separable complete metric space. Hence, for any € (0, 1), (C x
G,, d,) is a separable complete metric space as (C, dyq;) is homeomorphic to (C, |.|). O
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Note that we introduce a metric, d,q;, that compares Koopman modes’ eigenvalues from physics-informed
quantities, namely the time-scales p and the ocsillating frequencies w. The previous two propositions lead
to our main contribution, a Wasserstein metric on the space of non-defective finite rank operators S, (H):

Proposition 3. Consider € (0,1), p € N*, and the application:
ds : (T,T") € §;(H) x §,(H) = Wq, »((T), 1(T")) € Ry . (22)

Then, (S,(H),ds) is a metric space.
Proof. Application of theorem ] with Propositions[T]and O

C.2 GRASSMAN METRIC

A Grassmann manifold is a collection of vector subspaces of a given vector space. Such manifolds ap-
pear in a handful of applications whenever subspaces must be compared. The particular case of Grassman
manifolds gathering all equidimensional subspaces of a finite-dimensional real vector space has been ex-
tensively studied, see Bendokat et al.|(2024) for a thorough review. In our context, this particular setting is
limiting as we must consider a manifold including subspaces of various dimensions over a possibly infinite-
dimensional complex vector space. On such manifolds, a classical metric compares subspaces through the
associated orthogonal projectors with the operator norm (Andruchowl |2014). Unfortunately, this metric is
computationally expensive, and the topology it induces does not provide the necessary conditions to derive
Wasserstein metrics, namely, the separability. In the following proposition, we define a Grassmann manifold
with the necessary conditions to derive Wasserstein metrics.

Proposition 4. Let r € N* be fixed, and G, (H) denote the set of all closed vector subspaces of a (possibly
infinite-dimensional) separable Hilbert space H having dimension at most r. Endow G, (H) with the well-
defined metric:

dg : (U, V) € Gr(H) x Gr(H) = [[Pu = Pv|lus € Ry, (23)

where Py is the orthogonal projector onto U, and ||.|| s is the Hilbert-Schmidt norm. Then (G,.(H),dg) is
a separable complete metric space.

Proof. Before the main proof, we investigate the properties of an inclusion map, which is useful for deter-
mining the metric and completeness properties.

Lemma 1. The map i : V € G.(H) — Py € HS(H), which associates to any subspace the orthogonal
projector onto itself, is well defined and a one-to-one inclusion.

Proof. Since any V € G,.(H) is finite dimensional, it is closed, and the orthogonal projector P is a well-
defined bounded linear operator by consequence of the Hilbert projection theorem. Furthermore, since H
is separable, it admits an orthogonal basis, respecting the orthogonal decomposition H = V & V1. Since
dim(V) < r and by invariance of the Hilbert-Schmidt norm to change of basis, || Py ||#s is finite, more
precisely: ||[Py||%,s = dim(V) < r. Furthermore, for any V # V' € G.(H), Py # Py due to the
orthogonal decomposition H =V NV @ V/(VNV)a V' /(vnV)o (YUYt O

Lemma 2. P, = {Py |V € G,.(H)} is a closed subspace of HS(H) for the topology induced by the
Hilbert-Schmidt norm.

Proof. First notice that, P, C HS(H) and HS(H) is a Hilbert space, thus complete. Consider a sequence
(Pn)nen € P, converging to an element P € HS(H) (i.e. ||Pn — p|lns — 0), let’s prove that P € P,.

18
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Since P € HS(H), it follows that the adjoint operator P* € HS(H) exists and since ||P* — P|lys =
|P — P,|l3%s — 0, the operator P is self-adjoint P = P*. Furthermore by composition P? € HS(H), and:

|P? = Pllys < [|P? = P2llus + |P3 = Pallas + |1Pn — Pllus (24)
< ||P? — PZ|lns + | Po — Pllus (25)
<Py = Pllaus(I + || Pllas + | Prallas) (26)

Since || P, — P|lns — 0, it follows that P2 = P, meaning that P is an orthogonal projector. Let )V denote
the closed vector subspace associated to P. Since P is an orthogonal projector with a finite Hilbert-Schmidt
norm, V is finite dimentional, and dim(V) = || P||3,s < r, as || P,||3,s < r for any n € N. Thus P € P,,
indicating that P, is a closed subset of HS(H). O

Main proof. Since the map 4, defined in Lemmal [l is a one-to-one inclusion into the space HS(#H), the
metric derived from the Hilbert-Schmidt norm (||| #.s) induces a metric onto the space G, (#). Furthermore,
since P, = {Py |V € G.(H)} is a closed subset of a complete space by Lemmal|2] it is complete. Hence,
the metric space (G.(H),dg) is complete. Lastly, the space HS(H) is separable as it is homeomorphic to
‘H ® H, which is a separable space as the tensor product of the separable space H. Hence P, C HS(H)
is also separable by inclusion. Finally, the metric space (G,(?),dg) is separable and complete, which
concludes the proof.

O

D SPECTRAL GRASSMAN BARYCENTER

D.1 PROBLEM FORMULATION

Computing barycenters is a fundamental problem for many unsupervised methods. When data lie in a metric
space, it is known as the Fréchet mean problem. It involves identifying an element that minimizes a weighted
sum of distances to the observations. Formally, given the importance weights yEAY, assuming (A3)]
for p=2 in Theorem I| we aim to solve:

arg min Z Yids (T, Ty)?, (27)
TeS (H) ke[N]

By construction of ds, problem [7]corresponds to the estimation of Wasserstein barycenter over a set of finite
measures with support on a manifold embedded in a (possibly infinite-dimensional) Hilbert space. From
a theoretical standpoint, the existence (and uniqueness) of Wasserstein barycenters has been established in
several settings, including continuous measures (Agueh & Carlier, [2011), and discrete measures on finite-
dimensional Euclidean spaces (Anderes et al., 2016), and measures on geodesic spaces (Le Gouic & Loubes),
2017). In[Han et al.|(2024)), the authors address the case of continuous measures on infinite-dimensional met-
ric spaces. In our settings, we assume the existence of a barycenter in the closure of S,.(#), see discussion
on the extension to general operators in section |3} A formal proof would require extending previous works
to finite measures on manifolds in infinite-dimensional Hilbert spaces.

From a computational standpoint, problem [27] is closely related to the free-support Wassertein barycen-
ter estimation, which aims at optimizing the support and, optionally, the mass of the atoms parametrizing
the barycenter. State-of-the-art algorithms typically rely on a coordinate descent scheme (Wright, 2015),
alternating between transport plan computation and measure optimization with strategies including gradi-
ent descent (Cuturi & Doucet, |2014)), fixed point iteration (Alvarez-Esteban et al., 2016 [Lindheimy, [2023)),
stochastic optimization (Claici et al.| 2018 [Li et al.l [2020), or proximal operators (Qian & Panl [2021). In
our context, on the measure’s support, i.e., the barycenter’s spectral decomposition, must be optimized as
the eigensubspaces’ dimensions condition the masses according to the embedding map in eq. (16).
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A parametric problem formulation. Whenever the RKHS 7 is infinite dimensional (the finite case is
discussed in appendix [D.3)), the Fréchet mean problem (eq. (27)) is intractable in its original form. We
restrained the optimization over a set of parametrized operators defined such that for any 8 = A o, B,%):

where A € C", x € X™ are state space control points, and a, 3 € C™*" control parameters acting on the
representer functions xy = {’f(-vxj)}je[n] with « the kernel of.’H, ie. kxoy & Zjle[n] Ke; 0. While
these operators are compact with rank at most r, further constraints on the control points and parameters
are required to ensure a spectral decomposition (see Equation (2)). Together with the definition of discrete
optimal transport (see Section[2)), it leads to the constrained optimization problem:

{ a*Kpg =1 K = {r(i, %)} 1,5)e )2 (29)

i (Ci(0),P)p st po=1 .
af%f;“nzﬂ (0),Pi)r s BKB; =1,¥j €[] P;e(un,, jir,), Vi € [N]

i€[N]

where P = {P; }ic[n]s T= {ﬁ}iem, such that (C;(0), P;) are the cost and transport matrices associated
to the Wasserstein metric, ds defined in proposition between the parametric operator Tp and ﬁ

D.2 BARYCENTER ESTIMATION METHOD

An inexact coordinate descent scheme. In what follows, let X' be a bounded open set of R with d € N*
and k : X x X — R be a differentiable kernel. Following Cuturi & Doucet| (2014}, we propose an inexact
coordinate descent scheme with a cyclic update rule designed to converge to a stationary point of prob-
lem Each cycle begins with the computation of the exact optimal transport plans P to enforce sparsity.
This step is carried out with the algorithm of [Bonneel et al.| (201 1)), whose complexity depends on the num-
ber of eigenvalues, typically small in practice (Brunton et al., |2022). The subsequent coordinate updates
are performed using a few gradient descent steps with a first-order optimizer such as ADAM (Kingma &
Bal 2014)). It starts with the eigenvalues A, optionally followed by the state spaces control points x, for
which no optimization constraints exist. Next, the right eigenfunctions, 3, are updated only considering the
normalization constraints: 87 K3; =1, j € [r]. Finally, the left eigenfunctions, cx, are updated considering
the affine constraints: a*K3 = I, leading to an iterated closed-form projection scheme detailed in Equa-
tion (33). Algorithm [T] summarizes the full procedure, and further implementation details are provided in
the next paragraphs. We usually repeat 10 gradient descent steps in experiments when updating X\, o, 3 and
x at each cycle.

Update right eigenfunctions. We detail the UpdateRightEigenFunctions step of Algorithm[I] Let A, x, o
and P be fixed; we aim to perform minimization steps of problem [29| with regard to 3, the parameters
controlling the right eigenfunctions. Each optimization step consists of a first-order gradient descent step
followed by a projection of each eigenfunction on the RKHS unit sphere as described in Algorithm 2]

Update left eigenfunctions. We detail the UpdateLeftEigenFunctions step of Algorithm I} Let A, x, 3
and P be fixed; we aim to perform minimization steps of problem [29] with regard to «, the parameters
controlling the left eigenfunctions. Each optimization step consists of a first-order gradient descent step
followed by a projection onto the manifold induced by the spectral decomposition constraint: a* K3 = 1.
Algorithm [3]describes the optimization procedure, and the next paragraph discusses the projection.

Projection step. Let & € C™*" be the estimated parameters controlling the left eigenfunctions after a gra-
dient descent step without constraints. Hence, these parameters might not verify the spectral decomposition
constraint. We aim to identify the closest parameters, proj(a) € C**", for the RKHS metric and lying
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Algorithm 1 Spectral Barycenter

Require: T 2 {ﬁ}ie[N] €S, (H)V,
1: 02 (\a,B,x) Initialization(f)
2: while not converged do
P + ComputeTransportPlans(Ty, f)
A « UpdateEigenValues(0, P, ’_ZA")
if optimize control points then
. x < UpdateControl Points(6, P, T)
B < UpdateRight EigenFunctions(6, P, f)
o+ UpdateLeftEigenFunctions(6, P, JA“)

~

9 P« ComputeTransportPlans(Ty, T)
return 6, P

e A A

> O[)(’I'(lf())‘ parameters, see eq. (@

> See T/n)()/‘(’mm and Se('l/'()/7|Z|

> Detailed in Alg()rir/1m|2|
> Detailed in A/g()/'ir/zmm

Algorithm 2 UpdateRightEigenFunctions

Require: 6 = ()\,x,a,ﬁ),P,f
1: while stopping criteria not met do
2: 3 < Gradient descent step of J(0,P;T) w.r.t 3.
3: fori € [r] do
4: L B: « Bi/\/ BKB;

return 3

> 1 being the number of eigenfunctions

> Projection on the RKHS unit sphere

Algorithm 3 UpdateLeftEigenFunctions

Require: 6 = ()\,x,a,ﬁ),P,’f
1: while stopping criteria not met do
2: & <+ Gradient descent step of J(0,P;T') w.rt c.
3 aca-p ((&*Kﬂ —1) (ﬂ*K,@)’l)

return «

> Manifold Projection, see below.
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on the manifold induced by the spectral decomposition constraint. It leads to a constrained optimization
problem:

Proj(@) £ argmin Tr((a—a)'K(a—a))

o (30)
st. a’Kg=1

Considering the real representation of the problem, it becomes a convex problem, and since r < n, it is
strictly feasible. Strong duality holds by Slater’s constraint qualification. As the optimization function J and
constraints are differentiable with respect to «, the KKT conditions are necessary and sufficient conditions
to characterize the optimum. The Lagrangian can be expressed as:

L(a,p,v) £ Tr (o — 8)"K(a — @) + pT(Re(@’KB) ~ ) + vT(Im(a’KB)) . (31)
Taking Wirtinger derivative notation, the optimal primal-dual variables verify:

Val(o,p,v)=Kla—a+B(p—iw)T)=0
{ VuL(o,p,v) =Re(a*KB) —1=0 (32)
VoL(o, p,v) =Im(a*K3) =0

Regarless of the rank of K, &« — & + B(p — iv)T = 0 always verifies the first optimality equation. It leads
to the projector:

Proj(@) =a -6 ((@Ka-T)(8'K8) ). (33)

D.3 CASE OF FINITE-DIMENSIONAL RKHS

Consider H be finite d-dimensional RKHS with the orthonormal basis f = {f;};c[q. For instance, H is
based on a functional dictionary as used in extended DMD (Kutz et al., 2016). Let S,.(7) be the set of
non-defective compact operators acting on H with rank at most r < d. We aim to solve:

argmin Y vids(T,T;)% , (34)
TeZ,.(H) i€[N]

with v € AN the importance weights, {7} € Z,.(H) | i € [N]} estimated operators, and ds defined in
Theorem [1| given n € (0,1) and p = 2. For any compact operator acting on #H with rank at most r, there
exists coefficients A € C”, and control parameters of the functional basis a, 3 € C?*" such that:

Ty:heH— > Nlfas,h)ufs, €H, (35)

€[]

where fo, £ Y., jifjs f3, = 2 jcq Bjifj» and 8 = (X, e, B). To ensure non-defectiveness of Ty further
constraints are imposed on the control parameters, which leads to the constrained optimization problem:

al;\gmﬁin ZiG[N] 'VidS(T&ﬁ)Q
7a7
st. a*B=1 (36)

BiBi=1, Vie]r]
Note that this optimization problem is related to the infinite-dimensional problem defined eq. (9) by assuming
the control points to be fixed such that the kernel matrix is the identity matrix, i.e. K = I. It follows that the

optimization procedure described in the case of infinite-dimensional RKHS in Appendix also handles
the finite-dimensional case.
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E PROOFS OF STATISTIC RESULTS

We now prove the main statistical results in this section.
Theorem 2. Let [(AI{(A3)| hold with k € 2], Fr=L2 (X) and k(z,x) < oo a.s. for x ~ m. Let
E[CF] = C* and assume that for some a€[1,2] and B€(0,1] it holds that |||[(C*)T] T T3 <oco and

\i(CEY< < i™YB fori € N. Given 6 € (0,1), if n is large enough and A, < — %, then wp.a.l. 1-5

in the i.i.d. draw of samples Dy and Dy it holds |ds (T, Ts) — ds(Ty, To)| < n~ CE) In(2671).

Proof of Theorem[2] Without loss of generality, we can assume that the operators eigenvalues are of multi-
plicity 1. Then the discrete distribution representation of the operator T}, provided in equation @ becomes

1

T2 =3 000 0.3 () 37
Similarly
~aa 1
D)= 2 el O3, 1.9, (k) (38)

Stability of the ds metric. =~ Next by definition of ds in equation [5|and the triangular inequality applied
to the Wasserstein metric:

|ds (T, To) — ds (T, To)| < Wy (w(Th), u(Th)) + Wy (1(T2), 1(T2)). (39)
We recall that W, (u(T3,), 1(T})) is defined as:
Tk Tk l/p
W, T ) f = i Cp . P7, 5 R
o (1(T0). (T1)) (Pen‘g}ggm(m ;; i ,J>

where the cost matrix Cy, = (c¢;,j); je[r,] is defined as

Cij = d”l((/\l(k)a Vl(k))7 (/\](k)v ﬁj (k))) >0, Vi,je€ [rk]’
and the set of uniform transport plans is:

Huniform(Tk) = {P c R:_k X7k

1 1
Pl— —1, P'1= —1}.
e rr

Then we note that the transport plan 7; ; = 1/r, for any i € [ry] and m; ; = 0 for any i # j belongs to the
set uniform (7 ). Consequently

Tk Tk

~ 1 <&
WZI; (M(Tk)7M(Tk)) < ZZ Cf] T = a Z wa 40)
i=1 j=1 S =1

In view of equation 49| below, we prove w.p.a.l. 1 — ¢ that

_m[ax]{cm} Sen(d):=n" ey In(267Y), Vke[2.
1E|TE

Then we get with the same probability
W ((Te), p(Ti)) S ™9 In(28571), vk € [2],
and consequently we obtain the final bound on ‘dg(ﬁ, Ty) — ds(Ty, T3)| in view of equation
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Bounding the learning error |7 — 7||.  For brevity we set || - || for the operator norm || - [|¢— 2 and
|| - [|# for the Hilbert-Schmidt norm || - [[zg(2¢,7). For any k, we introduce the population RRR and Ridge
operators as

Tyy = (CE4n D)2 [(CE4nD)2CE 1., TR = (CE+~)7ICE,.

Then we have the following Bias-Variance decomposition in operator norm:

1T — fk” <|NTk = T || + [|They — ka . 41
=: ai “Bias” =: ag “Variance”
Bias term ;. 'We have
ar < ||Ty = T + 1T, = Tes |- (42)

Next since P<,, ApSx, = Sz, T, we get

S P<r, ApSx, = CETy,

and
T, = (CF+~1)'ChTy + (CF + 1)~ S, P2, Ax, Sry
= Ty = A(CE + 1)~ (CE)@D/(CE) DTy 4 (CF 4 41) 7182, PE,, Ar, S,
Therefore,
1T — T < AI(CE + A1)~ (CE) D2 [(CEYT T + \%HP@AM Nen
< AV ()P o T | + %‘HP;&AMH 3)

We tackle now the second term in the right-hand side of equation[#2] We note first that
T = Ty = (CF + 1) 71O, (I = 1L, ).

Hence we get

1 _ \/CH
ITE, = Tho |l < ﬁorm((@’? +ol)7V2Cy,) < Ve 1P, Al (44)

Combining equation 42| equation |43 and equation 44| with the assumption |||[(C*)T]“2 T} | 5w <00, we
obtain the following control on the bias:

am —a 2\/cn
ay = T — Te || < A D2(CHT T + Ve 1P<,, Ar|

2./c
Sy L IV P AL 45)
Nai
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Variance term a>.  We note first
Th = T = (CF +41)V2(CE + D)2 (T, — T
Taking the operator norm, we get

ag = | Ty = Tull < |1CF +AII72I(CE +4D)* (Thy = Ti) | < —= i + 1) (T = Ta) .

V7

Define By := (C* + 1)~/ 2Cg’fy. An analysis of the variance of the RRR estimation (see Sections D.3.4.
and D.4 and more specifically Lemma 1 and the proof of Proposition 18 in Kostic et al.| (2023))) gives for
any d € (0,1) wpal. 1 -4

1 ~
az < \FH(C;; +71)1/2(Tk~,7 =1yl

1 _ o1(By) -

< ———Iné '+ (1 Inéot. (46)

nl/2y(5+1)/2 Vm o7, (Bi) — 07,1 (Br)
Combining the previous display with equation[45] we get w.p.al. 1 — ¢
~ 1
a—1)/2 -1
2\/c 1 B
+ HIIPirkAkH - (1+ > 91(Bx) ) mét. @7
Val Van o7, (Br) — 0741 (Br)

alogn
"S-~ 2(a+p)’
assuming in addition that the gap gap,,, is bounded away from 0. Then, for v € (0, 1) small, the dominating
terms in the above display are the first two terms and we propose to balance y using only those two. Hence

we get for v < n” B wpal 1—-4§

Since we assumed that the spectrum of A; decreases exponentially fast to 0, that is A and

T — Tk” <n~ ot ? In oL, (48)

Perturbation bounds. For simplicity we assume here that the all the eigenvalues admit multiplicity 1. By a
standard Davis-Kahan perturbation argument, we get

lvi = ;| <&l | T = T7]

T—T
&~ &1 < e V=10

gap,

T—-T
s — Bl < g LZ=20

7

Final Bound on the metric. An union combining equation [48|for any k& € [N], we get w.p.a.l. 1 — 4 that
the condition in equation [50]in Lemma [5]is satisfied with

co=¢€1 = niﬁ ln(N(Sil) =: 571,(6)'

Propositionl 5|guarantees w.p.a.l. 1—J that for any k& € [N], the operators T, fk with corresponding spectral
decomposition (v; (k) P(k)) and (z?i(k) P-(k)): Vi € [rg),

(CONITINRC))
[dy (", P, @7 P))| < 2v2 ”g(k)y@(k”' W(0), Vi), Vke[N.  @9)

O
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E.1 AUXILIARY RESULTS

We propose a control on the metric dy,(+, -). For simplicity, we assume that all the eigenvalues of the Koop-
man transfer operators are of multiplicity 1.

Proposition 5. Let £9,e1 € (0,1/2) be an absolute constant such that, for any i € [r],

|Vi - Vi| < ||§zH||1/Jz||€0 and ||-Pz _ﬁz” < Mﬁlo
] i gap;

(50)
Then we have for any i # j € [r]
[dy(vi, i), (v, ) = do (@i, P2). (0, )|
<ov3 <(||si||wi|| y |sj||||wj||) - (n@nwin y ||fj||||wj||> ) |

|vil |vj] gap; gap;

Similarly for any i € [r]

ot P, P <2 (I I

Proof of Proposition[5] The metric d,, is a convex combination of two parts.

We focus on the distance between generator eigenvalues, which is the same as the polar distance d,,,; be-
tween transfer operator eigenvalues. Similarly as above, we have by the triangular inequality

|dvat (v, V') = doar (D, 7")| < ||(7,w) = (7, @)l|2 + [[(7',w") = (7, )2

Using Lemmal[T] we get that

() = (@ < v — 5 + arcsin (=20 s
T,w) — (7,0 v—1U arcsin [ ————— | .
o ineE o]
Assume the relative eigenvalue error is small:
lv—7o| W -7 1
<e< —. 52
T ST 2

Under equation[52|we have || > (1 — £)|v| and therefore

lv —? g2
= < <1,
ST ARl T a1 —e)

so the argument of arcsin(-) lies in (0, 1) as required. Moreover, since arcsin(x) is Lipschitz near 0 and
arcsin(z) < (m/2)x for all z € [0, u], we get

|1/719|2> 7 |v— 0

arcsin( — < — —.
4fv|[?] 2 4fv|[p]

Hence

A A ~ ™ N s
Ir0) = 03 < v =5 (14 o) <= 9P (14 o)
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and therefore

A . I v — D
I(r,w) = (7@l < v =71y [1+ gr—ps < VI (53)

since || < 1 for all transfer operator eigenvalues.

Apply the same bound to (¢/,7’) and combine with the first display to obtain, for each matched pair of
eigenvalues,

v=p| [ —7
+ 2= )
] ]

Now apply this inequality to every eigenvalue pairs ¢ # j € [r]. In view of equation we get

IilllIwill 1€ 1111

il ;]

’dval(ya V/) - dval(ﬁv ﬁl)‘ S (

‘dval(Via Vj) - dval(ai7/y\j)| S, ( ) €0, VZ 7&,7 S ['I’], (54)

For the Grassmanian part, we have for any i # j € [r]

I — Pi|| - ||1P; - B

PP (P, - Py < o (1] letusT
gap; gap;

Combining the last two displays gives the first result. The second result follows from a similar and actually
simpler argument. O

Lemma 1. Let 21 = et and zo = r9e'%2 be complex numbers in polar form with r1,79 > 0 and
0,05 € [0,277). Then

6, — 6
|21 — z2|” = (r1 — 72)* + 2r1r2 (1 — cos(61 — 02)) = (r1 — r2)® + 4rirs sin2< ! 5 2).

Proof. Write the difference and compute its squared modulus:

|21 — 22|2 = \Tleiel — 7‘26i92|2 = (rlewl - rzeiez)(rle*wl — rge*wz).

Expanding yields

|21 — 202 =12 4+ 12 — 1o (ei(el_gz) + e_i(91_92)).
Using e'? + e~%® = 2cos ¢ with ¢ = 0; — 0 gives
|21 — 20|% = 72 4+ 12 — 2r 1y cos(6; — 6-).
Rearrange the first two terms as a perfect square plus a correction:
72 412 — 2rirocos ¢ = (rf + 13 — 2r1rg) + 2r17ra(1 — cos @) = (11 — ro)? 4 2r17a(1 — cos @).

Finally, apply the trigonometric identity 1 — cos 2 = 2sin®(x/2) to obtain

2r1r9(1 — cos @) = 4rirg sinQ(g)7

which yields the claimed expression. O
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F COMPARISON WITH OTHER SIMILARITY MEASURES

F.1 EXPERIMENT PROTOCOL

Simulated system and shifts. We consider a referent linear oscillatory system that is the sum of two
simple harmonic oscillators with frequencies 0.5Hz and 1.0Hz, respectively, with a noisy trajectory of length
4001 samples sampled at 200Hz, which is an additive Gaussian noise with standard deviation of le — 2.
We compare the Koopman operator of the referent system with those of shifted systems according to four
scenarios:

(a) Frequency shift, changes the 1Hz harmonic frequency from 0.6Hz to 2.5Hz in 39 evenly spaced
frequencies.

(b) Decay rate shift, changes the 1Hz harmonic decay rate from -0.3 (diverging) to 3.0 (converging)
in 67 evenly spaced rates.

(c) Subspace shift (rank) gradually transforms the 1Hz sine wave into a 1Hz square wave signal using
a Fourier Decomposition of a square wave signal with increasing order up to 50. Series formulation
of a square wave signal: s(t) = £ 37 | =15 sin((2n + 1)t).

(d) Sampling frequency shift where the system is sampled at different sampling frequencies ranging
from 100Hz to 300Hz instead of the reference 200Hz. Performed in 19 evenly spaced sampling
frequencies.

Koopman operators are estimated from sampled trajectories in each scenario with the RRR method (Kostic
et al.;2022). We consider the linear kernel, the context (sliding window) is set to one second, the operators’
rank is always fixed to twice the number of harmonic oscillators, and the Tikhonov regularization is set to
le — 8.

Compared similarity measures. We consider our proposed metric SGOT set with n = 0.5. SOT, an
OT-based similarity comparing eigenvalues (Redman et al., 2024). GOT, an OT-based similarity compar-
ing eigensubspaces with a Grassmannian metric and weighted by the normalized eigenvalues (Antonini &
Cavalletti, 2021). Note that compared to its theoretical definition, we extend the similarity to non-normal
operators by taking the absolute value of eigenvalues. We also included the metrics induced by the Hilbert-
Schmidt and Operator norms, and the Martin similarity (Martin, 2002)), which compares poles of LDS trans-
fer functions.

F.2 ABLATION STUDY FOR PARAMETER 7) OF SGOT

Following the same protocol presented in the previous paragraph, we compare our proposed metric
SGOT with the parameter controlling the balance between eigenvalues and eigensubspaces 7 ranging in
[0.1,0.2,...,0.9]. Results are presented in Figure @ In scenarios (a,b,c) for any n, SGOT behaves piece-
wise linearly, where the ascent gets steeper for scenario (a,b) as 1 decreases (eigensubspaces have more
weights in the cost function). For scenario (c), SGOT behaves similarly for all 7. Finally, SGOT becomes
slightly more sensitive to the sampling frequency as 7 decreases. In (d), the metric scale is not normalized,
and the metric values remain relatively small.
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Figure 6: Influence of the n parameter in SGOT under four scenarios of shifts of a linear oscillatory system:
(a) frequency shift, (b) decay rate shift, (c) operator rank/subspace shift, (d) sampling frequency variation.
In scenarios (a,b,c), metric values are normalized by their maximum.

G MACHINE LEARNING ON DYNAMICAL SYSTEMS

G.1 EXPERIMENTAL PROTOCOL

We evaluate similarity performances on a time series classification task. We selected 14 multivariate datasets
from the UEA database (Ruiz et all [2021) whose main characteristics are described in Table [I] For
each dataset, we estimate operators for individual time series of n samples with the RRR method (Kos-
tic et al.,|2022), with the linear kernel, a Tikhonov regularization of 1e — 2, an arbitrary sampling frequency
fsamp = min(100, (n/2) * 0.2) and a context window wj,, = min(50,7,/2). Once all operators are es-
timated, we perform a 10-iteration Monte-Carlo cross-validation with a 0.7/0.3 train/test split without any
preprocessing step. To perform classification, we consider K-Nearest Neighbors (K-NN) estimators defined
with similarities: Hilbert-Schmidt, Operator, Martin (Martin, 2002), SOT (Redman et al., [2024), GOT (An-
tonini & Cavalletti, [2021)), and our metric SGOT. Note that the initialization-invariant Binet-Cauchy simi-
larity has been excluded from this experiment as it relates to the Martin distance. At each cross-validation
iteration, the number of neighbors (K) and the parameter 1 for SGOT metric are set by grid search with a
5-fold cross-validation on the train set. K peaked between 1 and 10 and ) € [0.01,0.1,0.5,0.9, 0.99]. Scores
are evaluated in terms of accuracy, and a training time limit has been set to 5 hours per dataset/metric pair.
The experiment has been seeded for reproducibility.
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Table 1: Datasets main characteristics: Size: number of time series, Channels: number of dimensions per
time series, Length: time series length, Classes: number of classes.

| #Size  #Channels Length #Classes

AtrialFibrillation 30 2 640 3
BasicMotions 80 6 100 4
Cricket 180 6 1197 12
EigenWorms 259 6 17984 5
Epilepsy 275 3 206 4
ERing 300 4 65 6
FingerMovements 416 28 50 2
HandMovementDirection | 234 10 400 4
Handwriting 1000 3 152 26
Heartbeat 409 61 405 2
NATOPS 360 24 51 6
SelfRegulationSCP1 561 6 896 2
StandWalkJump 27 4 2500 3
UWaveGestureLibrary 440 3 315 8

G.2 ADDITIONAL RESULTS

Classification accuracy table. In addition to scores comparison plots between our metric SGOT and com-
petitive similarities in the main body (see Figure [3), Table 2] provides mean and standard deviation of accu-
racy scores per dataset and metric computed over the 10 iterations. Our metric SGOT is the best performer
on all datasets, followed by GOT, another OT-based metric that only refers to eigensubspaces in its cost func-
tion. Also, SOT, a third OT-based similarity comparing operator, only from eigenvalues, performs poorly.
Incorporating eigenvalues and eigensubspaces within the cost function improves performance on numerous
datasets. By being more conservative (see Figure I)), Hilbert-Schmidt and Operator underperform compared
to SGOT. Note that the Operator norm times out on Heartbeat. Lastly, Martin distance performs poorly and
fails on some datasets due to its ill-definedness in some settings.

Table 2: Classification accuracy scores. Datasets on rows and similarities on columns. Best and second best
performers are highlighted. Accuracy scores are denoted: < mean > + < std >.

\ Hilbert-Schmidt Operator Martin SOT GOT SGOT
AtrialFibrillation 0.31 +0.07 0.324+0.13 0.274+0.09 024+0.14 04+0.12 0.44 +0.13
BasicMotions 0.48 +0.15 0.51+0.13 03+0.06 035+0.1 0.8 £0.07 0.93 +0.05
Cricket 0.33 +0.05 0.28 £0.05 0.07 £0.03 0.11 £0.04 0.63 £0.04 0.85 =+ 0.05
ERing 0.79 + 0.04 0.74 £0.05 0.154+0.04 0.39+0.04 0.85+0.01 0.87+0.03
EigenWorms 0.6 +£0.04 0.57 +0.04 1] 0.57 +£0.06 0.71 £0.04 0.88 = 0.03
Epilepsy 0.46 + 0.05 0.52 + 0.06 1] 0.34 +0.04 0.78 £0.04 0.93 +0.03
FingerMovements 0.51 £ 0.05 0.54 £+ 0.03 0 051 +£0.05 0.51=£0.05 0.57+0.03
HandMovementDirection 0.23 +0.04 0.23+0.03 0.27+0.04 0.21+0.05 024+0.05 0.29+0.03
Handwriting 0.12 +0.02 0.124+0.02 0.054+0.01 0.05+0.01 0.21+0.02 0.42+0.02
Heartbeat 0.7 £0.04 1] 0.71 £0.04 0.69+0.02 0.74+0.04 0.73 +0.04
NATOPS 0.76 4+ 0.04 0.73+£0.05 0.254+0.04 041004 0.74=£0.04 0.77 £ 0.04
SelfRegulationSCP1 0.57 +0.02 0.56 + 0.03 0 0.57 £0.05 0.56 £0.03 0.61 £ 0.02
StandWalkJump 0.5 £0.15 0.41 +0.13 1] 0.394+0.13 03+0.13 0.69 = 0.16
UWaveGestureLibrary 0.24 £+ 0.04 0.21 +0.05 0 0.134+0.02 047 £0.03 0.64 = 0.04

avg. rank (lower is better) |  3.11 & 1.03 375£1.13 517+143 4394+1.23 257+1.18 1.27+0.73
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Computation times. During the classification experiment, we kept track of all metric computation time,
which we average per metric in Table|3] Operator norm is the least efficient metric, followed by the Hilbert-
Schmidt. The most efficient similarities are Martin and SOT; however, they performed poorly. SGOT and
GOT are slightly less effective than Martin and SOT but much more efficient than Hilbert-Schmidt and
Operator.

Table 3: Average computation time per similarity on all validation folds.
Hilbert-Schmidt Operator Martin SOT GOT SGOT

4.96ms 13.04ms 0.02ms 0.03ms 0.14ms 0.12ms

Critical diagram difference. Considering results from all 10 iterations of the Monte Carlo cross-
validation, we compute the critical diagram difference to statistically compare all metric performances based
on rank. The diagram is depicted in Figure[/| The test significance level is set to 0.05. We use Friedman’s
test to reject the null hypothesis (All metrics’ performances are similar) and compute the critical differences
using the Nemenyi post-hoc test. Results show that SGOT is the best performer and statistically different
from the second performer (SGOT).

6 5 4 3 2 1
| 1 1 1 1 1 1 1 1 |
Main —s2st 1 seoT
Operator —29214 32929 Hilbert-Schmidt

Figure 7: Critical diagram difference for comparing metrics’ performances on a classification task. The
classifiers are K-NN defined with the metrics: Hilbert-Schmidt, Operator, Martin, SOT, GOT, and SGOT
(ours). Computed from the performance of all 10 iterations of the Monte Carlo cross-validation. The
test significance level is set to 0.05, the null hypothesis is rejected with Friedman’s test, and the critical
differences are computed using Nemenyi post-hoc test.

2D T-SNE embeddings. We illustrate the dimensionality reductions capabilities of the different similarity
measures. We selected 5 datasets from fields including human activity recognition, motion recognition, and
biomedical applications. For the 5 selected datasets and all similarities, dataset samples are embedded as a
2D vector with the T-distributed Stochastic Neighbor Embedding (T-SNE) Maaten & Hinton|(2008) method
fitted on the cross-distance matrix estimated with the similarities: Hilbert-Schmidt, Operator, Martin, SOT,
GOT, and SGOT. Figure [§|displays the embeddings for all 5 datasets and metrics. On the Eigenworms and
Epilepsy datasets, Martin is ill-defined, and the similarity values cannot be computed. No clusters or classes
can be identified for Hilbert-Schmidt, Operator, Martin, and SOT. Regarding other OT-based metrics, GOT
better identifies classes; however, they do not form distinct clusters as obtained with our metric SGOT.
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Figure 8: T-SNE 2D-embeddings of the classification datasets: BasicMotions, Cricket, Ering, EigenWorms,
Epilepsy based on similarities: Hilbert-Schmidt, Operator, Martin, SOT, GOT and SGOT (ours). Each point
represents a dataset sample (a time series) whose color corresponds to its class. The Martin similarity is
ill-defined on EigenWorms and Epilepsy datasets; thus, the corresponding T-SNEs are missing.

H BARYCENTER OF DYNAMICAL SYSTEMS

H.1 INTERPOLATION BETWEEN 1D DYNAMICAL SYSTEMS

Experimental settings. In this experiment, we compare the interpolation between dynamical systems
through weighted Fréchet barycenters of their Koopman operators, estimated with a linear kernel, for dif-
ferent metrics. The two systems are linear oscillatory systems, each being the sum of two simple harmonic
oscillators with different frequencies and decay rates, and additive Gaussian noise. The first system T(©)
combines a convergent low frequency oscillator (w = 1.7Hz, p = —0.2, amplitude=1.0) with a divergent
high frequency oscillator (w = 4.7Hz, p = 0.2, amplitude=0.2) . The second system T) is reversed; it
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combines a divergent low frequency oscillator (w = 0.7Hz, p = 0.2, amplitude=1) with a convergent high
frequency oscillator (w = 11.3Hz, p = —0.2, amplitude=1). Both systems are noisy with a Gaussian noise
with variance 02 = le — 4. The systems Koopman operators are estimated with the RRR methods (Kostic
et al., [2022) from trajectories of length 5000 samples at 800Hz. RRR estimator is set to estimate a rank 4
operator with context window of 400 samples, a linear kernel, and Tikhonov regularization of 1le — 8. The
interpolation is controlled by a ratio parameter « going from O to 1 in 0.1 steps. At each interpolation step,
the weights in the Fréchet mean (see equation [/]) are (1 — y, ). We compare (a) the Hilbert-Schmidt metric
without spectral decomposition constraints given by Ty, = (1 — )T + +T@) (b) the Hilbert-Schmidt
metric with spectral decomposition constraints, and (c) our proposed metric SGOT. For (b) and (c), the
barycentric operators are estimated with the proposed optimization scheme described in appendix [D} In both
cases, the initialization of the barycenter corresponds to the average of eigenvalues and eigenfunctions. For
the Hilbert-Schmidt (b), the barycenter optimizer is set with a 3e — 5 learning rate, a maximal number of it-
erations of 2000, with 1 gradient descent per coordinate at each iteration, the stopping criteria corresponds to
a consecutive metric error lower than le — 6. For the SGOT (c), n = 0.9, and the barycenter optimizer is set
with a 1e — 2 learning rate, a maximal number of iterations of 200, with 10 gradient descent per coordinate at
each iteration, the stopping criteria corresponds to a consecutive metric error lower than le — 6. Finally, for
displaying the predicted signals from the interpolated barycenter in Figure ] all predictions started with the
same initialization set, being the first 400 samples of a linear system that is the sum of 4 harmonic oscillators
of the systems to interpolate.

Additional results. For all constrained Hilbert-Schmidt (b) and SGOT (c) interpolated barycenters, we
kept track of the decay rate and frequency of the two associated harmonic oscillators, the loss values, and the
computation time. Figure[9]displays the normalized losses decrease per gradient descent step for each metric
and interpolation step. The representation is in gradient descent step as the number of iterations and gradient
descent step per cycle differ from metric to metric. In Figure 10| we display the decays and frequencies
of the interpolated barycenters. In particular, Figure 0] shows that the barycenter algorithm has converged
for any metric and interpolation step. However, Figure [10| shows that constrained Hilbert-barycenter (b)
remains stuck in a local minima close to the initialization. In contrast, the SGOT barycenter perfectly
(linearly) interpolates the decay and frequency between the source and target systems. Furthermore, the
average computation time per gradient descent step is 13.11ms for the constrained Hilbert-Schmidt, while
being 2.29ms for our metric SGOT, meaning that the barycenter algorithm is approximately 6x faster with
the SGOT metric compared to the Hilbert-Schmidt.

H.2 FLUID DYNAMIC INTERPOLATION

Experimental settings. We aim to compute the barycenter of two fluid dynamics systems. To that end, we
consider the Flow past a bluff object dataset (Tal1 et al.| [2025), which gathers trajectories of time-varying
2D velocity and pressure fields of incompressible Navier-Stokes fluids flowing around static objects. We
select two trajectories, one with a cylinder object (Huggingface dataset file: harmonic/93) and the other with
a triangular object (Huggingface dataset file: skeleton/48). For each trajectory, we only kept the velocity
field along the flow direction, leading to trajectories containing 242 samples of 1024x256 grids, which we
down-sampled to grids with a 256x64 resolution. We estimate a Koopman operator with a linear kernel
using the RRR method from each trajectory sampled at 100Hz with a context window of 1, and a Tikhonov
regularization of 1. The operators are restricted to the fourth leading eigenvalues and eigenfunctions. We
compute the SGOT barycenter with the optimization scheme described in Appendix [D|with an initialization
being the average of eigenvalues and eigenfunctions. For the SGOT (c), = 0.01, and the barycenter
optimizer is set with a 1e — 4 learning rate, a maximal number of iterations of 100, with 10 gradient descent
per coordinate at each iteration, the stopping criteria corresponds to a consecutive metric error lower than
le — 6.
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Figure 9: Normalized loss value per gradient descent step for the constrained Hilbert-Schmidt (b) and SGOT
(c) barycenter for any interpolation step.
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Figure 10: Decay rates and frequencies of the two harmonic oscillators associated with the interpolated
barycenters for the constrained Hilbert-Schmidt (b) and the SGOT (c) metrics. The source system harmonic
oscillator is in red, and the target system harmonic oscillator is in green.
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