
Com2: A Causal-Guided Benchmark for Exploring Complex Commonsense
Reasoning in Large Language Models

Anonymous ACL submission

Abstract

Large language models (LLMs) have mastered001
abundant simple and explicit commonsense002
knowledge through pre-training, enabling them003
to achieve human-like performance in simple004
commonsense reasoning. Nevertheless, LLMs005
struggle to reason with complex and implicit006
commonsense knowledge that is derived from007
simple ones (such as understanding the long-008
term effects of certain events), an aspect hu-009
mans tend to focus on more. Existing works fo-010
cus on complex tasks like math and code, while011
complex commonsense reasoning remains un-012
derexplored due to its uncertainty and lack of013
structure. To fill this gap and align with real-014
world concerns, we propose a benchmark Com2015
focusing on complex commonsense reason-016
ing. We first incorporate causal event graphs017
to serve as structured complex commonsense.018
Then we adopt causal theory (e.g., intervention)019
to modify the causal event graphs and obtain020
different scenarios that meet human concerns.021
Finally, an LLM is employed to synthesize ex-022
amples with slow thinking, which is guided by023
the logical relationships in the modified causal024
graphs. Furthermore, we use detective stories025
to construct a more challenging subset. Exper-026
iments show that LLMs struggle in reasoning027
depth and breadth, while post-training and slow028
thinking can alleviate this.029

1 Introduction030

Large Language Models (LLMs) have made signif-031

icant advances in various fields (Plaat et al., 2024;032

Ying et al., 2024), demonstrating strong general-033

ization and reasoning capabilities. Through mas-034

sive pre-training, LLMs (Liu et al., 2024; Yang035

et al., 2024) can learn and extract knowledge from036

large amounts of unlabeled text. Recent iterations,037

such as OpenAI’s o1 (OpenAI, 2024) and Deepseek038

R1 (Liu et al., 2024), have further enhanced these039

models’ reasoning abilities by implementing test-040

time scaling strategies. These strategies encourage041
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Figure 1: (a) An one-step reasoning question. (b) Users
care more about uncommon outcomes.

longer Chain-of-Thought (CoT) to handle more 042

complex queries, mimicking human-like reflection 043

and correction mechanisms to improve reasoning. 044

While these improvements have focused largely 045

on tasks related to math (AIME) and code (Quan 046

et al., 2025), the realm of complex commonsense 047

reasoning remains relatively unexplored. 048

In this paper, we introduce Com2, a benchmark 049

designed specifically to assess the complex com- 050

monsense reasoning in advanced LLMs. We argue 051

that, despite their impressive performance on ex- 052

isting benchmarks (Wei et al., 2022b; Xiong et al., 053

2024), LLMs are not inherently adept at handling 054

complex commonsense reasoning. In real-world 055

scenarios, humans frequently solve complex prob- 056

lems that involve long, multifaceted chains of com- 057

monsense reasoning. These problems often require 058

integrating simple and explicit commonsense con- 059

cepts, sometimes with cognitive biases or thinking 060

traps. As shown in Figure 1 (a), an example of cur- 061

rent one-step commonsense reasoning tasks, which 062

can be easily answered once the relevant knowl- 063

edge is known. While, we highlight LLMs, even 064

with the use of test-time scaling, the endogenous de- 065
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fect of LLMs may lead to failure in thinking traps,066

such as uncommon scenarios (“playing basketball067

with calcium deficiency” in Figure 1 (b)).068

The challenge of curating a complex common-069

sense reasoning dataset stems from two primary070

factors. First, unlike math or code, the expres-071

sion of commonsense knowledge is often informal072

and context-dependent. While mathematical or073

programming tasks typically have clear and for-074

malized rules, commonsense reasoning is more075

nuanced and susceptible to interpretation, which076

complicates creating structured datasets. Second,077

commonsense reasoning tasks rarely have a univer-078

sally accepted ground truth, which makes datasets079

ambiguous or difficult to use. This lack of clear,080

objective answers can lead to confusion and incon-081

sistencies in commonsense reasoning benchmarks.082

To address the above challenges, we first adopt083

causal event graphs (CEGs) (Ding et al., 2019; Du084

et al., 2021) as a representation of complex com-085

monsense knowledge, as CEGs encode complex086

and logically rigorous relationships among events.087

Based on CEGs, the most likely outcome is treated088

as the assumed truth. Hereafter, we use causal089

theory (Pearl and Mackenzie, 2018) to apply modi-090

fications such as intervention on CEGs to construct091

different commonsense reasoning scenarios, which092

meet human concerns. Finally, we synthesize rea-093

soning tasks (Com2-main) of direct, decision, tran-094

sition, intervention, and counterfactual based on the095

modified CEGs. Apart from Com2-main, we addi-096

tionally propose a more challenging set Com2-hard,097

which is based on detective stories and consists of098

decision, intervention, and counterfactual tasks.099

Based on Com2, we first evaluate a wide range100

of existing LLMs and then conduct several in-depth101

analyses. We have the following key findings and102

insights: (1) commonsense reasoning remains a103

significant challenge for LLMs, as even with long104

thinking chains, performance does not always im-105

prove and may even degrade; (2) LLMs possess106

acceptable counterfactual reasoning abilities after107

massive pre-training; (3) LLMs have limited rea-108

soning breadth, which causes them to struggle with109

uncommon or sudden scenarios. (4) equipping110

LLMs with post-training or slow thinking can alle-111

viate the above limitations; Our main contributions112

can be summarized as follows:113

• We are among the first to propose a bench-114

mark Com2 which focuses on complex com-115

monsense reasoning domains.116

• We propose to use causal event graphs and 117

causal theory as the backbone to create com- 118

plex questions to meet real-world concerns. 119

• We comprehensively evaluate existing LLMs 120

to gain insights for developing more capable 121

LLMs on complex commonsense reasoning. 122

2 Background 123

2.1 Causal Event Graph 124

Causal event graph (CEG) (Ding et al., 2019; Hein- 125

dorf et al., 2020) is a directed acyclic graph denoted 126

as G = {V, E}. Figure 2 (a) shows an example of 127

CEG, where V is a set of nodes, and each node vi 128

represents a natural language event such as “acci- 129

dent”. E is a set of directed edges, and each edge 130

(vi, vj) indicates a causal relationship from vi to 131

vj , which means vi is the cause and vj is the effect. 132

CEGs are semi-structured, which entail rigorous 133

logical relationships among events. A CEG can 134

represent a piece of complex and implicit common- 135

sense knowledge, as this knowledge usually spans 136

multiple documents and extends over time, making 137

it difficult to directly express in text. 138

2.2 Causal Theory 139

We adopt causal theory (Pearl and Mackenzie, 140

2018) to create different scenarios to match the 141

concerns of users. We introduce two operations: 142

Intervention is an external action that actively 143

manipulates a variable X to observe its causal ef- 144

fect on an outcome Y , denoted as do(X), breaking 145

the natural dependencies of X on its prior causes. 146

Figure 2 (b) shows an intervention on “smoke”. 147

With intervention, we can influence common situa- 148

tions and steer events in a less typical direction. 149

Counterfactual refers to a hypothetical scenario 150

that explores what would have happened if a partic- 151

ular past event had been different, typically denoted 152

as YX , where X is a variable that did not occur in 153

reality. Figure 2 (c) shows a counterfactual, where 154

“D-day” is an event that has occurred. Counterfac- 155

tuals allow us to create hypothetical scenarios. 156

3 Benchmark: Com2 157

To bridge the gap between user concerns and model 158

capability in complex commonsense reasoning, 159

we propose Com2 benchmark. As shown in Fig- 160

ure 3, its creation involves 4 steps: (1) Event 161

Proposal proposes concrete and abstract events 162
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Figure 2: Three examples of (a) causal graph, (b) intervention, and (c) counterfactual, respectively.

for counterfactual and other scenarios, respec-163

tively. (2) Causal Chain Proposal constructs164

causal chains to build simple scenarios. (3) Causal165

Graph Proposal leverages causal theory to synthe-166

size diverse causal graphs, building complex sce-167

narios to meet user concerns. (4) Com2 Synthesis168

generates multi-choice and multi-select examples169

based on the causal graphs to build the benchmark.170

Refer to Appendix A for all prompts.171

3.1 Event Proposal172

To construct causal graphs, we first propose some173

events as the seeds for generation. Specifically, we174

collect k diverse events from an existing causal175

event graph (Heindorf et al., 2020), and use them176

as k-shot exemplars to prompt ChatGPT (Achiam177

et al., 2023) to generate two types of events:178

• Concrete: a concrete event eci is a real-world179

occurrence that has taken place, distinguishing it180

from abstract events. These events are proposed181

for counterfactual causal graph construction.182

• Abstract: an abstract event eai is a general-183

ized occurrence not bound to a specific time, place,184

or instance. It represents categories of actions or185

phenomena. Abstract events are proposed in prepa-186

ration for the other types of causal graphs.187

Finally, we propose n concrete and n abstract188

events, denoted as Ec = {ec1, ec2, · · · , ecn} and189

Ea = {ea1, ea2, · · · , ean}, respectively.190

3.2 Causal Chain Proposal191

Based on the concrete and abstract events Ec and192

Ea, we create corresponding causal chains to act as193

the basis for constructing causal graphs. Each event194

in Ec and Ea serves as the root event of its respec-195

tive causal chain. We then use carefully designed196

prompts with ChatGPT (Achiam et al., 2023) to197

generate concrete and abstract causal chains of 5198

events. Hence, each concrete or abstract causal199

chain represents a specific simple scenario.200

Finally, we obtain n concrete and n abstract201

causal chains, denoted as Sc = {sc1, sc2, · · · , scn}202

and Sa = {sa1, sa2, · · · , san}, respectively. 203

3.3 Causal Graph Proposal 204

To align with the concerns of users, we adopt the 205

causal theory (Pearl and Mackenzie, 2018; Xiong 206

et al., 2022) and then create 5 kinds of causal 207

graphs, which are demonstrated as follows: 208

• Direct: based on each abstract causal chain 209

sai (Direct in Step3), the direct causal graph mirrors 210

sai . This reflects the long-term impact of a certain 211

event, which is the simplest scenario. 212

• Decision: for each abstract causal chain sai , we 213

employ a prompt to generate another causal chain 214

with undesirable outcomes (Decision in Step3). 215

The new chain shares the same root event as sci , 216

forming a decision graph with sai . This represents 217

a complex scenario leading to negative outcomes. 218

• Transition: for each abstract causal chain 219

sai , we use a prompt to generate another causal 220

chain with causal transitive problems like scene 221

drift (Xiong et al., 2022) (Transition in Step3). As 222

the causal chain or the reasoning depth increases, 223

the plausibility may gradually diminish. This tran- 224

sition graph simulates such complex scenarios. 225

• Intervention: based on each abstract causal 226

chain sai , we intervene in sai to cut off the causal 227

transmission from the root event to the tail event. 228

Next, we employ a prompt to generate another 229

causal chain with a lower probability of occurring 230

than sai to form the intervention graph (Intervention 231

in Step3). This intervention graph shows a complex 232

scenario where a sudden event occurs and causes 233

the causal chain to take an uncommon direction. 234

• Counterfactual: for each concrete causal 235

chain sci , we first create a counterfactual event of 236

the root event in sci , and then use a prompt to create 237

a counterfactual causal chain and form the counter- 238

factual graph (Counterfactual in Step3). According 239

to the causal theory, this should represent the most 240

challenging scenario among all types. 241

Finally, we acquire 5 kinds of causal graphs, 242

each representing a complex scenario. They could 243
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Slow Thinking: ··· ···
Answer: B) Flooding

Step1 
Event Proposal

Step2 Causal Chain Proposal

Step3 Causal Graph Proposal
Step4 Com2 Synthesis

Figure 3: The whole workflow of Com2 construction: (1) Event Proposal employs LLMs to propose concrete and
abstract events; (2) Causal Chain Proposal synthesizes causal chains based on the proposed events; (3) Causal Graph
Proposal adopts causal theory to generate various causal graphs based the synthesized causal chains; (4) Com2

Synthesis creates multi-choice and multi-select questions with slow thinking, which is guided by the causal graphs.

be used to create complex commonsense reasoning244

problems to align with the concerns of users.245

3.4 Com2-main Synthesis246

At this step, we synthesize Com2-main with 5 tasks247

featuring complex commonsense reasoning ques-248

tions based on the causal graphs. Specifically:249

• Direct: based on each direct CEG, we use the250

head event to formulate a multiple-choice (MCQ)251

to ask for a long-term outcome, with the tail event252

as the answer. Distractors are added as alternative253

options. This task aligns with the concern of users254

about the long-term impact of events.255

• Decision: for each decision CEG, we em-256

ploy the root event to create a multi-select ques-257

tion (MSQ) to seek suggestions for preventing un-258

acceptable events. Valid interventions serve as cor-259

rect answers, with distractors as alternatives. This260

task aligns with the user about seeking advice.261

• Transition: for each transition CEG, we create262

an MCQ with the root event to ask for a long-term263

outcome. The tail event in the causal chain with264

transitive problems is a distractor, while the tail265

event in the reasonable chain is the answer, with266

additional distractors as alternatives. This measures267

the reliability of LLMs as reasoning depth grows.268

• Intervention: for each intervention CEG, we269

create an MCQ with the root event to ask for a270

long-term outcome. The intervention is an addi-271

tional event added to the problem. The tail event in272

the intervened causal chain serves as a distractor,273

and the tail event in the reasonable causal chain is274

the answer. Additional distractors are included as275

alternatives. This task aligns with the user concern276

about the outcome when sudden events occur. 277

• Counterfactual: for each counterfactual CEG, 278

we use the concrete causal chain and the counterfac- 279

tual event to create an MCQ to ask for a long-term 280

outcome. Some distractors are included as alter- 281

natives. This aligns with the user concern about 282

long-term outcomes in hypothetical scenarios. 283

Finally, for each example in each task, we addi- 284

tionally provide a slow thinking, which is guided 285

by corresponding CEG and consists of systematic 286

analysis, divide-and-conquer, self-refinement, and 287

context identification (Wu et al., 2024). Hence, the 288

above 5 tasks form Com2-main. 289

3.5 Com2-hard Synthesis 290

Besides Com2-main, we aim to create a more chal- 291

lenging version of Com2. Since detective stories 292

feature multiple interwoven clues, requiring com- 293

plex combinations of reasoning to deduce the con- 294

clusion. This leads to a far more complex sce- 295

nario than previous CEGs. Inspired by this, we 296

develop Com2-hard based on BMDS (Hammond 297

and Stern, 2022). BMDS is a collection of over 400 298

stories comprising annotations for the key clue, and 299

evidence. Specifically, we first provide ChatGPT 300

with the detective story to extract the criminal(s). 301

Next, ChatGPT summarizes all the facts and ac- 302

tions of all individuals involved in the story (de- 303

noted as clues). Finally, we create 3 tasks: 304

• Decision: we create an MSQ to ask for sug- 305

gestions to prevent the crime from occurring. All 306

plausible interventions to the crime are treated as 307

answers. Some distractors will be incorporated to 308

form options. The slow thinking is also guided by 309
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Com2 Dir. Dec. Trans. Inter. Counter. Total

Main 500 500 500 500 500 2,000
Hard - 418 - 418 418 1,254

Table 1: Statistics of Com2 benchmark

the case-solving route in the detective story, and310

has the same actions as each Com2-main task.311

• Intervention: we exclude the key clue in the312

clues, and then create a MCQ to ask for the crimi-313

nal(s). The key clue serves as an intervention added314

to the question. The criminal(s) is treated as the315

answer. Some suspects will be incorporated to316

form options. The slow thinking is guided by the317

case-solving route in the detective story, and has318

the same actions as each Com2-main task.319

• Counterfactual: we first create a counterfac-320

tual based on the detective story, and then create321

a MCQ to ask for the outcome of a counterfactual.322

The counterfactual outcome serves as the answer.323

Some distractors are incorporated to form options.324

The slow thinking is guided by the case-solving325

route and the counterfactual, which has the same326

actions as each Com2-main task.327

3.6 Com2 Statistics328

We conduct the above process to create Com2, the329

API of ChatGPT we used is gpt-4o-mini. As330

shown in Table 1, there are 500 examples for each331

task in Com2-main, and 418 examples for each task332

in Com2-hard. Examples can refer to Appendix C.333

3.7 Human Evaluation334

We conduct a human evaluation to evaluate the335

quality of Com2. The details (such as the pay and336

agreements) of the human evaluation can be re-337

ferred to Appendix B. By providing human annota-338

tors with the causal graphs, humans can achieve av-339

erage accuracies of 92% and 90% for Com2-main340

and Com2-hard, respectively. The reliability of the341

slow thinking process is 88%. These demonstrate342

the quality of Com2 is satisfactory.343

4 Experiments344

4.1 Investigated LLMs345

Based on Com2, we adopt a wide range of different346

kinds of LLMs to evaluate the complex common-347

sense reasoning capabilities of them:348

• General LLMs: (1) Qwen (Yang et al., 2024):349

7B Qwen2-Instruct. 7B, 14B, and 32B Qwen2.5-350

Instruct. (2) LLaMA (Dubey et al., 2024): LLaMA-351

3.1-8B-Instruct. 1B and 3B LLaMA-3.2-Instruct.352

(3) Gemma (Team et al., 2024): 9B and 27B 353

Gemma2-it. (4) ChatGPT (Achiam et al., 2023): 354

GPT-4o and GPT-4o-mini. 355

• Reasoning LLMs: (1) Open-O1 (Team, 356

2024), which is a reasoning-tunned LLM based 357

on LLaMA-3.1-8B-Instruct. (2) Marco-o1 (Zhao 358

et al., 2024), which is a reasoning-tunned LLM 359

based on Qwen2-7B-Instruct. (3) R1-distilled (Liu 360

et al., 2024), which is a reasoning LLMs based on 361

LLaMA-3.1-8B and from DeepSeek-R1. (4) QwQ- 362

32B-Preview (Yang et al., 2024), which is a 363

complex reasoning LLM based on Qwen2.5-32B. 364

(5) o1-mini, which is a powerful reasoning LLM 365

developed by OpenAI. 366

4.2 Evaluation Details 367

For each task in Com2, we adopt accuracy to quan- 368

tify the performance of each LLM. Specifically, for 369

decision task that consists of multi-select questions, 370

we design a soft strategy. For each multi-select 371

question, the accuracy is determined by the pro- 372

portion of correctly predicted answer choices in 373

the full set of correct answers. A perfect match 374

scores 1, partial matches are scored based on the 375

fraction of correct choices predicted, predictions 376

with wrong choices score 0. 377

We follow a zero-shot setting to evaluate each 378

LLM. Each LLM is asked to provide a CoT (Wei 379

et al., 2022b) first and then give the answer. All 380

evaluation prompts can refer to Appendix D. 381

4.3 Overall Results 382

The overall results are shown in Table 2, from 383

which we can have the following observations: 384

(1) For nearly all LLMs, the average perfor- 385

mance on Com2-main is higher than that on Com2- 386

hard. This is because Com2-hard features multiple 387

interwoven clues, requiring different and complex 388

combinations of reasoning to reach conclusion. 389

(2) According to the causal theory (Pearl and 390

Mackenzie, 2018), Counterfactual should be the 391

most difficult task. Interestingly, LLMs perform 392

better on Counterfactual than on Decision, Tran- 393

sition, and Intervention tasks. We suppose LLMs 394

might obtain adequate hypothetical reasoning ca- 395

pability through massive pre-training. 396

(3) Almost all LLMs perform better on Direct 397

than on the other tasks, as this might come from the 398

fact that LLMs just need to reason through a causal 399

chain only. LLMs might perform satisfactorily in 400

terms of reasoning depth. 401
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LLMs Main Hard Overall
Dir. Dec. Trans. Inter. Counter. Avg. Dec. Inter. Counter. Avg.

General

Qwen2-7B 80.20 59.25 47.60 34.00 69.60 58.13 28.13 57.76 78.23 54.71 56.42
Qwen2.5-7B 83.40 67.83 49.80 32.80 73.40 61.42 31.13 51.07 74.88 52.36 56.89
Qwen2.5-14B 80.40 66.95 48.20 31.80 72.00 59.84 34.94 51.79 75.84 54.19 57.02
Qwen2.5-32B 83.60 65.16 48.80 33.80 72.40 60.73 30.21 54.89 79.19 54.80 57.77
LLaMA-3.1-8B 83.20 58.04 47.00 30.40 71.40 58.01 37.62 48.93 74.16 53.56 55.79
LLaMA-3.2-1B 68.20 27.16 35.60 24.20 47.20 40.52 3.14 27.92 28.95 20.01 30.27
LLaMA-3.2-3B 81.20 58.04 40.20 29.20 72.40 56.20 21.22 48.45 62.20 43.96 50.08
Gemma2-9B 78.20 11.99 45.20 26.40 68.40 46.16 43.20 53.46 77.75 58.13 52.15
Gemma2-27B 77.40 60.29 49.20 28.40 69.60 56.97 45.73 49.64 75.36 56.90 56.94
GPT-4o-mini 83.20 62.54 49.20 31.40 71.20 59.50 33.46 53.46 78.95 55.29 57.40
GPT-4o 80.60 66.43 48.40 32.20 68.80 59.26 45.10 56.09 77.99 59.72 59.49

Reasoning

Open-O1 75.60 41.67 43.80 30.40 60.00 50.29 62.47 52.03 71.05 61.84 56.07
Marco-o1 77.60 41.77 43.60 31.80 65.80 52.11 62.64 53.94 71.77 62.78 57.45
R1-distilled 75.20 56.51 43.40 30.00 68.20 54.65 60.22 54.24 73.64 62.70 58.68
QwQ-32B 79.80 59.82 47.40 32.00 64.60 56.70 41.81 44.39 69.86 52.01 54.36
o1-mini 80.00 32.64 47.80 30.00 66.60 51.48 43.44 51.79 74.40 56.54 54.01

Table 2: The overall performance of various LLMs on Com2. Dir., Dec., Trans., Inter., and Counter. represent
Direct, Decision, Transition, Intervention, and Counterfactual, respectively. “Avg.” denotes the average performance
across all tasks in Com2-main or Com2-hard. “Total” indicates the overall performance on Com2.

(4) On Com2-main, Transition and Intervention402

are much harder than the others. This reveals that403

LLMs might possess an issue with insufficient han-404

dling of long causal dependencies when reasoning405

depth increases. Furthermore, LLMs find it diffi-406

cult to handle sudden events (intervention). This407

demonstrate LLMs have limited reasoning breadth.408

(5) On Com2-main, Intervention is harder than409

Decision, but Com2-hard, the situation is com-410

pletely reversed. The main reason is that LLMs411

might have memorized the detective through pre-412

training, making it easier to deduce the criminal(s).413

(6) On Com2-hard and overall performance, lim-414

ited access LLMs (GPT-4o, GPT-4o-mini) have415

some advantages over open access LLMs. It is due416

to the better general ability of ChatGPT.417

(7) o1-mini and QwQ do not perform as well as418

other reasoning LLMs, which might be due to their419

overfitting on the other domains.420

(8) Larger LLMs do not necessarily lead to bet-421

ter performance (Qwen2.5 series). The complex422

commonsense reasoning in LLMs may also require423

a certain scale to emerge (LLaMA-3.2 series).424

4.4 General LLMs v.s. Reasoning LLMs425

We compared reasoning LLMs to their correspond-426

ing general LLMs (e.g., Open-O1 and LLaMA-3.1-427

8B-Instruct), and draw the following conclusions:428

(1) On Com2-hard, reasoning-tunned LLMs are429

superior to their corresponding general LLMs (such430

as Open-O1 and LLaMA-3.1-8B-Instruct), as the431

massive thought process could help LLMs to un-432

derstand and deal with more complex scenarios.433

(2) However, on Com2-main, reasoning LLMs 434

usually do not gain advantages over the general 435

LLMs, and their performance decreases. This 436

might result from the overthinking of reasoning- 437

tunned LLMs. It also indicates that reasoning 438

LLMs also require the appropriate level of problem 439

difficulty to match their capabilities. 440

(3) On Com2-hard, the improvement of reason- 441

ing LLMs compared to general models is mainly in 442

Decision task. It is also the hardest task in Com2- 443

hard. It further proves that the more difficult the 444

task, the greater advantage reasoning LLMs have. 445

5 Analysis 446

To further study the complex commonsense reason- 447

ing scenarios, we design several in-depth analyses. 448

(1) We train LLMs on complex commonsense rea- 449

soning examples to investigate their effectiveness 450

of them. (2) We analyze the relationship between 451

model performance and output token count to dis- 452

cuss the scaling law during inference. (3) We inves- 453

tigate the effectiveness of the slow thinking within 454

each example in Com2 by providing it to LLMs for 455

complex commonsense reasoning (Com2). 456

5.1 Effect of Post-training 457

To investigate whether complex commonsense rea- 458

soning data can help LLMs to improve them- 459

selves, we employ the Com2-main construction 460

process (Sec. 3) to construct a training dataset. The 461

training data consists of 8,386 examples, which 462

has 4184, 476, 475, 2757, and 476 questions for 463

tasks of Direct, Decision, Transition, Interevn- 464
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Figure 4: Overall performance of trained LLMs (Ours)
and baselines on Com2 benchmark.

tion, and Counterfactual, respectively. We choose465

LLaMA-3.1-8B-Instruct (LLaMA) and Qwen2-7B-466

Instruct (Qwen2) for training. Training details and467

cases can refer to Appendix E and F, respectively.468

We evaluate the trained LLMs (denoted as Ours)469

and baselines on Com2. Note that Com2-hard is470

treated as an out-of-distribution (OOD) dataset.471

The overall results can refer to Figure 4, from472

which we have the following observations:473

(1) After training, LLaMA and Qwen2 can ob-474

tain significant improvement over vanilla LLMs on475

Com2-main. The improvement over vanilla LLMs476

on Com2-hard is noticeable, but relatively much477

smaller. This is mainly because Com2-hard is OOD.478

It also indicates that LLMs can learn complex com-479

monsense reasoning abilities on simpler tasks and480

transfer them to more complex tasks.481

(2) On Com2-main, the improvement of trained482

LLMs is much smaller on Transition task than on483

the other tasks. We suppose more examples are484

required to teach LLMs to learn the differences in485

quantitative and scene information.486

(3) On Com2-hard, the improvement of trained487

LLMs is substantial on Decision task. The main488

reason might be that LLMs cannot deal with multi-489

select questions well before training.490

(4) On Com2-hard, the trained LLMs perform491

worse than reasoning LLMs (Open-O1 or Marco-492

o1). This reveals that more types of training data493

are required for improvement.494

5.2 Test-time Scaling Law495

To discuss the scaling law during inference, we496

statistic the number of tokens output by LLMs.497

Overall results are shown in Figure 5, we can infer:498

200 300 400 500
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40

60

80
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cy

(a) Com2-main

400 500 600 700 800
Tokens Number

40

60
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cu

ra
cy

(b) Com2-hard

Task and LLMs
intervention
counterfactual
decision

direct
reco
LLaMA-Vanilla

Ours
OpenO1

Figure 5: The relationships between LLMs performance
and output token count.

(1) Outputting more tokens does not always im- 499

prove performance. The test-time scaling law in 500

math and code may not be effective for common- 501

sense reasoning, as they can still fall into common 502

sense shortcuts. Post-training can alleviate this to 503

improve performance and reduce token usage. 504

(2) The conclusion is also supported by the per- 505

formance on Intervention (Figure 4), as reasoning 506

LLMs perform much worse than our method. 507

(3) The overall token usage is still much smaller 508

compared to math. It is worth looking forward to 509

the test-time scaling in commonsense reasoning. 510

5.3 Effect of the Slowing Thinking 511

To investigate whether the slow thinking in each ex- 512

ample of Com2 can help LLMs to conduct complex 513

commonsense reasoning, we provide LLMs with 514

the slow thinking for answer selection. We choose 515

Qwen2-7B-Instruct and LLaMA-3.1-8B-Instruct 516

for experiments. The LLMs promoted with slow 517

thinking are denoted as Qwen-tp and LLaMA-3.1- 518

tp. The overall performance of Qwen-tp, LLaMA- 519

tp, and baselines can refer to Figure 6. We can 520

draw the following conclusions: 521

(1) After providing LLMs with the slow thinking, 522

both LLMs achieved significant improvement on 523

both Com2-main and Com2-hard. The reason is the 524

slow thinking can provide a detailed analysis of the 525

question and help to clarify the causal relationships 526
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Figure 6: The overall performance of LLaMA and Qwen
guided by slow thinking process, as well as baselines.

among events, leading to a boost in performance.527

(2) While for Decision task, it has not been ele-528

vated to an extremely high level. We suppose it is529

due to the multi-select nature of Decision task, and530

the slow thinking is too long for LLMs to extract531

key information for reasoning.532

6 Related Work533

6.1 Reasoning in LLMs534

LLMs have revolutionized the paradigm of us-535

ing deep neural networks for reasoning. Employ-536

ing LLMs for reasoning can be categorized into537

prompt-based and post-training-based methods.538

As for prompt-based methods, the emergence539

of GPT-3 (Brown et al., 2020; Chen et al., 2021)540

opened the door for LLMs to perform zero-shot and541

few-shot reasoning. Wei et al. (2022b) proposed542

chain-of-thought (CoT), which elicit reasoning in543

LLMs and obtain self-interpretability. Kojima et al.544

(2022) and Zhang et al. (2023) respectively pro-545

posed zero-shot and auto CoT to overcome the546

need for human annotation. Fu et al. (2023) and547

Yao et al. (2024) respectively designed complex548

CoT and tree-of-thought to further improve the549

complexity and performance of CoT. Moreover,550

some works utilize multi-agent collaboration to im-551

prove the reasoning in LLMs (Xiong et al., 2023;552

Liang et al., 2023; Du et al., 2024).553

As for post-training-based methods, Sanh et al.554

(2022) and Wei et al. (2022a) respectively proposed555

T0 and FLAN to train LLMs on massive NLP tasks,556

achieving superior zero-shot task generalization ca-557

pabilities. Tk-INSTRUCT (Wang et al., 2022) and 558

Flan-PaLM (Chung et al., 2024) scaled up the task 559

size for further enhancement. Orca (Mukherjee 560

et al., 2023) and Orca-2 (Mitra et al., 2023) used 561

GPT-4 to synthesize data and then train small-scale 562

LLMs to improve reasoning. Xu et al. (2024) in- 563

vestigated evolve instructions to enhance LLMs for 564

reasoning. Xiong et al. (2024) studied meaningful 565

learning to advance abstract reasoning in LLMs. 566

Our work mainly focuses on evaluating the rea- 567

soning capabilities of existing LLMs, especially on 568

complex commonsense reasoning. This evaluation 569

could provide insights for further improvement. 570

6.2 Complex Reasoning in LLMs 571

LLMs have managed good simple reasoning per- 572

formance through pre-training and supervised fine- 573

tuning. The performance of LLMs on complex 574

tasks has been the focus of research fields. 575

Zhou et al. (2023) proposed Leat-to-Most 576

prompting to decompose complex questions into 577

simple questions and achieve notable enhancement. 578

Yao et al. (2023) designed ReAct to teach LLMs to 579

use tools to support reasoning. Recently with the re- 580

lease of o1, o3, and DeepSeek-R1 (Liu et al., 2024), 581

many work start to teach LLMs with slow-thinking 582

abilities to solve complex tasks. Open-O1 (Team, 583

2024) used reflection data to teach LLMs to re- 584

flect on errors. Zhao et al. (2024) and Jiang et al. 585

(2024) respectively devised Marco-o1 and STILL 586

based on Monte Carlo Tree Search (MCTS) to dis- 587

till slow-thinking data and train LLMs. Yang et al. 588

(2024) constructed QwQ-32-Preview to improve 589

the complex math reasoning abilities of LLMs. 590

Our work mainly focuses on complex reasoning 591

in the commonsense domain, while previous works 592

mainly focus on math or the general domain. Our 593

work is complementary to theirs. 594

7 Conclusion 595

In this paper, we propose to construct a complex 596

commonsense reasoning benchmark called Com2 597

to align with user demands. Com2 is synthesized 598

based on causal event graphs and guided by causal 599

theory. Hereafter, we use Com2 to evaluate a wide 600

range of existing LLMs, and we find that exist- 601

ing LLMs still possess some issues with reasoning 602

depth and breadth, which poses a challenge to the 603

current LLMs. Further analyses reveal that equip- 604

ping LLMs with post-training and slow thinking 605

could alleviate the above issues. 606
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Limitations607

This paper still possesses some limitations. First,608

the dataset synthesis process could benefit from609

finer-grained and step-by-step guidance of causal610

event graphs. Second, the questions can be open-611

ended, which can be evaluated via LLMs-based612

evaluators. Lastly, the construction of Com2-hard613

could be refined through a more robust application614

of causal graph techniques, along with deeper and615

more comprehensive analyses of the causal rela-616

tionships at play. This would allow for a clearer un-617

derstanding of the factors influencing Com2-hard,618

leading to more accurate and insightful results.619
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A Prompts for Com2 Creation 819

Event Proposal

You are given some example events, you should follow the pattern of the example events to create lots of new events. Example
Events:
{}
You can create new events in any areas (such as science, math, economy, health, daily, sports, art, etc.) and scenarios.
Just give the created new events and create as many events as possible. You format should be like:
1.
2.
3.
······

820

Causal Chain Proposal: Direct

You are an expert in causality. Please create a causal chains based on the given event. The following are the requirements:
1. the causal chain contains 5 events and 4 causal relationships.
2. the causal chain should be common in real life.
3. the causal chain should has a proper time gap to make users cannot infer tail event just based on the given event.
Here are the given event:
{}
You should follow the format like:
{} -> EVENT -> EVENT -> EVENT -> EVENT

821

Causal Chain Proposal: Intervention

You are an expert in causality. Please create two causal chains based on and start from the given event. The following are
the requirements:
1. each causal chain contains 5 events and 4 causal relationships, each chain should be reasonable.
2. the first causal chain should have a high probability to happen, which means it is common in real life.
3. the second causal chain should have a lower probality to happend than the first chain.
4. each causal chain should has a proper time gap to make users cannot infer tail event just based on the given event.
5. the tail event should be the same.

Here are the given event:
{}
You should follow the format like:
High Probability: -> EVENT1 -> EVENT2 -> EVENT3 -> SAME EVENT
Low Probability: -> EVENT4 -> EVENT5 -> EVENT6 -> SAME EVENT

822

Causal Chain Proposal: Counterfactual

You are an expert in causality. Please create two causal chains based on the given event. The following are the
requirements:
1. each causal chain contains 5 events and 4 causal relationships.
2. the first causal chain should be common in real life.
3. the second causal chain should be a counterfactual scenario (science fiction or an event which is unable to intervene)
of the first causal chain.
4. each causal chain should has a proper time gap to make users cannot infer tail event just based on the given event.

Here are the given event:
{}
You should follow the format like:
Normal: {} -> EVENT -> EVENT -> EVENT -> EVENT
Counterfactual: Counterfactual_of_given_event -> EVENT -> EVENT -> EVENT -> EVENT

823

Causal Chain Proposal: Decision

You are an expert in causality. Please create two causal chains based on and start from the given event. The following are
the requirements:
1. each causal chain contains 5 events and 4 causal relationships, each chain should be reasonable.
2. each chain would lead to bad outcomes or something unacceptable.
3. the first causal chain should have a high probability to happen, which means it is common in real life.
4. the second causal chain should have a much lower probality to happend than the first chain.
5. each causal chain should has a proper time gap to make users cannot infer tail event just based on the given event.

Here are the given event:
{} You should follow the format like:
High Probability: {} -> EVENT -> EVENT -> EVENT -> EVENT
Low Probability: {} -> EVENT -> EVENT -> EVENT -> EVENT

824
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Causal Chain Proposal: Transition

You are an expert in causality. Please create three causal chains based on and start from the given event. The following
are the requirements:
1. each causal chain contains 5 events and 4 causal relationships.
2. the first causal chain should be reasonable without any causal transitive problems.
3. the second causal chain should contain a scene drift problem.
4. the thrid causal chain should contain a threshold effect problem.
5. each causal chain should has a proper time gap to make users cannot infer tail event just based on the given event.

Take a causal chian A -> B -> C for example, here are the reference of the reason for the causal transitive problem:
1. scene drift: A -> B and B -> C would not happen within the same specific scene.
2. threshold effect: the influence of A on B is not enough for B to cause C.

Here are the given event:
{}
Just give the chains only. You should follow the format like:
Normal: -> EVENT -> EVENT -> EVENT -> EVENT
With Scene Drift: -> EVENT -> EVENT -> EVENT -> EVENT
With Threshold Effect: -> EVENT -> EVENT -> EVENT -> EVENT

825

Causal Graph Proposal and Com2 Synthesis: Direct

After understanding the casual chain, we need you to create a multiple-choice example based on
the causal chain with a slow thinking process. The following are the requirements:
1. the example should contain a question, a slow thinking process, some options, and an answer.
2. note that the causal chain is not a part of the final example, it is just used to help you
design the example.
3. in the question, you should create a suitable question. The intermediate events in the causal
chains cannot appear in the question. The question is asking for a most plausible outcome.
4. the final answer should be the tail event of the causal chain, and the other wrong options
should be deceptive.
5. based on the causal chain, you should create a slowing thinking process, which consists of
several actions (selecting from the following actions), actions can be repeated:

-Systematic Analysis: Starting from the overall structure of the problem, first analyze the
inputs and outputs, as well as the constraints, and then decide on the choice of algorithm
and the use of data structures.
-Method Reuse: For some problems that can be transformed into classic problems (such as the
shortest path or knapsack problem), you can quickly reuse existing methods to solve them.
-Comparison: If the question is a multiple-choice question, you should compare the differences
among all options in detail based on the question.
-Divide: Break down a complex causal-related problem into subproblems.
-Conquer: Constructs the overall solution by repeatedly solving each subproblem step-by-step
with the guidance of causal chain (note that it will not given in the question).
-Self-Refinement: Assessing your reasoning process during inference to determine if there
are any issues and correct any errors. Using "wait" to start this.
-Context Identification: For some datasets requiring additional information input, you first
summarizes different aspects of the context related to the question, and then gives the
response for the corresponding question.
-Emphasizing Constraints: For some datasets with constraints on the generated text, emphasizes
the corresponding constraints during the reasoning process.

6. the whole slow thinking process should simulate first-person thinking.
7. do not explicitly demonstrate which chain you are using, all the chains are used to guide
the slowing thinking process, it will not be given to help with question answering.
8. the created question should be as concise as possible, and the slow thinking process should
be as detailed and complex as possible.
9. you should make a **mistake** first, and conduct self-refinement to backtrack and reason
correctly by the causal chain.
10. the output format should be: Question: __\n\n Options: __\n\n Slow Thinking Process: __\n\n
Answer: __.

826

12



Causal Graph Proposal and Com2 Synthesis: Intervention

After understanding the causal chains, we need you to create a multiple-choice example. The
following are the requirements:
1. the example should contain a question, a slow thinking process, some options, and an answer.
2. note that the causal chains are not a part of the final example, they are just used to help
you design the example.
3. the intermediate events in each causal chain cannot appear in the question.
4. you should conduct an intervention on the first causal chain to achieve the following goals:

-in the first causal chain, the transit to the tail event is interrupted by the intervention.
-in the second causal chain, the transit is NOT interrupted by the intervention.

4. the question can only contain the first events of the causal chains and the intervention
event.
5. the final answer should be the tail event of the second causal chain, and the other options
should be wrong.
6. based on the causal chains, you should create a slowing thinking process, which consists of
several actions (selecting from the following actions), actions can be repeated:

-Systematic Analysis: Starting from the overall structure of the problem, first analyze the
inputs and outputs, as well as the constraints, and then decide on the choice of algorithm
and the use of data structures.
-Method Reuse: For some problems that can be transformed into classic problems (such as the
shortest path or knapsack problem), you can quickly reuse existing methods to solve them.
-Comparison: If the question is a multiple-choice question, you should compare the differences
among all options in detail based on the question.
-Divide: Break down a complex causal-related problem into subproblems.
-Conquer: Constructs the overall solution by repeatedly solving each subproblem step-by-step
with the guidance of causal chain (note that it will not given in the question).
-Self-Refinement: Assessing your reasoning process during inference to determine if there
are any issues and correct any errors. For example, conduct reflection on the intervened
position and continue the reasoning via another chain.
-Context Identification: For some datasets requiring additional information input, you first
summarizes different aspects of the context related to the question, and then gives the
response for the corresponding question.
-Emphasizing Constraints: For some datasets with constraints on the generated text, emphasizes
the corresponding constraints during the reasoning process.

7. the whole slow thinking process should simulate first-person thinking.
8. the created question should be as concise as possible, and the slow thinking process should
be as detailed and complex as possible.
9. the output format should be: Question: __\n\n Options: __\n\n Slow Thinking Process: __\n\n
Answer: __.
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Causal Graph Proposal and Com2 Synthesis: Counterfactual

After understanding the causal chains, we need you to create a multiple-choice example. The following are the requirements:
1. the example should contain a question, a slow thinking process, some options, and an answer.
2. in the question, the intermediate events in each causal chain cannot appear in the question.
3. note that the causal chains are not a part of the final example, they are just used to help you design the example.
4. you should use the counterfactual chain to create a counterfactual question (e.g. If A leads to B not C, what will
happen?).
5. the final answer should be the tail event of the counterfactual chain, and the other wrong options should be deceptive.
6. based on the causal chains, you should simulate first-person thinking and create a slowing thinking process, which
consists of several actions (selecting from the following actions), actions can be repeated:

-Systematic Analysis: Starting from the overall structure of the problem, first analyze the inputs and outputs, as
well as the constraints, and then decide on the choice of algorithm and the use of data structures.
-Method Reuse: For some problems that can be transformed into classic problems (such as the shortest path or knapsack
problem), you can quickly reuse existing methods to solve them.
-Comparison: If the question is a multiple-choice question, you should compare the differences among all options in
detail based on the question. Moreover, you should compare the real condition to the counterfactual to obtain detailed
analysis.
-Divide: Break down a complex causal-related problem into subproblems.
-Conquer: Constructs the overall solution by repeatedly solving each subproblem step-by-step with the guidance of
causal chain (note that it will not given in the question).
-Self-Refinement: Assessing your reasoning process during inference to determine if there are any issues and correct
any errors. Using "wait" to start this.
-Context Identification: For some datasets requiring additional information input, you first summarizes different
aspects of the context related to the question, and then gives the response for the corresponding question.
-Emphasizing Constraints: For some datasets with constraints on the generated text, emphasizes the corresponding
constraints during the reasoning process.

7. the created question should be as concise as possible, and the slow thinking process should be as detailed and complex
as possible.
8. the counterfactual must be conducted in the question, which cannot appear in the thinking process.
9. you should make a **mistake** first, and conduct self-refinement to backtrack and reason correctly.
10. the output format should be: Question: __\n\n Options: __\n\n Slow Thinking Process: __\n\n Answer: __.
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Causal Graph Proposal and Com2 Synthesis: Decision

After understanding the causal chains carefully, we need you to create a multiple-select example. The following are the
requirements:
1. the example should contain a question, a slow thinking process, several options, and answers.
2. note that the causal chains are not a part of the final example, they are just used to help you design the example.
3. the question mainly investigates how to severe results, which means what interventions we can do to break the transition
to bad results.
4. the answer choices should be interventions applied to the intermediate events of the given causal chains.
5. in the options, besides the answers choices, you should provide several distractors, which are wrong but deceptive.
6. the intermediate events in the causal chains cannot appear in the question.
7. based on the causal chains and question, you should create a slowing thinking process, which consists of several actions
(selecting from the following actions), actions can be repeated:

-Systematic Analysis: Starting from the overall structure of the problem, first analyze the inputs and outputs, as
well as the constraints, and then decide on the choice of algorithm and the use of data structures.
-Method Reuse: For some problems that can be transformed into classic problems (such as the shortest path or knapsack
problem), you can quickly reuse existing methods to solve them.
-Comparison: If the question is a multiple-select question, you should analysis each option in detail based on the
question.
-Divide: Break down a complex causal-related problem into subproblems.
-Conquer: Constructs the overall solution by repeatedly solving each subproblem step-by-step with the guidance of
causal chain (note that it will not given in the question).
-Self-Refinement: Assessing your reasoning process during inference to determine if there are any issues and correct
any errors.
-Context Identification: For some datasets requiring additional information input, you first summarizes different
aspects of the context related to the question, and then gives the response for the corresponding question.
-Emphasizing Constraints: For some datasets with constraints on the generated text, emphasizes the corresponding
constraints during the reasoning process.

8. the whole slow thinking process should simulate first-person thinking.
9. the created question should be as concise as possible, while the slow thinking process should be as detailed and complex
as possible.
10. the output format should be: Question: __\n\n Options: __\n\n Slow Thinking Process: __\n\n Answer: __.
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Causal Graph Proposal and Com2 Synthesis: Transition

After understanding the causal chains and the scenario, we need you to create a multiple-choice example. The following are
the requirements:
1. the example should contain a question, a slow thinking process, some options, and an answer.
2. note that the causal chains and scenario are not a part of the final example, they are just used to help you design the
example.
3. the intermediate events in each causal chain cannot appear in the question.
4. the second has the causal transitive problem of , take A -> B -> C for example, here are the definitions:

-scene drift: A -> B and B -> C would not happen within the same specific scene.
-threshold effect: the influence of A on B is not enough for B to cause C.

4. the question can only contain the first events of the causal chains.
5. the final answer should be the tail event of the first causal chain, and the other options should be wrong.
6. based on the causal chains and scenario, you should create a slowing thinking process, which consists of several actions
(selecting from the following actions), actions can be repeated:

-Systematic Analysis: Starting from the overall structure of the problem, first analyze the inputs and outputs, as
well as the constraints, and then decide on the choice of algorithm and the use of data structures.
-Method Reuse: For some problems that can be transformed into classic problems (such as the shortest path or knapsack
problem), you can quickly reuse existing methods to solve them.
-Comparison: If the question is a multiple-choice question, you should compare the differences among all options in
detail based on the question.
-Divide: Break down a complex causal-related problem into subproblems.
-Conquer: Constructs the overall solution by repeatedly solving each subproblem step-by-step with the guidance of
causal chain (note that it will not given in the question).
-Self-Refinement: Assessing your reasoning process during inference to determine if there are any issues and correct
any errors. Using "wait" to start this.
-Context Identification: For some datasets requiring additional information input, you first summarizes different
aspects of the context related to the question, and then gives the response for the corresponding question.
-Emphasizing Constraints: For some datasets with constraints on the generated text, emphasizes the corresponding
constraints during the reasoning process.

7. you should conduct reasoning via the second causal chain to make a **mistake** and conduct self-refinement to backtrack
and reason by the second causal chain.
8. the whole slow thinking process should simulate first-person thinking.
9. the created question should be as concise as possible, and the slow thinking process should be as detailed and complex
as possible.
10. the output format should be: Question: __\n\n Options: __\n\n Slow Thinking Process: __\n\n Answer: __.
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Detective Proposal and Com2 Synthesis: Intervention

criminal
{}\n——-\nWho is(are) the criminal(s)? Just output the name(s).

puzzle
This is a detective story, can you generate a puzzle based on the story, which contains a statement (a short paragraph)
of the crime, all the initial facts and people’s actions found by police and detectives (not inferred clues, and
should exclude {}), which means the police and detectives can infer the criminals just based on the facts and actions
rather than the story. Please give a puzzle to ask who is (are) the criminal(s). Some suspects. Please follow the
format like: Crime statement: __\n Facts and actions: __\n Puzzle: __\n Suspects: (indexed by A), B), C) and so
on, list all suspects, should include {}. Do not provide answer. The last option in the suspects should be "None of the above".

Slow Thinking
Please follow the facts and actions only to give a step-by-step investigation to describe a not guilty person as the
criminal (means you should make a mistake first). And then you are aware of an essential clue that "{}", you start to
reflect your mistakes, finally, you got the right answer by backtracking and reasoning. The response should end with
"Answer: (the index + the option content, such as A) Tom)". The answer MUST be "{}".
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Detective Proposal and Com2 Synthesis: Counterfactual

criminal
{}\n——-\nWho is(are) the criminal(s)? Just output the name(s).
puzzle
This is a detective story, please generate a question based on the story, which contains a statement (a short paragraph)
of the crime, all the initial facts and people’s actions found by police and detectives (not inferred clues), which means
the police and detectives can infer the criminals just based on the facts and actions rather than the story. Please give
a multi-choice **counterfactual** question, A slowing thinking process which consists of several actions (selecting from
the following actions), actions can be repeated, the whole process should use detailed information in the statement, facts
and actions for detailed analysis:

-Systematic Analysis: Starting from the overall structure of the problem, first analyze the inputs and outputs, as
well as the constraints, and then decide on the choice of algorithm and the use of data structures.
-Method Reuse: For some problems that can be transformed into classic problems (such as the shortest path or knapsack
problem), you can quickly reuse existing methods to solve them.
-Comparison: If the question is a multiple-select question, you should analysis each option in detail based on the
question.
-Divide: Break down a complex causal-related problem into subproblems.
-Conquer: Constructs the overall solution by repeatedly solving each subproblem step-by-step with the guidance of
causal chain (note that it will not given in the question).
-Self-Refinement: Assessing your reasoning process during inference to determine if there are any issues and correct
any errors.
-Context Identification: For some datasets requiring additional information input, you first summarizes different
aspects of the context related to the question, and then gives the response for the corresponding question.
-Emphasizing Constraints: For some datasets with constraints on the generated text, emphasizes the corresponding
constraints during the reasoning process.

Please follow the format like: Crime statement: __\nFacts and actions: __\nQuestion: __\nOptions: (indexed by A), B),C)
and so on, include some wrong options)\nSlow Thinking Process: __\nAnswer:__(index + option text).
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Detective Proposal and Com2 Synthesis: Decision

criminal
{}\n——-\nWho is(are) the criminal(s)? Just output the name(s).
puzzle
This is a detective story, please generate a question based on the story, which contains a statement (a short paragraph)
of the crime, all the initial facts and people’s actions found by police and detectives (not inferred clues), which means
the police and detectives can infer the criminals just based on the facts and actions rather than the story. Please give a
multi-select question to ask what we can have done to prevent this crime from happening. A slowing thinking process which
consists of several actions (selecting from the following actions), actions can be repeated, the whole process should use
detailed information in the statement, facts and actions for detailed analysis:

-Systematic Analysis: Starting from the overall structure of the problem, first analyze the inputs and outputs, as
well as the constraints, and then decide on the choice of algorithm and the use of data structures.
-Method Reuse: For some problems that can be transformed into classic problems (such as the shortest path or knapsack
problem), you can quickly reuse existing methods to solve them.
-Comparison: If the question is a multiple-select question, you should analysis each option in detail based on the
question.
-Divide: Break down a complex causal-related problem into subproblems.
-Conquer: Constructs the overall solution by repeatedly solving each subproblem step-by-step with the guidance of
causal chain (note that it will not given in the question).
-Self-Refinement: Assessing your reasoning process during inference to determine if there are any issues and correct
any errors.
-Context Identification: For some datasets requiring additional information input, you first summarizes different
aspects of the context related to the question, and then gives the response for the corresponding question.
-Emphasizing Constraints: For some datasets with constraints on the generated text, emphasizes the corresponding
constraints during the reasoning process.

Please follow the format like: Crime statement: __\nFacts and actions: __\nQuestion: __\nOptions: (indexed by A), B),C)
and so on, include some wrong options)\nSlow Thinking Process: __\nAnswer:__(index + option text).
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B Details of Human Evaluation834

We choose three annotators with good backgrounds in causal inference and commonsense reasoning. We835

randomly and respectively sample 100 examples of various tasks in Com2-main and Com2-hard for the836

human evaluation. Thus, we evaluate the slow thinking on these 200 examples. For each annotator, we837

pay $10 per hour, while in our country, the minimum wage is less than $5 per hour. All annotators agreed838

to let us use their annotations. The evaluation agreements are 94%, 91%, and 90% on the evaluations of839

Com2-main, Com2-hard, and slow thinking, respectively.840

C Examples in Com2841

Direct in Com2-main

Question
If Sarah had ignored her symptoms completely, what would eventually happen?
Options
A) She would feel better after a short period. \nB) She would schedule a follow-up appointment. \nC) She would experience
a sudden health crisis. \nD) She would receive a prescription for pain relief.
Correct Answer
C) She would experience a sudden health crisis.

Slow Thinking
1. Context Identification: I need to analyze the situation where Sarah ignored her symptoms. Ignoring health issues
typically leads to worsening conditions. I need to determine the long-term consequences of ignoring symptoms rather than
seeking help.
2. Systematic Analysis: Let’s break down the potential outcomes of ignoring symptoms. One possibility is that she could
start feeling better due to the body’s natural healing process. Another option could be that she decides to just cope with
the pain without any medical intervention.
3. Comparison: I’ll compare all the options. Option A suggests she would feel better, which often isn’t realistic with
persistent symptoms. Option B indicates she would schedule a follow-up appointment, but if she’s ignoring the symptoms,
this doesn’t align with her behavior. Option D implies she might seek relief through medication, which contradicts the act
of ignoring symptoms entirely.
4. Divide: Breaking down the outcomes, I realize that not addressing health issues often leads to escalation. If she
continues to ignore symptoms, it’s likely her situation will worsen instead of improving.
5. Conquer: I need to construct a logical conclusion about the most serious possibility. By ignoring the symptoms, one
possible severe consequence is a sudden health crisis necessitating emergency intervention.
6. Self-Refinement: Wait, I almost concluded that she might just feel better (Option A), but that’s an optimistic
assumption. Considering realistic scenarios, ignoring serious symptoms often leads to drastic health declines rather than
recovery. I need to reassess.
7. Final Assessment: Conclusively, experiencing a sudden health crisis is the most likely negative outcome of ignoring
persistent health issues.

842

Decison in Com2-main

Question
What interventions can prevent severe consequences during a hot air ballooning experience that could lead to disastrous
outcomes?
Options
A. Regular equipment checks before the flight \nB. Ignoring weather warnings and proceeding with the flight \nC. Ensuring
pilots undergo thorough training for extreme conditions \nD. Allowing passengers to control the balloon \nE. Establishing
no-fly zones in higher-density airspace \nF. Offering balloon rides regardless of adverse weather conditions Correct Answer
A, C, E.

Slow Thinking
1. Context Identification: I first recognize that the question revolves around potential interventions that could mitigate
severe negative outcomes during a hot air ballooning experience. I need to focus on preventing issues related to equipment
failure and extreme weather.
2. Systematic Analysis: I review each option in light of their potential to prevent accidents. Option A refers to equipment
checks and could help avert malfunctions, while Option C emphasizes pilot training during severe conditions.
3. Comparison: I analyze options B and F. Both suggest ignoring critical safety precautions and could lead to disastrous
outcomes. Option D seems reckless, as it suggests letting passengers take control without proper training.
4. Divide: Next, I break down the options into two groups: safety interventions and unsafe practices. Grouping this way
highlights which options can truly help prevent severe consequences.
5. Conquer: I take the valid interventions from the safe group (A, C, E) and recognize their importance in preventing
negative outcomes associated with the hazards of hot air ballooning.
6. Self-Refinement: I reassess my thought process, making certain that I haven’t overlooked any relevant options or
context, confirming that my focus remains on preventing equipment failure and addressing pilot preparedness.
7. Emphasizing Constraints: I remember that the question explicitly seeks interventions that will reduce severe outcomes,
which validates the importance of option E about establishing no-fly zones.
8. Method Reuse: I recall existing safety protocols in aviation, reaffirming that rigorous checks and pilot training are
part of best practices in preventing accidents.
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Transition in Com2-main

Question
What is the first step to build a bookshelf from scratch?
Options
A) Paint or stain the finished bookshelf \nB) Gather materials and tools \nC) Attend a woodworking workshop \nD) Share
experiences on social media
Correct Answer
B) Gather materials and tools.

Slow Thinking
I start by identifying the question, which asks for the first step in building a bookshelf from scratch. This is a
straightforward task, but I need to ensure I analyze the options carefully.
- Comparison: I look at the options provided. Option A mentions painting or staining, which clearly cannot be the first step
since it comes after the bookshelf is constructed. Option C involves attending a workshop, which is not directly related
to the act of building the bookshelf itself. Option D talks about sharing experiences, which is also a post-construction
activity.
- Divide: I break down the remaining options. Option B, G̈ather materials and tools,s̈eems to be the only logical first step.
- Context Identification: I think about the context of building a bookshelf. The process typically starts with gathering
the necessary items before any construction can begin.
- Self-Refinement: I pause to assess my reasoning. I realize that I might have overlooked the possibility of needing to
plan the design first, but that would still require materials and tools to execute the plan.
- Conquer: I conclude that gathering materials and tools is indeed the first action needed to start the project.
After this thorough analysis, I am confident that the correct answer is B.

844

Intervention in Com2-main

Question
A child snaps a twig off a branch, and a nearby animal hears the snap and perceives danger. What happens next?
Options
A) The bird returns to its nest with food for its chicks. \nB) The animal hides in a burrow for safety. \nC) The bird flies
away to a nearby tree. \nD) The predator gives up and leaves the area, allowing the animal to emerge safely later.
Correct Answer
B) The animal hides in a burrow for safety.

Slow Thinking
- Systematic Analysis: I start by identifying the initial event, which is the child snapping a twig. This action leads to
a reaction from the nearby animal. I need to consider what happens next based on the causal chain.
- Divide: I break down the possible outcomes from the initial event. The animal perceives danger, which suggests it will
take some action to protect itself.
- Comparison: I look at the options provided. Option A talks about a bird returning to its nest, which is not related
to the animal’s response. Option C also involves the bird, which is irrelevant here. Option B directly relates to the
animal’s instinct to hide, while Option D describes the predator’s actions, which could follow the animal’s hiding.
- Conquer: I focus on the most logical next step for the animal after perceiving danger. It would likely hide in a burrow
for safety, as indicated in Option B.
- Self-Refinement: I reflect on the reasoning process. The intervention in the first causal chain interrupts the bird’s
actions, so I confirm that the animal’s response is the primary focus here.
- Context Identification: I summarize that the child’s action leads to the animal’s perception of danger, which is crucial
for determining the next event.
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Counterfactual in Com2-main

Question
If a coin floats away in a zero-gravity environment, what will happen next?
Options
A) The coin lands on a nearby table. \nB) The coin collides with an experimental device. \nC) The coin rolls back into the
person’s hand. \nD) The coin falls to the ground.
Correct Answer
B) The coin collides with an experimental device.

Slow Thinking
1. Systematic Analysis: I need to understand the scenario where the coin is in a zero-gravity environment. In this case,
the typical behavior of the coin changes significantly compared to a normal environment. The inputs are the conditions of
zero gravity, and the output will be the consequences of the coin’s movement.
2. Comparison: I will compare the options provided. Option A suggests the coin lands on a table, which seems unlikely in
zero gravity. Option C implies the coin rolls back into the person’s hand, which also doesn’t fit the zero-gravity context.
Option D states the coin falls to the ground, which contradicts the zero-gravity condition.
3. Divide: I can break down the options into two categories: those that align with zero gravity (B) and those that do not
(A, C, D).
4. Conquer: Since options A, C, and D are not plausible in a zero-gravity scenario, I focus on option B, which suggests a
collision with an experimental device. This aligns with the idea that the coin would continue to drift until it encounters
something.
5. Self-Refinement: Wait, I initially thought option A could be possible, but upon further analysis, I realize that in
zero gravity, the coin cannot land on a table. I need to correct my reasoning.
6. Context Identification: The context here is crucial; in a zero-gravity environment, objects do not fall but float.
Therefore, the only logical outcome is that the coin would drift and potentially collide with something.
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Decision in Com2-hard

Crime
During the wedding breakfast of Lord St. Simon and Lady St. Simon (Hatty Doran), the bride abruptly left the gathering and
disappeared. It was later discovered that she had eloped with Francis H. Moulton, a man she had previously been engaged to
before her marriage to Lord St. Simon. The bride’s actions were influenced by a note slipped to her during the ceremony,
which led her to leave her husband and family behind.
Facts
1. Lady St. Simon was seen in good spirits before the wedding but became agitated during the ceremony.
2. A woman named Flora Millar attempted to disrupt the wedding, claiming to have a connection to Lord St. Simon.
3. After the ceremony, Lady St. Simon spoke to her maid, Alice, and mentioned j̈umping a claim,ïndicating a prior
relationship.
4. Lady St. Simon left the breakfast table shortly after the meal began, dressed in her wedding attire, and was later seen
leaving with Francis H. Moulton.
5. The police found Lady St. Simon’s wedding dress and belongings in the Serpentine, indicating she had left in a hurry.
Question
What actions could have been taken to prevent Lady St. Simon’s disappearance and the subsequent elopement?
Options
A) Conduct a thorough background check on all guests attending the wedding.\nB) Ensure that the bride had a trusted
confidante present to discuss any concerns before the ceremony.\nC) Limit the number of guests to only immediate family to
avoid distractions.\nD) Provide a security detail to monitor any potential disruptions during the ceremony.\nE) Ignore any
disturbances from guests, as they are common at weddings.
Correct Answer
A) Conduct a thorough background check on all guests attending the wedding. \nB) Ensure that the bride had a trusted
confidante present to discuss any concerns before the ceremony. \nD) Provide a security detail to monitor any potential
disruptions during the ceremony.

Slow Thinking
1. Systematic Analysis: Analyze the situation by identifying the inputs (guests, bride, groom, and their relationships)
and outputs (successful wedding vs. elopement). The constraints include the emotional state of the bride and the presence
of Flora Millar.
2. Comparison: Evaluate each option based on its potential effectiveness in preventing the crime. Options A, B, and D seem
proactive, while C could limit the social aspect, and E is dismissive.
3. Divide: Break down the problem into subproblems: the bride’s emotional state, the influence of Flora Millar, and the
wedding environment.
4. Conquer: Consider how addressing each subproblem could lead to a solution. For example, ensuring the bride’s emotional
well-being could prevent her from feeling the need to elope.
5. Self-Refinement: Reflect on the reasoning process to ensure all aspects of the situation are considered, particularly
the influence of past relationships.
6. Context Identification: Summarize the context of the wedding, the bride’s background, and the presence of Flora Millar
to understand the dynamics at play.
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Intervention in Com2-hard

Crime
A valuable coronet, containing thirty-nine beryls, was stolen from Alexander Holder’s home. During the incident, a portion
of the coronet was damaged, and three beryls were missing. The crime occurred late at night while the household was asleep.
Facts
1. Alexander Holder saw his son, Arthur, holding the coronet in his hands when he entered the dressing room.
2. Arthur was dressed only in his shirt and trousers, indicating he had been in bed prior to the incident.
3. Mary Holder, Arthur’s cousin, was seen at the side window of the hall just before the incident occurred.
4. Lucy Parr, a maid, was reported to have left the house shortly before the crime and returned through the back door.
5. A note was found from Mary Holder, indicating she had left the house and would not return.
6. Sir George Burnwell had been a frequent visitor to the Holder household and was known to have a questionable reputation.
7. Arthur had previously expressed distress over his financial situation and had asked his father for money the night
before the incident.
Question
Based on the facts and actions presented, who is (are) the criminal(s) involved in the theft of the coronet?
Options
A) Arthur Holder \nB) Mary Holder \nC) Lucy Parr \nD) Sir George Burnwell \nE) None of the above
Correct Answer
D) Sir George Burnwell

Slow Thinking
Step 1: Initial Investigation
Upon arriving at the scene of the crime, the police began their investigation by interviewing the household members.
Alexander Holder reported that he had seen his son, Arthur, holding the coronet in his hands when he entered the dressing
room. This was a critical piece of evidence that immediately cast suspicion on Arthur.
Step 2: Gathering Evidence
The police noted that Arthur was dressed only in his shirt and trousers, suggesting he had been in bed prior to the
incident. This raised questions about how he could have accessed the coronet without being noticed. However, the fact that
he had previously asked his father for money added to the motive for theft.
Step 3: Examining the Maid
Lucy Parr, the maid, was also questioned. She had left the house shortly before the crime and returned through the back
door. Her absence during the time of the theft made her a potential suspect, especially since she had a sweetheart who
could have been involved in the crime. The police noted her questionable timing and her potential access to the coronet.
Step 4: Considering Mary Holder
nMary Holder, Arthur’s cousin, was seen at the side window of the hall just before the incident occurred. Her presence
raised suspicions as well, especially since she had a close relationship with Arthur. The police speculated that she could
have been involved in a conspiracy with him to steal the coronet.
Step 5: Focusing on Arthur
With the evidence pointing towards Arthur, the police began to build a case against him. They believed that his financial
troubles and the fact that he was caught with the coronet in his hands were enough to conclude that he was the thief. The
emotional turmoil he displayed only seemed to confirm his guilt.
Step 6: The Essential Clue
However, as the investigation continued, the police discovered an essential clue: footprints in the snow outside the house.
This evidence had been overlooked in the initial investigation. The footprints led away from the scene and indicated that
someone else had been present during the crime.
Step 7: Backtracking and Reasoning
Upon examining the footprints, the police realized that they did not match Arthur’s bare feet. Instead, they were from a
booted man, suggesting that someone else had entered the house. This revelation prompted a reevaluation of the evidence.
The police recalled that Sir George Burnwell had been a frequent visitor to the Holder household and had a questionable
reputation. His presence in the area, combined with the footprints, suggested that he could have been the true culprit.
Step 8: Conclusion
By backtracking through the evidence and considering the new clue of the footprints, the police concluded that the initial
suspicions against Arthur were misplaced. The true criminal was Sir George Burnwell, who had manipulated the situation to
frame Arthur while escaping unnoticed.

848

19



Counterfactual in Com2-hard

Crime
John Straker, the trainer of the racehorse Silver Blaze, was found dead on the moors near King’s Pyland. He had suffered a
severe head injury and a cut on his thigh. The horse Silver Blaze was missing, and there were indications that Straker had
been involved in a plot to harm the horse for financial gain.
Facts
1. John Straker was last seen leaving his home to check on the horses late at night.
2. A stable-boy, Ned Hunter, was drugged with opium-laced curried mutton, which was delivered to him by a maid.
3. Straker’s overcoat was found on a furze-bush near the scene of the crime.
4. Straker was found dead with a knife in his hand, which was identified as a cataract knife, not suitable for self-defense.
5. A cravat belonging to Fitzroy Simpson was found in Straker’s hand, indicating a struggle.
6. Fitzroy Simpson had a motive to harm Silver Blaze, as he had placed large bets against the horse.
7. The police arrested Fitzroy Simpson based on circumstantial evidence, but he had no visible injuries from the struggle.
8. The dog in the stables did not bark during the incident, suggesting the intruder was known to it. Question
Based on the facts and actions presented, who is most likely to be the criminal responsible for John Straker’s death and
the disappearance of Silver Blaze?
Options
A) John Straker \nB) Fitzroy Simpson \nC) The stable-boy, Ned Hunter \nD) Mrs. Straker
Correct Answer
B) Fitzroy Simpson

Slow Thinking
1. Systematic Analysis: The problem involves determining the criminal based on the actions and facts surrounding the
murder of John Straker and the disappearance of Silver Blaze. The inputs are the actions of the individuals involved, and
the output is the identification of the criminal.
2. Method Reuse: The situation can be analyzed using classic detective reasoning, focusing on motives, means, and
opportunities.
3. Comparison:
- A) John Straker: He is the victim, so he cannot be the criminal.
- B) Fitzroy Simpson: He had a motive to harm Silver Blaze and was present at the scene, but he has no injuries and was
arrested based on circumstantial evidence.
- C) The stable-boy, Ned Hunter: He was drugged and incapacitated, making it unlikely he could have committed the crime.
- D) Mrs. Straker: While she could have had a motive related to Straker’s debts, there is no direct evidence linking her
to the crime.
4. Divide: The analysis can be divided into examining motives (financial gain), means (the knife and drugging), and
opportunity (who was present at the scene).
5. Conquer: By evaluating each suspect’s actions and the evidence against them, we can determine who had the most
opportunity and motive.
6. Self-Refinement: The reasoning process indicates that Fitzroy Simpson had the strongest motive and opportunity, but
the lack of direct evidence against him raises questions.
7. Context Identification: The context involves a horse racing environment where financial stakes are high, and trainers
may resort to unethical actions to secure wins.
8. Emphasizing Constraints: The evidence must be strictly based on the actions and facts presented, without inferring
beyond what is known.
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D Prompts for Evaluation850

Prompt for Com2-main: Direct, Intervention & Transition

You are given a multi-choice question and a set of plausible options. You must choose the most plausible option as the
answer based on commonsense. You should give an analysis first and then choose the answer. At the end of your answer,
choose answer to the question in format such as ’Answer: B)______’
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Prompt for Com2-main: Counterfactial

You are given a multi-choice counterfactual question and a set of plausible options. You must choose the most plausible
option as the answer. You should give an analysis first and then choose the answer. At the end of your answer, choose
answer to the question in format such as ’Answer: B)______’
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Prompt for Com2-main: Decision

You are given a multi-select question and a set of options. You must choose all the plausible options as the answers to
reach the goal of the question. You should give an analysis first and then choose the answer. At the end of your answer,
choose answer to the question in format such as ’Answer: A)______ B)______’
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Prompt for Com2-hard: Intervention

You are given a puzzle about a crime, which include a crime statement, a set of facts, a question, and a set of suspects
(options). You should conduct detailed analysis to find the most plausible suspect as the criminal. At the end of your
answer, choose answer to the question in format such as ’Answer: A)______’
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Prompt for Com2-hard: Counterfactial

You are given a statement and some facts of a crime. You should conduct detailed analysis to find the most plausible option
as the answer to the question. At the end of your answer, choose answer to the question in format such as ’Answer: A)______’
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Prompt for Com2-hard: Decision

You are given a statement and some facts of a crime. You should conduct detailed analysis to find all the plausible options
as the answers to the multi-select question. At the end of your answer, choose answer to the question in format such as
’Answer: A)______ B)______’

856

E Details of Training LLMs 857

We utilize full parameter tunning on LLMs. The batch size is set as 32, and the learn rate is 1e-5. We train 858

LLMs for 3 epochs with 2 NVIDIA A100 80GB PCIe GPUs. 859

F Case Study 860

Cases of Trained LLaMA: Case1

Question
If I watch a meteor shower and then decide to organize a gathering for the next one, what is the likely outcome if I
develop a sudden interest in astronomy instead?
Options
A) Conduct a research project on meteor compositions \nB) Deepen friendships through shared experiences \nC) Enroll in an
advanced astrophysics course \nD) Publish a paper in an academic journal about findings
Correct Answer
C) Enroll in an advanced astrophysics course.

Ours
- Context Identification: I need to consider the initial event of watching a meteor shower and the intervention of
developing a sudden interest in astronomy. This interest could lead me to pursue a different path than the one described
in the first causal chain.
- Divide: I will break down the options based on the potential outcomes of my interest in astronomy.
- Comparison:
- Option A (Conduct a research project on meteor compositions) seems plausible as it aligns with the interest in astronomy.
- Option B (Deepen friendships through shared experiences) is related to the first causal chain and does not fit with my
new interest.
- Option C (Enroll in an advanced astrophysics course) is also a logical step after developing an interest in astronomy.
- Option D (Publish a paper in an academic journal about findings) is a more advanced outcome that could follow from
enrolling in a course.
- Conquer: I will focus on the outcomes that stem from my interest in astronomy. Conducting a research project and enrolling
in a course are direct actions that follow from this interest.
- Self-Refinement: I reflect on the intervention and realize that while I may not deepen friendships through shared
experiences, I can still pursue academic opportunities related to my interest in astronomy.
Answer: C) Enroll in an advanced astrophysics course.

LLaMA-Vanilla
Analysis: The question describes a scenario where the person develops a sudden interest in astronomy after watching a
meteor shower. This interest is likely to be a hobby or a casual interest, rather than a professional or academic pursuit.
The person is not described as having any prior experience or expertise in astronomy, and the context suggests that they
are simply enthusiastic about the subject.
Given this context, the most plausible outcome is that the person will deepen their understanding and appreciation of
astronomy through social interactions and shared experiences with others who share their interest. This is a common outcome
for people who develop a new hobby or interest, as they often seek out others who can share their enthusiasm and provide
support and guidance.
The other options are less plausible because they require a level of expertise, commitment, or resources that is unlikely
for someone with a sudden and casual interest in astronomy. Conducting research on meteor compositions (A) or publishing a
paper in an academic journal (D) would require significant time, effort, and expertise, and is unlikely to be a direct
outcome of a casual interest in astronomy. Enrolling in an advanced astrophysics course (C) may be a possibility, but it
is less likely than deepening friendships through shared experiences, as it requires a significant investment of time and
resources.
Answer: B) Deepen friendships through shared experiences

861

21



Cases of Trained LLaMA: Case2

Question
How can we prevent severe economic disruptions and civil unrest resulting from abrupt energy policy changes?
Options
A. Maintain and upgrade fossil fuel infrastructure during the transition to renewable energy \nB. Promote gradual shifts
in energy policy with continuous public engagement \nC. Immediately ban all fossil fuels without alternative solutions in
place \nD. Provide financial support and retraining for workers affected by the transition \nE. Ignore public feedback and
proceed with drastic energy policies \nF. Conduct regular assessments of energy needs and production capabilities
Correct Answer
A, B, D, F.

Ours
1. Context Identification: I need to understand the implications of abrupt energy policy changes. Abrupt changes can lead
to severe economic disruptions and civil unrest. I should consider the potential consequences of these disruptions.
2. Systematic Analysis: I will analyze the options provided. I need to identify which options could effectively prevent
severe economic disruptions and civil unrest.
3. Comparison:
- Option A suggests maintaining and upgrading fossil fuel infrastructure. This could provide a stable energy supply during
the transition, which seems beneficial.
- Option B promotes gradual shifts in energy policy with continuous public engagement. This could help build support and
reduce unrest, making it a strong candidate.
- Option C immediately banning all fossil fuels without alternatives seems risky and could lead to severe disruptions.
- Option D provides financial support and retraining for workers, which could mitigate job losses and maintain stability.
- Option E ignores public feedback, which could lead to unrest and is not advisable.
- Option F conducting regular assessments of energy needs could help ensure a smooth transition, making it a viable option.
4. Divide: I will categorize the options into two groups: those that could prevent disruptions (A, B, D, F) and those that
could exacerbate them (C, E).
5. Conquer: I will focus on the options that could prevent disruptions. Options A, B, D, and F seem to offer proactive
measures to mitigate risks.
6. Self-Refinement: I need to ensure that my reasoning aligns with the goal of preventing severe economic disruptions and
civil unrest. I will double-check the implications of each option.
7. Emphasizing Constraints: I must remember that the goal is to prevent disruptions, so I should prioritize options that
address the immediate and long-term effects of energy policy changes.
Answer: A), B), D), F)

LLaMA-Vanilla
Analysis: To prevent severe economic disruptions and civil unrest resulting from abrupt energy policy changes, it’s
essential to consider the potential impacts on various stakeholders, including workers, communities, and the economy as a
whole. A gradual transition to renewable energy, public engagement, and support for affected workers are crucial elements
in mitigating potential negative consequences. Ignoring public feedback and proceeding with drastic policies without a
plan in place would likely exacerbate the situation.
Answer: B) Promote gradual shifts in energy policy with continuous public engagement D) Provide financial support
and retraining for workers affected by the transition F) Conduct regular assessments of energy needs and production
capabilities
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