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Abstract

Diffusion Models (DMs) have recently set state-of-the-art on many generation
benchmarks. However, there are myriad ways to describe them mathematically,
which makes it difficult to develop a simple understanding of how they work. In this
submission, we provide a concise overview of DMs from the perspective of dynam-
ical systems and Ordinary Differential Equations which exposes a mathematical
connection to the highly related yet often overlooked class of energy-based models,
called Associative Memories (AMs). Energy-based AMs are a theoretical frame-
work that behave much like denoising DMs, but they enable us to directly compute
a Lyapunov energy function on which we can perform gradient descent to denoise
data. We finally identify the similarities and differences between AMs and DMs,
discussing new research directions revealed by the extent of their similarities.

1 Introduction

Diffusion Models [1, 2, 3, 4] (DMs) have rapidly become the most perfomant class of generative
models on images [5, 6, 7, 8, 9]. However, they operate differently than previous image generation
models e.g.,GANs [10] and VAEs [11] that decode a latent input into a plausible image using a single
pass through some network. Instead, a DM is trained to predict and remove a known amount of
noise that was added to an image, a process that is applied recurrently at inference time to turn noisy
images into clean ones; to generate an image a DM iteratively denoises a sample of pure noise. The
goal of DMs can thus be stated as follows:

Goal of Diffusion Models: Given a corrupted representation of some data, recreate
the original uncorrupted data.

Each denoising step aims to increase the probability (specifically, the log-probability) that the noisy
data looks like a sample from the real data distribution. An example log-probability landscape with
two peaks of “real-looking data” (located at the top right and bottom left of the landscape) is shown in
the left half of Figure 1, where each denoising step pushes the initial noisy image (blue dot) towards
regions of higher log-probability.

The forward process of DMs iteratively adds noise to some image (or other data), whereas the reverse
process is trained to remove the noise introduced at each step of the forward process in an attempt to
recreate the original image. The forward process on its own is un-parameterized and non-interesting;
the computational power of Diffusion Models lies entirely in its reverse process.
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Figure 1: Comparing the emphases of Diffusion Models and Associative Memories tasked with
learning the same energy (negative log-probability) landscape, represented with both contours and
gradient arrows. Diffusion Models (left) train a score function (depicted as orange arrows) to model
the gradient of the energy. The noisy starting signal (depicted as a blue circle) becomes less corrupted
by following these gradients in the reverse denoising process. Associative Memories (right) instead
learn a smooth energy function, depicted as contours. The “memory retrieval dynamics” is the process
by which a fixed point is retrieved by following the energy gradient from the initial signal. This
process is mathematically equivalent to the objective of the reverse denoising process of Diffusion
Models. Memory retrieval dynamics always converge to fixed points (there are two in the figure, the
top right and lower left) where the energy is at a local minimum. This guarantee does not exist for
Diffusion Models.

1.1 Diffusion’s Unseen Connection to Associative Memories

Associative Memories (AMs) are dynamical systems that are concerned with the storage and retrieval
of data called memories [12]. These memories live at local minima of an energy landscape that
also includes all possible corruptions of those memories. From the Boltzmann distribution (Eq. 1),
we know that energy can be understood as a negative log-probability, where local peaks in the
original probability distribution correspond exactly to local minima in the energy. The right side of
Figure 1 shows an example energy landscape with two memories representing “real-looking data”
(valleys located at the top right and bottom left of the landscape). Memory retrieval is the process
of extracting information from the model (thus reconstructing our initial signal) by descending the
energy according to the dynamical equation in the center of Figure 1.

The goal of Associative Memories as stated above is identical to that of DMs:

Goal of Associative Memories: Given a corrupted representation of some data,
recreate the original uncorrupted data.

Yet, though Diffusion Models (or score-based models in general) have been related to Markovian
VAEs [13, 4, 1], Normalizing Flows [14], Neural ODEs [15], and Energy Based Models [2, 16], an
explicit connection to Associative Memories has not been acknowledged. Such a connection would
contribute to a growing body of literature that seeks to use modern AI techniques to unravel the
mysteries of memory and cognition [17, 18, 19, 20, 21, 22, 23].

See Appendix A for a description of all mathematical notation used in this paper.

2 Denoising Diffusion is Memory Retrieval

This section is a gentle introduction to show how denoising diffusion is mathematically equivalent to
energy-based memory retrieval under certain assumptions. Please see Table 1 and Appendix B for a
detailed exploration of the nuances of this connection.

Diffusion Models use their parameters θ to directly model the score function Fθ(x) (Eq. 2) of some
data distribution pθ [15, 24, 25]. That is, starting from the Boltzmann Distribution
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pθ(x) =
e−Eθ(x)

Zθ
(1)

the score function is defined as the gradient of the log-likelihood, or equivalently, the negative gradient
of the energy [2].

Fθ(x) = ∇x log pθ(x) = −∇xEθ(x)−∇x logZθ = −∇xEθ(x) (2)

In both equations, Zθ is the partition function (a.k.a. normalizing constant) to enforce that the∫
pθ(x)dx = 1, and Eθ(x) is the energy function (a.k.a. unnormalized probability function).

Figure 1 depicts the score function as vectors pointing to peaks in the log probability (equivalently,
local minima in the energy function). In practice, we often think of the score function as predicting
the noise we need to remove from noisy image xt. Thus, generating images from DMs can be
construed as an iterative procedure that repeatedly removes predicted noise Fθ(x

t) for some fixed
number of steps T (see Eq. 3). The final state xT is declared to be a local peak (minimum) of the
log-likelihood (energy) and is the model’s “best guess” at a realistic sample drawn from the original
distribution p. In practice, Fθ(x

t; t) is additionally conditioned on time t to help predict how much
noise to remove. Formally,

xt+1 = xt + α(t)Fθ(x
t; t), t = 0, ..., T − 1 (3)

where α(t) ∈ R is the “scheduled” amount of noise to remove at each step and is typically set
during training. Note that Eq. 3 is described using the convention that time progresses forward when
reconstructing the data. However, the literature around DMs describes time in the reconstruction
process as going backwards, denoting xT to refer to the sample drawn from pure noise and x0 to
refer to the final reconstructed sample drawn from p [1, 2, 4, 13, 15]. Eq. 4 rewrites Eq. 3 using the
variable s ≜ T − t to represent the reverse-time convention used in most DM literature.

xs−1 = xs + α(s)Fθ(x
s; s), s = T, ..., 1 (4)

[15, 26] use a probability flow Ordinary Differential Equation (PF-ODE) formulation for DMs to
define a differential equation to noisify images (Eq. 5) using an infinitesimal amount of noise dw

ds
scaled by some real-valued, time-dependent diffusion coefficient σ(s).

dx

ds
= σ(s)

dw

ds
(5)

Reversing this corruption process is also a differential equation, depending only on the noise scale σ
and the score Fθ [15, 27].

dx

ds
= −1

2
σ(s)2Fθ(x; s) (6)

Eq. 7 rewrites Eq. 6 using forward time t = T − s, collecting the noise scale into a real-valued
time-variable τ(s) ≜ 2

σ(s)2 to control the rate of change, and substituting Fθ = −∇xEθ.

τ(s)
dx

dt
= −∇xEθ(x; s) , t ∈ [0, T ] (7)

This is the definition of Associative Memory retrieval dynamics when constraining time t ∈ [0, T ] [28,
29] and conditioning the dynamics on time. More details on AMs are included in Appendix C.
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Table 1: Summarizing the similarities and differences between Diffusion Models and Associative
Memory. Fields marked with a ∗ indicate nuances that are clarified in § B.1 and § B.2.

Diffusion Associative Memory

Parameterizes the. . . Score function Fθ Energy function Eθ

Continuous Update∗ τ(t)dxdt = Fθ(x; t) τ dx
dt = −∇xEθ(x)

Discrete Update∗ xt+1 = xt + α(t)Fθ(x
t; t) xt+1 = xt − α∇xEθ(x

t)

Valid Time Domain t ∈ [0, T ] t ≥ 0

Fixed Point Attractor? No∗ Yes

Tractable Energy? No∗ Yes

Energy is Lyapunov? No Yes

Undoes Corruption of . . . Noise it was trained on∗ Any kind

3 Memory Retrieval is more than Denoising Diffusion

Special care needs to be prescribed to the design of a DM for it to be considered an AM. Namely,
the score function Fθ must be the exact derivative of an energy function Eθ that is Lyapunov (i.e., a
function guaranteeing stable critical points). This implies that the dynamics of a true AM must be
defined for all time t > 0, and the system (by nature of its architectural design) will always converge
to fixed points x⋆ (the memories) located at local minima of Eθ. That is,

dx⋆

dt
= 0 ; and

∇xEθ(x
⋆ + δ) > 0 for sufficiently small δ ̸= 0.

(where δ is a small perturbation of the memory). We tabulate the similarities and differences between
DMs and AMs in Table 1, providing additional clarifications in Appendix B.

4 Conclusions

Diffusion Models and Associative Memories have remarkable similarities when presented using a
unified mathematical notation: both aim to minimize some energy (maximize some log-probability)
by following its gradient (score). The final solution of each approach represents some sort of memory
that lies in a local minimum (maximum) of the energy (log-probability). However, these approaches
are certainly not identical, as is evidenced by different validity constraints on architecture choices
and time domains. The training philosophy behind each approach is also different: Diffusion Models
assume that the energy function is intractable and fixate on training the gradient of the energy using
known perturbations of training data as the objective, while AMs can instead focus on learning the
fixed points of a tractable energy. See Appendix D for discussion on how this connection could affect
future research into both fields.

Very few researchers will observe the rapid advances of AI today and notice a trend towards the
dynamical processes of Associative Memories first established by John Hopfield in the 1980s.
However, many of the theoretical guarantees of Associative Memories are captured in the design of
increasingly popular Diffusion Models that have proven themselves fixtures for many applications of
generative modeling. This paper represents a first step towards a more comprehensive understanding
of the connections between Diffusion Models and Associative Memories. We hope that our work
inspires further research into these exciting fields and that it helps to foster a new generation of AI
systems that are capable of unlocking the secrets of memory and perception.
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A Mathematical Notations

In this survey we deviate from notations typically used for DMs and AMs. To minimize visual
clutter, we prefer tensor notation over Einstein notation, representing scalars in non-bolded font
(e.g., energies E or time t), and tensors (e.g., vectors and matrices) in bold (e.g., states x or weights
W). These distinctions also apply to scalar-valued and tensor-valued functions (e.g., energy E(·) vs.
activations g(·)). A collection of learnable parameters is expressed through the generic variable θ.
Gradients are expressed using “nabla” notation of a scalar valued function, where ∇x(·) will be a
tensor of the same shape as vector x. g⊺ represents the transpose, whereas gT represents the tensor g
occurring at time T .

All mathematical notation used in this survey is documented in Table 2. When applicable, we describe
the notation both by its data-science (e.g., “data point”) and physics terminology (e.g., “particle”).

Table 2: A summary of the mathematical notations and conventions used in this survey.

Notation Description

t time
s reverse time (as s increases, time t decreases. Used in diffusion literature)
θ parameters for neural network
pθ probability distribution of some data, parameterized by θ

Eθ energy of some data, parameterized by θ, proportional to the negative of log-probability
Zθ normalization constant converting energy to probabilities a.k.a. the partition function
Fθ score function or the force (equal to −∇xEθ), parameterized by θ

α discrete step size when descending the energy
η noise added during discrete forward-process of diffusion
dw infinitesimal noise added during continuous forward process of diffusion
σ noise scale of dw
T max depth of a Diffusion Model / time that fixed point of AM is reached
τ rate constant of continuous time dynamics
Nν number of neurons in layer ν of AMs
x state of a data point, evolves in time (position of particle)
g activations of state x (axonal output of a neuron)
L Lagrangian of a layer (dynamic variable) that defines that variable’s energy and activations
x⋆ fixed point of the memory retrieval dynamics
W weights of the Associative Memory network
fθ any generic function parameterized by θ

B Characterizing the Uncanny Resemblance

Here we clarify the summary of similarities and differences presented in Table 1.

B.1 Characterizing the Similarities

There are several reasons to be skeptical of significant overlap between generative models like DMs
and AMs. As presented, DMs only compute gradients of energies and not energies themselves; thus
they have no Lyapunov function guaranteeing stability and are not defined to operate for all t > T .
However, it is clear that both DMs and AMs have very similar goals as shown in Eq. 7 and Eq. 10.
We summarize the similarities between these two data modeling approaches as follows:
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• Both model the energy. DMs learn a parameterized score function Fθ to approximate
the gradient of some true energy function E at every point x in the energy landscape such
that Fθ(x) ≈ −∇xE(x). In AMs, this energy function is explicit and is defined by using
architectures that directly model the energy Eθ such that Eθ(x) ≈ E(x).

• Both generate samples by descending the predicted gradient of the energy. A DM will
directly output the estimated score Fθ ≈ −∇xE(x), whereas an AM will directly output
a smooth energy Eθ(x) on which the gradient −∇xEθ(x) can be directly calculated and
descended. The discrete (continuous) update rules of both are identical to a step size α (time
variable τ ).

• Both converge to a solution that lies in the neighborhood of a local energy minimum. In
DMs, this behavior is a consequence of the manner in which it is trained: the final output xT

exists in a region such that a small perturbation in any direction would increase its energy
(remember that DMs are trained to remove infinitesimal noise that would increase the energy
of the data point). In AMs, this statement is a requirement of the Lyapunov function; if the
dynamics progress for a sufficiently long time, we are guaranteed to reach a true fixed point
x⋆ that lies at a local energy minimum.

B.2 Reconciling the Differences

DMs and AMs are certainly not equivalent methods. However, we have discovered evidence that the
theoretical differences between DMs and AMs are not so significant in practice. We present rebuttals
to potential objections (which we call “misconceptions”) that Diffusion Models do not simulate
Associative Memories below.

Misconception 1: Diffusion models are not fixed point attractors. Though the dynamics of
DMs have no theoretical guarantees of fixed point attractors, we notice that the design of
DMs seems to intelligently engineer the behavior of fixed-point attractors like AMs without
constraining the architecture to represent a Lyapunov function. We identify two fundamental
tricks used by DMs that help approximate stable dynamics:

Trick 1 DMs explicitly halt their reconstruction process at time t = T (i.e., requiring
x⋆ = xT , a form of boundary condition on the ODE defined by Eq. 6, see [27] for more
details) and are thus only defined for time t ∈ [0, T ]. xT then represents a contrived fixed
point because no further operations change it. We can say that xt ̸=T corresponds to a data
point with some corruption and xT corresponds to a memory in the language of AMs.

Trick 2 We know that xT approximates a local energy minimum because of the noise
annealing trick introduced by [2] and used by all subsequent DMs. In the corruption
process, points in the data distribution are perturbed with gradually increasing amounts of
noise, implying that smaller noise is added at earlier points in time. This leads to a robust
approximation of the true energy gradient localized around each training point, where the
original data point lies at the minimum.

We additionally see evidence of DMs storing “memories” that are actual training points.
[30] showed that one can retrieve training data almost exactly from publicly available DMs
by descending an energy conditioned on prompts from the training dataset. It seems that this
behavior is particularly evident for images considered outliers and for images that appear many
times. Viewing DMs as AMs, this behavior is not surprising, as the whole function of AMs is to
retrieve data (or close approximations to the data) that it has been seen before.

Tricks 1 & 2 also mean that a DM is inescapably bound to a knowledge of the current time t.
By conditioning both the model Fθ and the step size α on the time t, we give information to
the model and the optimizer about how much noise it should expect to remove from a given
signal in a single step. Given a signal with an unknown quantity of noise, a user must either
make a “best guess” for the time t (expected noise level), or restart the dynamics at time t = 0.
The model is always trained to expect large amounts of noise at time t = 0, which will cause
the model to make large jumps around the energy landscape and likely land it in a different
energy minimum. Though this is desirable for diverse generation, it makes DMs less reliable
at memory retrieval. Currently, no works have tested AMs that are dependent on time, though
conditioning an AM and its optimizer on the time t (essentially, treating time as another input
modality) maintains all Lyapunov constraints and is perfectly valid to try.
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Misconception 2: Diffusion models can only undo Gaussian noise. In order for a DM to be-
have like an AM, they must be able to undo any kind of corruption (e.g., inpainting, blur,
pixelation, etc.), not just the white- or Gaussian-noise associated with Brownian motion as
originally formulated in [1, 2]. [31, 32] showed that the performance of DMs can actually
improve when considering other types of noisy corruption in the forward process. However,
it also seems that DMs can learn to reverse any kind of corrupting process. [33] empirically
show that DMs can be trained to invert arbitrary image corruptions that generate samples just as
well as those trained to invert Gaussian noise. This challenges the necessity of the mathematical
formulation of infinitesimal gaussian noise dw in the forward process of Eq. 5. Because DMs
can be trained to undo any kind of corruption, they can exhibit behavior identical to that of
Associative Memory which focuses on the “fixed points” of the energy landscape rather than
the kind of denoising/de-corrupting steps required to get there.

Misconception 3: Unconstrained Diffusion Models work with any architecture. DMs are a
form of “unconstrained” architecture and can use any neural network to approximate the score
function; in other words, the architecture is not required to be the true gradient of an energy.
This is often considered advantageous over less flexible architectures such as those needed in
AMs. The only requirement is that the neural network chosen to approximate the score must be
isomorphic such that the function’s output is the same shape as its input (i.e., Fθ : Rd 7→ Rd).
However, not all isomorphic architectures are created equal and only select architectures are used
in practice. Both standard feedforward networks [25] and vanilla Transformers have struggled
to generate quality samples using diffusion [34, 35] (though recent work [34] has shown how
to engineer vision Transformers [36] to achieve a similar reconstruction quality as U-Nets
on images). Most applications of DMs use some modification of the U-Net architecture [37]
originally used by [4] or shallow MLPs as used in the original DM paper [1]. Thus, the perceived
advantage of flexibility comes at a cost – how can we know what architectures will likely work
for a DM and what will not?

Misconception 4: Diffusion Models with explicit energy don’t work. Though DMs charac-
terize an energy landscape by modeling its gradient everywhere, they do not inherently have
a concept of the energy value itself. However, [15] showed that one can actually compute an
exact energy for DMs using the instantaneous change of variables formula from [38], with the
caveat that this equation is expensive to compute; estimations of the energy computation are
preferred over direct energy calculations in practice [14].

Another approach for enforcing an energy on DMs is to choose an architecture that parame-
terizes an actual energy function, whose gradient is the score function. [25] researched exactly
this, exploring whether a generic learnable function fθ(x; t) that is constrained to be the true
gradient of a parameterized energy function as in Eq. 8 is able to attain sample quality results
similar to those of unconstrained networks.

Eθ(x; t) =
1

2σ(t)
||x− fθ(x; t)||2 (8)

The score Fθ of this energy can be written by computing the analytical gradient

Fθ(x; t) =
1

σ(t)
(x− fθ(x; t))∇xfθ(x; t)−

1

σ(t)
(x− fθ(x; t)) . (9)

Ref. [25] notes that the second term of the equation is the standard DM, while the first term
involving ∇xfθ(x; t) is new and helps guarantee that Fθ(x; t) is a conservative vector field.
They also showed that constraining the score function to be the gradient of the energy in Eq. 8
does not hurt the generation performance on the CIFAR dataset [39] and provides hope that
AMs with constrained energy can match the performance of unconstrained DMs.

C More on Associative Memories

An Associative Memory (AM) is a dynamical system concerned with the storage and retrieval of
signals (data). In AMs all signals exist on an energy landscape; in general, the more corrupted a
signal the higher its energy value. Uncorrupted signals or memories live at local minima of the
system’s energy or Lyapunov function. The process of memory retrieval is the dynamic process
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of descending the energy to a fixed point or memory as shown in Figure 1, a phenomenon that is
guaranteed to occur by constraints placed on the architecture (see § C.1).

The following subsections describing AMs can get quite technical and rely on modeling techniques
used regularly in physics (e.g., Lagrangian functions, Lyapunov functions, Legendre transforms [12,
40]) but that are foreign to experts in modern AI. We thus deem it important to summarize the core
points of AMs before diving into them and their history.

AMs are a class of neural architectures that defines an energy function Eθ(x) ∈ R, where θ is a set
of learnable parameters and x represents a data point. In other words, an AM is designed to compute
a scalar energy on every possible input signal x. Given some initial input x0 at time t = 0 (this could
be any kind of signal, including pure noise), we want to minimize the energy (by descending the
gradient) to a fixed point that represents a memory learned from the original data distribution.

τ
dx

dt
= −∇xEθ(x) , t > 0 (10)

Here, τ is a time constant that governs how quickly the dynamics evolve. This equation can of course
be discretized as

xt+1 = xt − dt

τ
∇xEθ(x

t) (11)

and treated as a neural network that is recurrent through time. The energy of AMs is constructed in
such a way that the dynamics will eventually converge to a fixed point x⋆ at some t = T . That is,

dx⋆

dt
= −∇xEθ(x

⋆) = 0

In practice there are some valid AM architectures where the variable xt itself may not converge,
which depends on our choice of activation function g(xt). E.g., the xt operating under activations
like the sigmoid and relu are guaranteed to converge, whereas the xt under activation functions with
some normalizing constant like the softmax or the layernorm may never converge. In these cases
the AM dynamics are well behaved on the activations gt, which are still guaranteed to converge.

C.1 The TinyBrain Sandbox for Building Associative Memories

AMs are constrained to use only neural architectures that are themselves a Lyapunov function: that
is, these architectures must compute a scalar energy and be fixed point attractors. In this section we
discuss the architectural constraints needed to ensure a Lyapunov function on AMs, following the
abstractions of [41].

AMs were originally inspired by neurons and synapses within the brain [43]. As such, it is useful to
consider a simple model we call the TinyBrain model1 (depicted in Figure 2). TinyBrain captures the
simplest Associative Memory configuration consisting of two dynamic variables called neuron layers
connected to each other by a single synaptic weight matrix W that defines the relationship between
variables. This setup is distinct from general AMs which can be made hierarchical (see § C.4). Each
neuron layer (dynamic variable) can be described by an internal state x ∈ RN (which one can think
of as the membrane voltage for each of the N neurons in that layer), and their axonal state g ∈ RN

(which is analogous to the firing rate of each neuron). We call the axonal state the activations and
they are uniquely constrained to be the gradient of a scalar, convex Lagrangian function L : RN 7→ R
we choose for that layer; that is, g = ∇xL.

The Legendre Transform of the Lagrangian defines the energy Elayer
ν (gν ,xν) ∈ R of a neuron layer

ν, shown in Eq. 12 [12, 40, 41]. If all neuron-layers of a system have a Lagrangian, a synaptic energy
can be easily found such that the entire system has a defined energy.

1Our use of the term “brain” does not claim resemblance to real brains or brain-like behavior; instead, the
term encapsulates a useful thought experiment around the usage of the terms “neurons” and “synapses”.

13



TinyBrain sandbox for Associative Memories Neurons are dynamical variables 
that evolve to minimize their contribution 
to a global energy

Each neuron has two propertie
 an that evolves in tim
 a convex, scalar 

internal state      
Lagrangian function

The  defines the Lagrangian activations

and the neuron’s energy

Synapses describe relationships

between the activations of dynamic 
variables (neurons)

Synapses are parameterized by weights 

Neurons’ internal states evolve to descend 
total energy

Feature Neurons

Memory Neurons

Synapse

Figure 2: The TinyBrain sandbox for understanding Associative Memories is a fully connected
bipartite graph (structurally similar to the Restricted Boltzmann Machine [42]). Both feature neurons
and memory neurons have states xf and xm respectively that evolve in time; these states have
corresponding activations gf and gm. The energy of the synapse is minimized when the memory
activations gm perfectly align with the feature activations gf according to the learned parameters W.
The energy for the entire system is defined by this the energies of each individual component, and the
internal states of each neuron layer evolve by descending the global energy’s gradient.

Elayer
ν = g⊺

νxν − Lν(xν) (12)

For historical reasons, we call one neuron layer in our TinyBrain the “feature neurons” (fully described
by the internal state xf and Lagrangian Lf of the features) and the other the “memory neurons”
(fully described by the internal state xm and Lagrangian Lm of the memories). These layers are
connected to each other via a synaptic weight matrix W ∈ RNm×Nf , creating a synaptic energy
Esynapse(gf ,gm;W) ∈ R defined as

Esynapse = −g⊺
mWgf . (13)

We now have defined all the component energies necessary to write the total energy Esystem for
TinyBrain as in Eq. 14. Note that Eq. 14 is a simple summation of the energies of each component of
the TinyBrain: two layer energies and one synaptic energy. This perspective of modular energies for
understanding AMs was originally proposed by [41].

Esystem = Elayer
f + Elayer

m + Esynapse (14)

The hidden states of our neurons xf and xm evolve in time according to the general update rule:


τf

dxf

dt
= −∇gf

Esystem

τm
dxm

dt
= −∇gmEsystem .

(15)

Eq. 15 reduces to the manually derived update equations for the feature and memory layers presented
in Eq. 16 [12].
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τf

dxf

dt
= W⊺gm − xf

τm
dxm

dt
= Wgf − xm

(16)

where W⊺gm and Wgf represent the input currents to feature neurons and memory neurons
respectively, and −xf and −xm represent exponential decay (this implies that the internal state x
will exponentially decay to 0 in the absence of input current). Note that the synaptic matrix W
plays a symmetric role: the same weights that modulate the current from feature neurons → memory
neurons are used to modulate the current from memory neurons → feature neurons. This “symmetric
weight constraint” present in AMs does not exist in real neurons and synapses [12, 44].

Krotov and Hopfield identified [12] that this toy model is mathematically equivalent to the original
Hopfield Network [43, 28] under certain choices of the activation function g; hence, it is through the
lens of the abstraction presented in this section that we explore the long history of AMs, beginning
with the famous Hopfield Network.

C.2 Hopfield Networks are the First Energy-Based Associative Memory

John Hopfield formalized the dynamic retrieval process of Associative Memory in the 80s [43, 28]
in an energy-based model that became famously known as the Hopfield Network (HN). Unlike
previous models for associative memory (see § C.5), HNs performed the task of memory retrieval
through gradient descent of an energy function. A HN resembles in form a single-layer McCulloch
& Pitts perceptron [29], with input feature neurons xf and a single weight matrix; however, unlike
perceptron-based models, the HN operated continuously in time, repeatedly updating the inputs xt

f

over time to minimize some energy.

Hopfield described the AM energy dynamics for both binary [43] and graded (continuous) [28]
neurons. Like the TinyBrain model, a continuous HN consists of Nf feature neurons connected
via a synaptic weight matrix W ∈ RNm×Nf to Nm memory neurons. Feature neurons xf have
corresponding activations gf = sigmoid(xf ), whereas memory neurons xm have a linear activation
function gm = xm. We call this configuration of TinyBrain the Classical Hopfield Network (CHN).

Hopfield never considered the time evolution of the memory neurons in his model, instead assuming
that xt

m = Wgt
f at any point in time (i.e., that the state of the memory neurons was instantaneously

defined by the activations of the feature neurons). This simplification of the two-layer TinyBrain did
not change the fixed points of the AM dynamics and allowed him to consider the time-evolution for
only the feature neuron layer. The simplified energy function and update rules for the CHN are shown
in Eq. 17 and Eq. 18 respectively, where Lf (xf ) ≜

∑
Nf

log (1 + exp(xf )) is the Lagrangian of the
sigmoid activation function and (·)2 operates elementwise.

Esystem(gf ,xf ) = −1

2

∑
Nm

(
Wgf

)2
+ g⊺

fxf − Lf (xf ) (17)

τ
dxf

dt
= W⊺(Wgf )− xf . (18)

A full derivation is included in [12].

C.3 Solving the Small Memory Capacity of Hopfield Networks

The CHN unfortunately suffered from a tiny memory capacity that scaled linearly according the
number of input features Nf ; specifically, the maximum storage capacity of the classical Hopfield
Network was discovered to be ∼0.14Nf by [45, 43, 46]. Consider the problem of building an
associative memory on the 60k images in MNIST [47], where each image can be represented as a
binary vector with Nf = 784 features. If the patterns were random, one could only reliably store
a maximum of 0.14(784) ≈ 110 images using the classical Hopfield paradigm, no matter how
many memories Nm you add to the synaptic matrix W. Given that MNIST images have strong
correlations between their pixel intensities, this bound is even lower.
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A breakthrough in the capacity of Hopfield Networks was proposed by Krotov & Hopfield over 30
years later [29]. Their new network, called the Dense Associative Memory (DAM), enabled the
energy dynamics of the CHN to store a super-linear number of memories. The core idea was to use a
rapidly growing non-linear activation functions gm(·) on the memory neurons. For instance, choosing
gm(·) to be higher orders of (optionally rectified) polynomials allowed much greater memory storage
capacity than the CHN. Extending this idea to exponential functions gm = exp(xm) can even lead to
exponential storage capacity [48]. The intuition is that the “spikier” the activation function gm (i.e.,
the faster it grows in the region around xm), the more memories the network can store and retrieve.

Recall that a CHN could reliably store a maximum of 110 MNIST images. Using the exponential
DAM, one can increase the number of stored memories up to Nm ∼ exp(784/2), assuming no
correlations, and still reliably retrieve each individual memory. This marked difference has led to
DAMs being branded as the “Modern Hopfield Network” (MHN) [49] and opened the door for a new
frontier in AMs [50].

C.4 Adding Hierarchy to Shallow Associative Memories

The CHN and DAM have another fundamental limitation: like the TinyBrain , both only have a single
weight matrix W and thus cannot learn hierarchical abstractions that simplify the task of memorizing
complex signals. This is not a limitation of Deep Learning networks today, which can be seen as a
stack of distinct learnable functions (“layers”) each processing the output of a previous layer. These
architectures are inherently hierarchical; that is, deeper layers operate on higher levels of abstraction
output by previous layers. A classic example of this occurs in deep Convolutional Neural Networks
(CNNs), where neurons in earlier layers (i.e., layers closer to the image) detect simple shapes, and
those in deeper layers respond to more complex objects (see Figure 3).

However, Eq. 12 makes it easy to constrain the energy of an AM. Why can’t these
systems be extended beyond the TinyBrain in § C.1 to include more interacting layers?
This is the realization of [40, 41] who generalize the theoretical abstraction of AMs in
§ C.1 to connect arbitrary numbers of neuron layers via arbitrary synaptic relationships
that can resemble the convolutional, pooling, or even attention operations in modern archi-
tectures. This version of AMs is known as a Hierarchical Associative Memory (HAM).

Figure 3: An explanation of hierarchi-
cal representations as learned in images,
adapted from [51]. The top row shows
the filters learned by the second layer
in a convolutional deep belief network,
whereas the bottom row the filters of the
third layer. The deeper filters are able to
recognize more complex objects and are
thus considered more “abstract”.

The HAM has given AMs a theoretical maturity and flex-
ibility to rival the representational capacity of any exist-
ing neural architecture while guaranteeing stable attractor
points. However, the HAM is still a very young archi-
tecture, having been proposed in 2021, and has yet to
establish itself as a viable alternative to traditional Deep
Learning architectures in practice.

C.5 Other models for Associative Memory

The term “associative memory” has become a catch-all
term for many different types of Content Addressable
Memories (CAMs), including models like Sparse Dis-
tributed Memories [52, 53],Memory Networks [54], Key-
Value Memories [55, 56], Hopfield Networks [43, 28],
and Boltzmann Machines [57, 58, 42]. Even the popular
attention mechanism in Transformers [59] is itself a dif-
ferentiable form of associative memory [49] where tokens
act as queries to retrieve values stored by the other tokens.
In this paper we have considered a particular class of AMs
that refers to systems with a defined Lyapunov function –
that is, a CAM must have both a tractable energy function
and guaranteed stable states to be considered in this survey.
The paradigmatic examples of this class of AMs is of course the Hopfield Network (HN) [43, 28] and
its modern counterparts [29, 40] which have been discussed in earlier sections.
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D Open Challenges

D.1 Directions for Associative Memories

Associative Memories have not gained nearly the traction of Diffusion Models in AI applications.
Many researchers in the field focus on the TinyBrain architecture, trying to improve its theoretical
memory capacity [60, 61] or apply related models to modern problems [62]. Other researchers are
integrating the memory-retrieval capabilities of AMs into existing feed-forward architectures [49,
63, 64]; in doing so they discard the idea of global optimization on the energy. In part, these other
research directions exist because no pure AM has shown impressive performance on large data
until [65] introduced the Energy Transformer, though even this AM does not yet show significant
performance gain over traditional methods.

The empirical success of Diffusion Models across many domains should provide hope that modern
AM architectures [40, 41] can achieve performance parity on similar tasks. Constrained Diffusion
Models show no worse performance than unconstrained models [25], and the introduction of HAMs
allow AMs to be built that resemble U-Nets [41]. Even the training pipeline of a Diffusion Model
can be mapped directly to an AM paradigm if we condition the energy function and optimization
procedure on the time: from a starting image x⋆ in the training set, repeatedly add varying amounts
of random noise and train the score function −∇xEθ(x

t; t) to predict the added noise. Once trained,
Diffusion Models have even shown strong steerability – the ability for a user to modify a trained
Diffusion Model to complete tasks it was not trained to perform [1, 66, 67, 68, 69, 70, 71, 72, 73].
We can expect similar levels of controllability from a fully trained AM.

D.2 Directions for Diffusion Models

Diffusion Models should find the theoretical framework of the Lyapunov function from AMs com-
pelling, as it defines systems around fixed-point attractors that seem to already exist in Diffusion
Models. Perhaps the score function Fθ learned by Diffusion Models has already learned to behave
similarly? If the score function is shown to be a conservative vector field as in [25], perhaps the
constraint of finite time in Diffusion Models is unnecessary and Diffusion Models can behave well in
continuous time t > T . Viewing Diffusion Models as fundamentally fixed-point attractors like AMs,
it also becomes possible to theoretically characterize its memory capacity. Finally, recent research
has focused on optimizing the sampling speed of Diffusion Models by improving the scheduling step
in the update rule [27, 74, 75, 76]. By viewing this sampling procedure as ordinary gradient descent
(as is the case in AMs), smart gradient optimization techniques already used in Deep Learning like
ADAM [77] and L-BFGS [78] become available.

D.3 Beyond Diffusion: Transformers Resemble Associative Memories

Diffusion Models are not the only method in modern Deep Learning to show similarities to AMs.
In fact, recent literature shows increasing connections between the operations of AMs and deep
architectures, e.g. feed-forward networks [64], convolutional neural networks [40], Transformer
architecture [49], and optimization processes of Ordinary Differential Equations (ODEs) [79, 80, 81,
82]. In 2020 [49] discovered that the attention mechanism of Transformers strongly resembled a
single-step update of a Dense Associative Memory [29] under the softmax(·) activation function,
which exhibits similar properties to the power and exp(·) functions studied in [29, 48]. However,
it is incorrect to call their contrived energy function an AM as it is integrated as a conventional
feed-forward layer in the standard Transformer block and applied only using a single gradient descent
step. Of particular interest to the scope of this paper is the following question: if Transformers have
strong resemblances to ODEs and the attention operation is similar to a single step update of a DAM,
what are the differences between an AM with desirable attractor dynamics and a Transformer?

A recent work by [65] explores this question, deriving a new “Energy Transformer” block that
strongly resembles the conventional Transformer block, but whose fundamental operation outputs an
energy. This energy satisfies all the desired properties of an AM, which allows us to interpret the
forward pass through a stack of Transformer blocks as gradient descent down the block’s energy.
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D.4 Scaling Laws from the Perspective of Associative Memory

The performance of Transformers on language is famously characterized by the “scaling laws”, which
claim that a model’s performance will improve as a power-law with model size, dataset size, and the
amount of compute used for training [83]. We expect similar behaviors to hold for Diffusion Models,
though a similar study has not yet been conducted. However, the “scaling laws” are empirical only,
and there is little theory to justify why a model’s performance would continue to grow with the size.
AMs offer one possible theory by characterizing large-model performance as one of memory capacity
(see § C.3). In the world of AMs, this scaling behavior makes intuitive sense: more parameters
means more possible memories that can be stored; more data means more meaningful local minima
in the energy; and more compute means the model can descend further down the energy, making it
easier to distinguish between nearby fixed points (alternatively, more compute can imply that longer
training allows the model to distribute the fixed points in the energy more efficiently, allowing for
greater memory capacity). These hypotheses for understanding the scaling law come from intuitively
understanding large models as AMs, but this is still an open research question.

Both Transformers and Diffusion Models are ubiquitous choices for foundation models [84] in Deep
Learning today, and both strongly resemble Associative Memories. We believe that the trajectory of
AI research would benefit by interpreting the problem of unsupervised learning on large, unstructured
data from the perspective of Associative Memory.
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