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Abstract

The ML-Schema, proposed by the W3C Machine Learning Schema Community Group, is a top-level ontology that provides a set of classes, properties, and restrictions for representing and interchanging information on machine learning algorithms, datasets, and experiments. It can be easily extended and specialized and it is also mapped to other more domain-specific ontologies developed in the area of machine learning and data mining. In this paper we overview existing state-of-the-art machine learning interchange formats and present the first release of ML-Schema, a canonical format resulted of more than seven years of experience among different research institutions. We argue that exposing semantics of machine learning algorithms, models, and experiments through a canonical format may pave the way to better interpretability and to realistically achieve the full interoperability of experiments regardless of platform or adopted workflow solution.

1 Introduction

Complex machine learning models have recently achieved great successes in many predictive tasks. Despite their successes, a major problem is that they are often hard to interpret, which may affect their safeness and the level of trust of their users. The problem of interpretability is one of the key research issues in the area of knowledge engineering and the Semantic Web community, which deals with making the semantics of various phenomena explicit. In this community, the problem of dealing with trust and traceability has gained a major interest last years and resulted in proposals and uptake of models such as the provenance ontology PROV-O [6].

Despite recent efforts to achieve a high level of interoperability of ML experiments through existing workflow systems [9], metadata repositories [11,7] and schemata [4, 8, 5], we still run into problems created due to the existence of different ML platforms: each of those has a specific conceptualization or schema for representing data and metadata. Figure 1 depicts the complexity of this scenario: (1) and (2) representing the worse scenario to achieve reproducibility of the experiments; (3) and (4) which - although defining a known (local) schema - lack interoperability, since they follow different standards. To reduce this gap, the aforementioned ML vocabularies and ontologies have
been proposed (e.g., MEX and Expose) (5); and finally (6) which encompasses the higher level of interoperability to allow fully reproducible experiments.

In line with those efforts to bridge the gap, in this paper, we present the ML-Schema[3], developed within the W3C Machine Learning Schema Community Group[2]. It is a simply shared schema that provides a set of classes, properties, and restrictions that can be used to represent and interchange information on Machine Learning (ML) algorithms, datasets, and experiments. It can be easily specialized to create new classes and properties and it is also mapped to more specific ontologies and vocabularies on machine learning [4, 10, 8, 5], for instance to represent Deep Learning problems, which are naturally harder to design when compared to supervised approaches. These ontologies, in turn, contain terms for representing more detailed characteristics and properties of ML datasets, algorithms, models, and experiments.

Ultimately, we believe that involving such a canonical and standardized model meta-data descriptors in design of interpretable methods for ML may lead to better insights into the data and the properties of ML algorithms.

The gap can be further significantly reduced by achieving interoperability among state-of-the-art (SOTA) schemata of those resources (Figure 1: item 5), i.e., achieving the horizontal interoperability (Figure 1: item 6). Therefore, different groups of researchers could exchange SOTA metadata files in a transparent manner via web services, e.g.: from OntoDM and MEX (MLSchema.Schema data = mlschema.convert("myFile.ttl", MLSchema.Ontology.OntoDM, MLSchema.Ontology.MEX)). Furthermore, the canonical format also directly benefits different environments, such as ML ecosystems (e.g. OpenML[11]) and ML Metadata Repositories (e.g. WASOTA[7]) which can benefit on the mappings of a shared standard.

2 The ML-Schema

In Fig. 2 we depict the classes and the relationships between the classes representing the ML-Schema. The schema contains classes for representing different aspects of machine learning. This includes representations data, datasets and data/dataset characteristics. Next, it includes representations of algorithms, implementations, parameters of implementations and software. Furthermore, the schema contains representations of models, model characteristics and model evaluations. Finally, the schema has the ability to represent machine learning experiments with different granularity. This includes representations of runs of implementations of algorithms on the lowest level and representation of studies at the highest level.

---

2W3C ML-Schema Community Group: [https://www.w3.org/community/ml-schema/](https://www.w3.org/community/ml-schema/)
3 Machine Learning ontologies

In this section, we present the relationship of the ML-Schema to other proposed ontologies, and vocabularies for the domain of machine learning. The development of ML-Schema was highly influenced from, initially independent, research of several groups on modeling the domain of machine learning. Due to this the classes and relations present in the ML-Schema re-appear in the current ML ontologies and vocabularies. In Table 1, we present the mapping between the terms present in the ML-Schema and the current ML ontologies and vocabularies. Below, we describe each of the mentioned ontology/vocabulary.

The OntoDM-core ontology. The OntoDM-core ontology has been designed to provide generic representations of principle entities in the area of data mining [8]. In one of the preliminary versions of the ontology, the authors decided to align the proposed ontology with the Ontology of Biomedical Investigations (OBI) [2] and consequently with the Basic Formal Ontology (BFO) [1] at the top level, in terms of top-level classes and the set of relations. That was beneficial for structuring the domain in a more elegant way and the basic differentiation of information entities, implementation entities and processual entities. In this context, the authors proposed a horizontal description structure that includes three layers: a specification layer, an implementation layer, and an application layer. The specification layer in general contains information entities. In the domain of data mining, example classes are data mining task and data mining algorithm. The implementation layer in general contains qualities and entities that are realized in a process, such as parameters and implementations of algorithms. The application layer contains processual classes, such as the execution of the data mining algorithm.

The Exposé ontology. The main goal of Exposé [10] is to describe (and reason about) machine learning experiments. It is built on top of OntoDM, as well as top-level ontologies from bioinformatics. It is currently used in OpenML3 as a way to structure data (e.g. database design) and share data (APIs). MLSchema will be used to export all OpenML data as linked open data (in RDF).

The DMOP ontology. The Data Mining OPtimization Ontology (DMOP) [5] has been developed with a primary use case in meta-mining, that is meta-learning extended to an analysis of full DM

---
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Table 1: Mapping between the terms between the ML-Schema and the different ML/DM ontologies and vocabularies

<table>
<thead>
<tr>
<th>ML-Schema</th>
<th>OntoDM-core</th>
<th>DMOP</th>
<th>Expose</th>
<th>MEX Vocabulary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>Data mining task</td>
<td>DM-Task</td>
<td>Task</td>
<td>mexcore:ExperimentConfiguration</td>
</tr>
<tr>
<td>Algorithm</td>
<td>Data mining algorithm</td>
<td>DM-Algorithm</td>
<td>Algorithm</td>
<td>mexitalgo:Algorithm</td>
</tr>
<tr>
<td>Software</td>
<td>Data mining software</td>
<td>DM-Software</td>
<td>N/A</td>
<td>mexitalgo:Tool</td>
</tr>
<tr>
<td>Implementation</td>
<td>Data mining algorithm</td>
<td>DM-Operator</td>
<td>Algorithm implementation</td>
<td>N/A</td>
</tr>
<tr>
<td>HyperParameter</td>
<td>Parameter</td>
<td>Parameter</td>
<td>Parameter</td>
<td>mexitalgo:HyperParameter</td>
</tr>
<tr>
<td>HyperParameterSetting</td>
<td>Parameter setting</td>
<td>OpParameterSetting</td>
<td>Parameter setting</td>
<td>N/A</td>
</tr>
<tr>
<td>Study</td>
<td>Investigation</td>
<td>N/A</td>
<td>Experiment</td>
<td>N/A</td>
</tr>
<tr>
<td>Run</td>
<td>Data mining alg. execution</td>
<td>DM-Operation</td>
<td>Algorithm execution</td>
<td>mexitalgo:Tool</td>
</tr>
<tr>
<td>Data</td>
<td>Data item</td>
<td>DM-Data</td>
<td>Dataset</td>
<td>mexitalgo:Feature</td>
</tr>
<tr>
<td>Dataset</td>
<td>DM dataset</td>
<td>Dataset</td>
<td>mexitalgo:Dataset</td>
<td>N/A</td>
</tr>
<tr>
<td>Feature</td>
<td>N/A</td>
<td>Feature</td>
<td>N/A</td>
<td>mexitalgo:Feature</td>
</tr>
<tr>
<td>DataCharacteristic</td>
<td>Dataset specification</td>
<td>DatasetCharacteristic</td>
<td>Dataset specification</td>
<td>N/A</td>
</tr>
<tr>
<td>DatasetCharacteristic</td>
<td>N/A</td>
<td>FeatureCharacteristic</td>
<td>FeatureCharacteristic</td>
<td>N/A</td>
</tr>
<tr>
<td>FeatureCharacteristic</td>
<td>N/A</td>
<td>FeatureCharacterisitic</td>
<td>FeatureCharacterisitic</td>
<td>N/A</td>
</tr>
<tr>
<td>Model</td>
<td>Generalization</td>
<td>DM-Hypothesis</td>
<td>Model</td>
<td>mexitalgo:Model</td>
</tr>
<tr>
<td>ModelCharacteristic</td>
<td>Generalization quality</td>
<td>HypothesisCharacteristic</td>
<td>ModelStructure, Parameter, ...</td>
<td>N/A</td>
</tr>
<tr>
<td>ModelEvaluation</td>
<td>Generalization evaluation</td>
<td>ModelPerformance</td>
<td>Evaluation</td>
<td>N/A</td>
</tr>
<tr>
<td>EvaluationMeasure</td>
<td>Evaluation datum</td>
<td>ModelEvaluationMeasure</td>
<td>Evaluation Measure</td>
<td>mexitalgo:PerfMeasure</td>
</tr>
<tr>
<td>EvaluationSpecification</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>EvaluationProcedure</td>
<td>Evaluation algorithm</td>
<td>ModelEvaluationAlgorithm</td>
<td>Performance Estimation</td>
<td>N/A</td>
</tr>
</tbody>
</table>

processes. At the level of both single algorithms and more complex workflows, it follows a very similar modeling pattern as described in the ML-Schema. To support meta-mining, DMOP contains a taxonomy of algorithms used in DM processes which are described in detail in terms of their underlying assumptions, cost functions, optimization strategies, generated models or pattern sets, and other properties. Such a “glass box” approach which makes explicit internal algorithm characteristics allows meta-learners using DMOP to generalize over algorithms and their properties, including those algorithms which were not used for training meta-learners. DMOP also contains sub-taxonomies of ML models and provides vocabulary to describe their properties and characteristics, e.g. model structures, model complexity measures, parameters.

The MEX vocabulary. The MEX vocabulary [4] has been designed to reuse existing ontologies (e.g., PROV-O [6]) for representing basic machine learning experiment configuration and its outcomes. The aim is not to describe a complete data-mining process, which can be modeled by more complex and semantically refined structures. Instead, MEX is designed to provide a simple and lightweight vocabulary for exchanging basic machine learning metadata in order to achieve a high level of interoperability. Moreover, the schema aims to serve as a basis for data management of ML outcomes in the context of WASOTA [7]. The principal components are: mexitalgo: which describes algorithms and hyperparameters, mexcore: which is the basis to describe an experiment, its configurations and executions and mexit perf: the layer to map the outcomes (i.e., performance measures).

4 Conclusions

In this extended abstract, we have presented ML-Schema, a lightweight schema for modeling ML domain. The ML-Schema aligns more fine-grained ontologies and vocabularies, some of which contain detailed vocabulary for representing meta-data on ML models. The vocabulary and axiomatization included in those resources may be used to make explicit the semantics of ML models, making them better interpretable for human users.
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