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Abstract

In this work, I synthesize some papers regarding to gra-

Algorithms

Applications (re

From |[4]
Pointwise approach.

dient boosting and related methods like xgboost, a pow-

Algorithm 1 Gradient Boosting

erful machine learning technique for efficiently solving

N
L"({(zi,y)}1 F) = Y (F(xi) — i) (15)
1=1

N
some classic problems with state of the art performance. 1: Fp(x) = argmin , Z L(yi, p)

1=1
y | 2: for m =1 to M do: do ..
3. i = — 8L(yi,F(azi))] 1 <i< N Pairwise approach.
) L OF (x; . ? — 0 —
TheOI'y (4) . F(x)=Fp_1(x) LP({(x; )}N F) Z (S(F(z:) — ;) (16)
. .. , 4:  a,, =argming, g > ;4 [§; — Bh(z;;a)]? “Yi)r1 ) = i) — Yi
Consider a training set of N pairs of data (x;,y;) for | i i 8|y <ys
1 <¢< N . Our aim is to find a function F' such that it O: Pm = arginiing, 2 i=1 LWi, Frn—1 (@) + ph(zi, am) L
minimizes 6: Fp(z)=Fpn—1(x) + pmh(z;am) Listwise approach.
EyxL(y, F(x)) (1) |, | Lend for N1 N
where the loss function L represents the quality of the Ll(;F) — Z |—F'(sps) + 109(2 exp(F(xp,;)))] (17)
prediction. s=1 i=s

I
XGBoost librar:

Algorithm 2 Gradient Tree Boosting

As it is proposed in [1] , we can restringe the space of
functions for F by using a sum of functions h(x;am ).

N
Estimating the joint distribution of & and y only with L+ Fo(z) = argmin, >, L(ys, p)

the training set, the following approximation of (1) 9: for m — 1 to M do: do xgboost is a library available in R, some useful parame-
N . 3. G = — aLgyﬁv’F@i))} 1<i<N ters are:
. . (z3) F(z)=F;_1(x) . e booster: The default is gbtree, boosting using
Z L(yi, Z Bmh(zi;am)) (2) 4: Build regression tree for the values ;. C Creating trees
i=1 m=1 the regions R, for j=1...,Jm ' | | |
Now, using the "greedy-stagewise” strategy proposed in 50 Forjg=1...,Jm , calculate gt?’: It’s the shrinkage rate 7 (or v in notation of
|1] , which is taking Fp(x) as the best constant predic- Yim = argming >, €ERjm L(ys, Fm—1(zi) +7) '
N 6 F — Jm o~ q . e gamma: Penalization for the number of leafs.
tor that minimizes )  L(y;,p), and defining for m = -, dwf?’.(x) m—1() +v 252 vjm L& € Rjm) o .
i—i - end lor e lambda: Penalization of the sum of weights of the
,2,...,.M leafs X\. By taking gamma=0 and lambda=0 we

are using gradient boosting or stochastic gradient
boosting.

N
(Bma am) — ar%minz L(:Uia Fm—l(wi) + ﬁh(wza a))
2 =1

Algorithm 3 Sparsity-aware Split Finding

e subsample: Proportion of the data used for ad-

(3) 1: IHpUt: I, indexes of the observations in the current justing the model at each iteration. If Subsample<
and take Fpn,(z) = Fin—1(x) + Bmh(x,am). node. 1 we have stochastic gradient boosting.
In equation (2) , since y; are fixed, the predictor vec- 2: Input: I, indexes of the observations in the current

: : .. . Some loss functions are
tor (Fm(x1),..., Fm(xn)) determine the value of the loss node without missing values in the feature k. H HHELIONS at

function. Then, using the gradient descent strategy we : Input:d, feature dimension
want to move in the direction of the gradient vector. This . score <+ O

3 reg:squarederror for Least-squares regression
4
define the gradient boosting algorithm (1). Using trees, 5: G2 ic1 9 H <> ;1 hy
6
7
8

e binary:logistic obtains the probabilities for the
two-class logistic regression and classification
we have Fi, () = Fr—1(x) + pm ijl biml(x € Rjm), : for k=1 to d do: do
then by defining v;m = pmbjm it implies / /missing value goes to right
: G 0, Hr < 0O
9: for j in ascentSorted(Iy,by = ;1) do

e multi:softmax for multiclass classification. It re-
turns the most probable class.

e multi:softprob similar to softmax, it returns the

J
F(2) = Fr—1(2) + ) vjml(z € Rjm)  (4)

10: Gr <+ G +9,Hr < Hp + h; matrix of probabilities.
j=1 : _ _
L1: Gr < G—GL,HR < 52 Hy - X e rank:pairwise for ranking using the pairwise ap-
And we have then J functions to add, every one of them 192: score < mazx(score, H%ﬁ—k | H%ﬁA — HC2;—|—>\) proach.

can be maximized individually, as we can see in algo-
rithm (2). The stochastic version of this algorithm uses
only a proportion of the data for the calculations at each
iteration, see |2].

XGBoost is a regularized version of gradient boosting,

13: end for

14:  //missing value goes to left

15: Gr<+ 0,Hp « 0

16:  for j in descentSorted(I;,by x ;) do

As referred in [5] xgboost can automatically do parallel
computation on Windows and Linux and supports cus-

tomized objective functions. A full list of parameters can
be found in |6]

all the details of its development are in |3|. Let the tree L7 Gr < Grt95Hr < Hr + 1y .
1€ ae Vel e 18: Gr. « G—Gp,Hy + H— Hp
obtained in the m-th iteration be f,,. The penalization 2 2 5
. . . . 19:- G{ | GR G R f
of this tree with J,, leafs and weights vector wy, is yJm + 9: score <— mazx(score, — - 5 ) cierernces
HZ4+X ' HZ+X  H2Z24)

%)\HWmHQ. Now, let I; = {i|z; € Rjm} and

- [6L(y7;,F($z'))]
OF (x;) F(z)=F,_1(x)

20: end for

21: end for

22: Qutput: split with maximum score and directions
of the missing values

v h A
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h; = {GQL(yi,F(a:i)) (6)

OF () L(w)—le(x)
H; = Zigj h, and G; = Zigj g; we can choose the

From [1]

weights vector by minimizing the second order taylor ap- _
Least-squares regression:

proximation of the regularized loss function, which is
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=1 : :
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Gr,Gr,Hr,Hr,G, H analogously to (5) and (6) then,
the reduction of (8) by doing that split is

L G2 G2, G?
2'HZ 4+ X HZ4+ X H2+4)

Two-class logistic regression and classification

| L(y, F') = log(1 + exp(—2yF))

| See full report (in spanish) at:

] = (9)

Multi-class logistic regression and classification
Finally taking into account sparse data cases, we can
determine the best direction for the missing values as we

K
can see in algorithm (3) L({yk, Fr(z)}1') = = D yrlogpi ()
k=1




