# Lexicosyntactic Inference in Neural Models 

capture different lexicosyntactic inferences, and thus ensembling their predictions can reliably improve performance; and (iii) even when ensembled, these models show systematic errors - performing well when the polarity of the matrix clause matches the polarity of the true inference, but poorly when these polarities mismatch.
We furthermore release our new dataset at url: anon as a benchmark for probing the ability of neural systems - whether systems for factuality prediction or for more general natual language inference - to capture lexicosyntactic inference.

## 2 Data collection

We substantially extend the MegaVeridicality dataset (White and Rawlins, 2018), which contains factuality judgments for all English clauseembedding verbs that take finite subordinate clauses. In White and Rawlins's annotation protocol, all verbs that are grammatical with such subordinate clauses - based on the MegaAttitude dataset (White and Rawlins, 2016) - are slotted into contexts either like (5a) or (5b), depending on whether they take a direct object or not.
(5) a. Someone $\{$ knew, didn't know $\}$ that a particular thing happened.
b. Someone $\{$ was, wasn't\} told that a particular thing happened.
For each sentence generated in this way, 10 different annotators are asked to answer the question did that thing happen?: yes, maybe or maybe not, no.
An important aspect of these contexts is that all lexical items besides the embedding verbs are semantically bleached to ensure that the measured lexicosyntactic inferences are only due to interactions between the embedding predicate - e.g. know or tell - and the syntactic context.
We extend White and Rawlins's dataset by collecting judgments for a variety of infinitival subordinate clause types, exemplified in (6). ${ }^{1}$ We investigate infinitival clauses because they can give rise to different lexicosyntactic inferences than finite subordinate clauses - see, e.g., (3)-(4).
(6) a. Someone \{needed, didn't need\} for a particular thing to happen.
b. Someone \{wanted, didn't want\} a particular person to $\{d \mathrm{do}$, have $\}$ a particular thing.
c. A particular person \{was, wasn't\} overjoyed to $\{$ do, have $\}$ a particular thing.

[^0]| Frame | \# verbs | Ex. |
| :--- | ---: | :--- |
| NP _ed that S | 375 | $(5 \mathrm{a})$ |
| NP was _ed that S | 169 | $(5 \mathrm{~b})$ |
| NP _ed for NP to VP | 184 | $(6 \mathrm{a})$ |
| NP _ed NP to VP[+ev] | 197 | $(6 \mathrm{~b})$ |
| NP _ed NP to VP[-ev] | 128 | $(6 \mathrm{~b})$ |
| NP was _ed to VP[+ev] | 278 | $(6 \mathrm{c})$ |
| NP was _ed to VP[-ev] | 256 | (6c) |
| NP _ed to VP[+ev] | 217 | (6d) |
| NP _ed to VP[-ev] | 165 | (6d) |
| Total | 1,969 |  |

then use these trained models to predict the factuality of the embedded predicate in our dataset.
To understand how much of these models' performance on our dataset is really due to a correct computation of lexicosyntactic inferences, we also generate predictions for the sentences in our dataset with the embedding verbs UNKed. ${ }^{3}$ In this case, the model can rely only on the syntactic context surrounding the predicate to make its inferences. We refer to the models with lexical information as the LEX models and the ones without lexical information as the UNK models.
Each model produces four predictions, corresponding to the four different datasets it was trained on. We consider three different ways of ensembling these predictions using a cross-validated ridge regression: (i) ensembling the four predictions for each specific model (LEX or UNK); (ii) ensembling the predictions for the LEX version of a particular model with the UNK version of that same model (LEX+UNK); and (iii) ensembling the predictions across all models (LEX, UNK, or LEX+UNK). Each ensemble is evaluated in a 10 fold/ 10 -fold nested cross-validation (see Cawley and Talbot, 2010). In each iteration of the outer cross-validation, a $10 \%$ test set is split off, and a 10 -fold cross-validation to tune the regularization is conducted on the remaining $90 \%$.

## 4 Results

Figure 1 shows the mean correlation between model predictions and true factuality on the outer fold test sets of the nested cross-validation described in $\S 3$. We note three aspects of this plot.
First, among the LEX models, the T-biLSTM performs best, followed by the L-biLSTM, then the H-biLSTM. This is somewhat surprising, since Rudinger et al. (2018) find the opposite pattern of performance, with the H-biLSTM outperforming the L-biLSTM, and the L-biLSTM outperforming the T-biLSTM. This indicates that T-biLSTMs are better able to represent the lexicosyntactic inferences relevant to this dataset, even though they underperform on more general datasets. This possibility is bolstered by the fact that, in contrast to the $\mathrm{L}-$ and H -biLSTMs, the LEX version of the T-biLSTMs performs significantly better than the

[^1]

Figure 1: Mean correlation between model predictions and true factuality in nested cross-validation. Error bars show bootstrapped (iter $=1,000$ ) $95 \%$ confidence intervals for mean correlation across 10 outer folds.

UNK version, suggesting that the T-biLSTM is potentially more reliant on the lexical information than the T - and H -biLSTMs.

Second, when the LEX and UNK version of each model is ensembled (LEX+UNK), we find comparable performance for all three biLSTMs - each outperforming the LEX version of the TbiLSTM. This indicates that each model captures similar amounts of information about lexicosyntactic inference, but this information is captured in the models' parameterizations in different ways.

Finally, when all three models are ensembled, we find that both the LEX and UNK version perform significantly better than any specific LEX+UNK model. This may indicate two things: (i) the models that have only access to syntax can perform just as well as ones that have access to both lexical information and syntax; but (ii) these models appear to capture different aspects of inference, since an ensemble of all models (AllLEX+UNK) performs significantly better than either the All-LEX or All-UNK ensembles alone.

## 5 Analysis

Table 2 shows the 20 sentences with the highest prediction errors under the All-LEX+UNK ensemble. There are two interesting things to note about these sentences. First, most of them involve negative lexicosyntactic inferences that the model predicts to be either positive or near zero. Second, when the true inference is not positive, the matrix polarity of the original sentence is negative. This suggests that the models are not able to capture inferences whose polarity mismatches the ma-

| Someone ... | True | Pred. |
| :--- | ---: | ---: |
| faked that something happened | -3.15 | 0.86 |
| was misinformed that something happened | -2.62 | 1.37 |
| neglected to do something | -3.07 | -0.02 |
| pretended to have something | -2.96 | 0.05 |
| was misjudged to have something | -2.46 | 0.55 |
| forgot to have something | -3.18 | -0.17 |
| neglected to have something | -2.93 | 0.07 |
| pretended that something happened | -2.11 | 0.86 |
| declined to do something | -3.18 | -0.22 |
| was refused to do something | -3.16 | -0.22 |
| refused to do something | -3.12 | -0.20 |
| pretended to do something | -3.02 | -0.11 |
| disallowed someone to do something | -2.56 | 0.34 |
| was declined to have something | -2.36 | 0.55 |
| declined to have something | -3.12 | -0.23 |
| did n't hesitate to have something | 1.84 | -0.96 |
| ceased to have something | -2.22 | 0.57 |
| did n't hesitate to do something | 1.86 | -0.92 |
| lied that something happened | -1.99 | 0.78 |
| feigned to have something | -3.07 | -0.31 |

Table 2: Sentences with the highest prediction errors.
trix clause polarity. This inability to predict mismatching inferences is perhaps unsurprising since the majority of inferences match the matrix clause polarity, evidenced in Figure 2.
Figure 2 plots the factuality predicted by the the best performing ensemble (All-LEX+UNK) against the true factuality, broken out by frame and polarity. Table 3 shows the corresponding correlations for each biLSTM.

|  | Linear |  | Tree |  | Hybrid |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
|  | pos | neg | pos | neg | pos | neg |
| NP _ed that S | $\mathbf{0 . 2 5}$ | -0.02 | 0.19 | $\mathbf{0 . 1 2}$ | 0.19 | 0.10 |
| NP was _ed that S | 0.11 | 0.20 | 0.08 | 0.17 | $\mathbf{0 . 2 3}$ | $\mathbf{0 . 2 4}$ |
| NP _ed for NP to VP | $\mathbf{0 . 2 6}$ | $\mathbf{- 0 . 0 2}$ | -0.00 | -0.06 | -0.00 | -0.04 |
| NP _ed NP to VP[+ev] | -0.04 | -0.20 | $\mathbf{0 . 0 4}$ | 0.20 | -0.08 | $\mathbf{0 . 2 2}$ |
| NP _ed NP to VP[-ev] | -0.09 | -0.01 | $\mathbf{0 . 0 0}$ | $\mathbf{0 . 2 4}$ | -0.08 | 0.16 |
| NP was _ed to VP[+ev] | 0.21 | 0.24 | $\mathbf{0 . 2 9}$ | 0.38 | 0.26 | $\mathbf{0 . 4 1}$ |
| NP was _ed to VP[-ev] | 0.36 | 0.13 | $\mathbf{0 . 4 4}$ | 0.43 | 0.40 | $\mathbf{0 . 5 5}$ |
| NP _ed to VP[+ev] | 0.09 | 0.14 | $\mathbf{0 . 2 0}$ | $\mathbf{0 . 2 3}$ | -0.06 | 0.02 |
| NP _ed to VP[-ev] | 0.24 | 0.13 | $\mathbf{0 . 2 5}$ | $\mathbf{0 . 2 2}$ | 0.12 | 0.06 |

Table 3: Correlation between predictions from LEX+UNK model and true factuality in nested cross-validation by biLSTM, frame, and polarity. Bolding shows best performance on positive and best performance on negative in each row.

We find that there is high variability in which model best predicts inferences in particular syntactic contexts. This may be why the ensemble of all biLSTMs is able to outperform any particular model, and it suggests that particular biLSTMs are better at representing interactions between negation, lexical items, and certain syntactic structures.
The is corroborated in analysis of particular items. For each biLSTM we extracted the items that that model showed the lowest absolute error on in comparison to the other models. For the L-biLSTM, this list was dominated by sentences like (7a), which the L-biLSTM does best on overall (see Table 3). In contrast, the T-biLSTM shows more variety in the interactions it captures - including sentences like (7b), which the H-biLSTM tended to perform better on overall.


Polarity - Positive - Negative
Figure 2: Factuality by syntactic context and polarity, each point a verb. Diagonals show perfect prediction.
(7) Someone...
a. didn't mandate for something to happen.
b. wasn't excited to do something.

This suggests that L-biLSTMs might fruitfully be used to target specific lexicosyntactic inferences, while others T-biLSTMs might be used to capture more general patterns of lexicosyntactic inference. A remaining question is whether other forms of lexicosyntactic inference show similar patterns.

## 6 Related work

This work is inspired by recent work in recasting various semantic annotations into natural language inference (NLI) datasets (White et al., 2017; Poliak et al., 2018a; Wang et al., 2018) to gain a better understanding of which phenomena standard neural NLI models (Bowman et al., 2015; Conneau et al., 2017) can capture. It is also related to work that uses hypothesis-only baselines for a similar purpose (Gururangan et al., 2018; Poliak et al., 2018b; Tsuchiya, 2018).

## 7 Conclusion

We investigated different neural models' ability to capture lexicosyntactic inference, taking the task of event factuality prediction as a case study. We built a factuality judgment dataset for all English clause-embedding predicates in various syntactic contexts, and we used this dataset to probe the behavior of current state-of-the-art neural systems. We showed that these systems make certain systematic errors that are clearly visible through the lens of factuality prediction.
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## A Data collection

bidirectional linear-chain LSTM (L-biLSTM), a stacked bidirectional dependency tree LSTM (TbiLSTM), and a simple ensemble of the two that Rudinger et al. refer to as a H (ybrid)-biLSTM. We use the two-layer version of these biLSTMs here.

## B. 1 Stacked bidirectional linear LSTM

The L-biLSTM we use is a standard extension of the unidirectional linear-chain LSTM (Hochreiter and Schmidhuber, 1997) by adding the notion of a layer $l \in\{1, \ldots, L\}$ and a direction $d \in\{\rightarrow$ $, \leftarrow\}$ (Graves et al., 2013; Sutskever et al., 2014; Zaremba and Sutskever, 2014).

$$
\begin{aligned}
\mathbf{f}_{t}^{(l, d)} & =\sigma\left(\mathbf{W}_{\mathrm{f}}^{(l, d)}\left[\mathbf{h}_{\mathbf{p r e v}_{d}(t)}^{(l, d)} ; \mathbf{x}_{t}^{(l, d)}\right]+\mathbf{b}_{\mathrm{f}}^{(l, d)}\right) \\
\mathbf{i}_{t}^{(l, d)} & =\sigma\left(\mathbf{W}_{\mathrm{i}}^{(l, d)}\left[\mathbf{h}_{\mathbf{p r e v}_{d}(t)}^{(l, d)} ; \mathbf{x}_{t}^{(l, d)}\right]+\mathbf{b}_{\mathrm{i}}^{(l, d)}\right) \\
\mathbf{o}_{t}^{(l, d)} & =\sigma\left(\mathbf{W}_{\mathrm{o}}^{(l, d)}\left[\mathbf{h}_{\mathbf{p r e v}_{d}(t)}^{(l, d)} ; \mathbf{x}_{t}^{(l, d)}\right]+\mathbf{b}_{\mathrm{o}}^{(l, d)}\right) \\
\hat{\mathbf{c}}_{t}^{(l, d)} & =g\left(\mathbf{W}_{\mathrm{c}}^{(l, d)}\left[\mathbf{h}_{\mathbf{p r e v}_{d}(t)}^{(l, d)} ; \mathbf{x}_{t}^{(l, d)}\right]+\mathbf{b}_{\mathrm{c}}^{(l, d)}\right) \\
\mathbf{c}_{t}^{(l, d)} & =\mathbf{i}_{t}^{(l, d)} \circ \hat{\mathbf{c}}_{t}^{(l, d)}+\mathbf{f}_{t}^{(l, d)} \circ \mathbf{c}_{\mathbf{p r e v}_{d}(t)}^{(l, d)} \\
\mathbf{h}_{t}^{(l, d)} & =\mathbf{o}_{t}^{(l, d)} \circ g\left(\mathbf{c}_{t}^{(l, d)}\right)
\end{aligned}
$$

where $\circ$ is the Hadamard product; $\operatorname{prev}_{\rightarrow}(t)=$ $t-1$ and $\operatorname{prev}_{\leftarrow}(t)=t+1$, and $\mathbf{x}_{t}^{(l, d)}=\mathbf{x}_{t}$ if $l=1$; and $\mathbf{x}_{t}^{(l, d)}=\left[\mathbf{h}_{t}^{(l-1, \rightarrow)} ; \mathbf{h}_{t}^{(l-1, \leftarrow)}\right]$ otherwise. We follow Rudinger et al. in setting $g$ to the pointwise nonlinearity tanh.

## B. 2 Stacked bidirectional tree LSTM

Rudinger et al. (2018) propose a stacked bidirectional extension to the child-sum dependency tree LSTM (T-LSTM; Tai et al., 2015). The T-LSTM redefines $\operatorname{prev}_{\rightarrow}(t)$ to return the set of indices that correspond to the children of $w_{t}$ in some dependency tree. In the case of multiple children one defines $\mathbf{f}_{t k}$ for each child index $k \in \mathbf{p r e v}_{\rightarrow}(t)$ in a way analogous to the equations in $\S$ B. 1 - i.e. as though each child were the only child - and then sums across $k$ within the equations for $\mathbf{i}_{t}, \mathbf{o}_{t}, \hat{\mathbf{c}}_{t}$, $\mathbf{c}_{t}$, and $\mathbf{h}_{t}$.

Rudinger et al.'s stacked bidirectional TbiLSTM extends the T-LSTM with a downward computation in terms of a $\mathbf{p r e v}_{\leftarrow}(t)$ that returns the set of indices that correspond to the parents of $w_{t}$ in some dependency tree. ${ }^{4}$ The same method for combining children in the upward computation

[^2]is then used for combining parents in the downward computation.
\[

$$
\begin{aligned}
\mathbf{f}_{t k}^{(l, d)} & =\sigma\left(\mathbf{W}_{\mathrm{f}}^{(l, d)}\left[\mathbf{h}_{k}^{(l, d)} ; \mathbf{x}_{t}^{(l, d)}\right]+\mathbf{b}_{\mathrm{f}}^{(l, d)}\right) \\
\hat{\mathbf{h}}_{t}^{(l, d)} & =\sum_{k \in \mathbf{p r e v}_{d}(t)} \mathbf{h}_{k}^{(l, d)} \\
\mathbf{i}_{t}^{(l, d)} & =\sigma\left(\mathbf{W}_{\mathrm{i}}^{(l, d)}\left[\hat{\mathbf{h}}_{t}^{(l, d)} ; \mathbf{x}_{t}^{(l, d)}\right]+\mathbf{b}_{\mathrm{i}}^{(l, d)}\right) \\
\mathbf{o}_{t}^{(l, d)} & =\sigma\left(\mathbf{W}_{\mathrm{o}}^{(l, d)}\left[\hat{\mathbf{h}}_{t}^{(l, d)} ; \mathbf{x}_{t}^{(l, d)}\right]+\mathbf{b}_{\mathrm{o}}^{(l, d)}\right) \\
\hat{\mathbf{c}}_{t}^{(l, d)} & =g\left(\mathbf{W}_{\mathrm{c}}^{(l, d)}\left[\hat{\mathbf{h}}_{t}^{(l, d)} ; \mathbf{x}_{t}^{(l, d)}\right]+\mathbf{b}_{\mathrm{c}}^{(l, d)}\right) \\
\mathbf{c}_{t}^{(l, d)} & =\mathbf{i}_{t}^{(l, d)} \circ \hat{\mathbf{c}}_{t}^{(l, d)}+\sum_{t} \mathbf{f}_{t k}^{(l, d)} \circ \mathbf{c}_{k}^{(l, d)} \\
\mathbf{h}_{t}^{(l, d)} & =\mathbf{o}_{t}^{(l, d)} \circ g\left(\mathbf{c}_{t}^{(l, d)}\right)
\end{aligned}
$$
\]

We follow Rudinger et al. in using a ReLU pointwise nonlinearity for $g$, and in contrast to other dependency tree-structured T-LSTMs (Socher et al., 2014; Iyyer et al., 2014), not using the dependency labels in any way to make the L- and T-biLSTMs as comparable as possible.

## B. 3 Regression model

To predict the factuality $v_{t}$ for the event referred to by a word $w_{t}$, we follow Rudinger et al. (2018) in using the hidden states from the final layer of the stacked L- or T-biLSTM as the input to a two-layer regression model.

$$
\begin{aligned}
\mathbf{h}_{t}^{(L)} & =\left[\mathbf{h}_{t}^{(L, \rightarrow)} ; \mathbf{h}_{t}^{(L, \leftarrow)}\right] \\
\hat{v}_{t} & =\mathbf{V}_{2} g\left(\mathbf{V}_{1} \mathbf{h}_{t}^{(L)}+\mathbf{b}_{1}\right)+\mathbf{b}_{2}
\end{aligned}
$$

where $\hat{v}_{t}$ is passed to a loss function $\mathbb{L}\left(\hat{v_{t}}, v_{t}\right)$. we follow Rudinger et al. (2018) in using smooth L1 for $\mathbb{L}$ and a ReLU pointwise nonlinearity for $g$.

We also use the simple ensemble method proposed by Rudinger et al. (2018), which they call the H (ybrid)-biLSTM. In this hybrid, the hidden states from the final layers of both the stacked LbiLSTM and the stacked T-biLSTM are concatenated and passed through the same two-layer regression model (cf. Miwa and Bansal, 2016; Bowman et al., 2016).

## B. 4 Ensemble model

We use a ridge regression to ensemble the predictions from various models. The regularization hyperparameter was tuned in the inner fold of the nested cross-validation described in $\S 3$ using exhaustive grid search over $\lambda \in$ $\{0.0001,0.001,0.01,0.1,1 ., 2 ., 5 ., 10 ., 100$.$\} .$


[^0]:    ${ }^{1}$ See Appendix A for further details.

[^1]:    ${ }^{3}$ We use the same UNKing method used by Rudinger et al. (2018): a single UNK vector is randomly generated at train time, and all OOV items are mapped to it. For the UNK models, we map all the embedding verbs to this vector at test.

[^2]:    ${ }^{4}$ Miwa and Bansal (2016) propose a similar extension for constituency trees.

