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Abstract

Understanding hand gestures is essential for
human communication, yet it remains unclear
how well multimodal large language models
(MLLMs) comprehend them. In this paper, we
examine MLLMs ability to interpret index-
ical gestures, which require external referen-
tial grounding, in comparison to iconic ges-
tures, which depict imagery, and symbolic ges-
tures, which are conventionally defined. We
hypothesize that MLLMs, lacking real-world
referential understanding, will struggle signifi-
cantly with indexical gestures. To test this, we
manually annotated five gesture type labels to
925 gesture instances from the Miraikan SC
Corpus and analyzed gesture descriptions gen-
erated by state-of-the-art MLLMs, including
GPT-40. Our findings reveal a consistent weak-
ness across models in interpreting indexical
gestures, suggesting that MLLMs rely heavily
on linguistic priors or commonsense knowl-
edge rather than grounding their interpretations
in visual or contextual cues.

1 Introduction

Human communication is inherently multimodal
and extends beyond language; nonverbal expres-
sions, particularly hand gestures (hereafter, ges-
tures), are fundamental in conveying meaning
and enhancing interaction (McNeill, 1992; Goldin-
Meadow, 2003; Kendon, 2004; Kita, 2000). In
recent years, multimodal large language models
(MLLMs) have gained significant attention across
various domains (Yin et al., 2023; Lu et al., 2024;
Liu et al., 2023; Sun et al., 2024; Li et al., 2023;
Alayrac et al., 2022; Maaz et al., 2024; Su et al.,
2023; Zhang et al., 2023). These models excel at
integrating textual, auditory, and visual informa-
tion. However, their ability to accurately interpret
gestures, particularly in dynamic real-world com-
munication, remains underexplored.

In this paper, we investigate the extent to which
MLLMs can comprehend the meaning and intent

behind gestures in real-world communication. We
hypothesize that MLLMs, which do not acquire
knowledge through direct interaction with their
environment, will struggle significantly with in-
dexical gestures—gestures that rely on external
referents. Compared to iconic gestures (which de-
pict imagery) and symbolic gestures (which are
conventionally defined by cultural norms), index-
ical gestures require an understanding of external
grounding, posing a challenge for MLLMs.

To test this hypothesis, we first constructed a
benchmark dataset based on the Miraikan Science
Communication (SC) Corpus (Bono et al., 2014;
Sakaida et al., 2018), which contains Japanese di-
alogue transcripts, video recordings, and gesture
descriptions. We defined and manually assigned
five gesture type labels (Indexical, Iconic, Sym-
bolic, Mixed, and Others) to 925 gesture instances
in this corpus. Figure 1 illustrages examples of in-
dexical, iconic, and symbolic gestures and their cor-
responding dialogue contexts and human-written
descriptions.

Then, using state-of-the-art MLLMs, including
GPT-40 (OpenAl, 2024) and Gemini 1.5 Pro (Gem-
ini Team, 2024), we generated gesture descriptions
based on both video frames and dialogue contexts.
These generated descriptions were then evaluated
against human-written reference descriptions to as-
sess their validity. Finally, we analyzed perfor-
mance differences across gesture types to deter-
mine whether MLLMs exhibit systematic weak-
nesses in interpreting certain gesture types.

Our experiments reveal a consistent difficulty
across all tested MLLMs in accurately interpreting
indexical gestures compared to iconic and symbolic
gestures. Further analysis suggests that MLLMs
tend to rely on their internal knowledge, derived
from text and pretraining, rather than visually rec-
ognizing referential grounding of gestures in dy-
namic environments. These findings indicate that
MLLMs have yet to fully internalize the role of



Indexical Gesture

Iconic Gesture

Symbolic Gesture

=

Dialogue Context:

scA: Yes, yes, that’s right.

scA: This is the Subaru Telescope, a
Japanese telescope.

v01 (woman): Yeah.

scA: Do you remember where it is?

scA: Have you heard about it before?

Galilei...
v02: Yeah.

Dialogue Context:

scA: And when it comes to uncovering
these mysteries, in the past...

scA: People like Da Vinci or Galileo

scA: They observed things by
themselves using telescopes.

Dialogue Context:

scA: Earlier, we spread out the sun
using a red sheet.

scA: The Subaru Telescope, however,
uses a single mirror

Human-Written Description:
Indicates that the question is directed

at v02. telescope.

Human-Written Description:
Makes a gesture of looking through a

Human-Written Description:
Emphasizes that it is a single mirror.

Figure 1: Examples of indexical, iconic, and symbolic gestures, along with their corresponding videos, dialogue
contexts, and human-written descriptions. While the original dialogue and descriptions are in Japanese, we provide

English translations for clarity.

external reference in human communication. We
publicly release the gesture type labels along with
the source code for data processing and experimen-
tation'.

2 Dataset Construction

2.1 Building on the Miraikan SC Corpus

We constructed a benchmark dataset by manually
annotating gesture types to the Miraikan SC Cor-
pus (Bono et al., 2014; Sakaida et al., 2018), a mul-
timodal dataset of video-recorded Japanese con-
versations between science communicators (SCs)
and visitors at the Miraikan science museum in
Japan. The corpus contains 35 dialogue sessions,
of which 18 sessions include manually-annotated
gesture descriptions. Each dialogue session con-
sists of the following data streams synchronized
based on timestamps: (1) utterance transcripts, (2)
videos captured from 5 fixed cameras, and (3) ges-
ture descriptions. The Miraikan SC Corpus adopts
a descriptive approach to gesture description an-
notation, with a focus on the relevance of gestures
to participants’ understanding (Bono and Sunaga,
2016). The gesture descriptions are structured into
two levels: interpretation-level descriptions, which
capture the communicative intent, and physical-
level descriptions, which detail the specific move-
ments of body parts (face, body, hand, foot). In
our experiments, we used the interpretation-level
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descriptions of hand movements as references.

2.2 Gesture Types

We manually defined and assigned one of five ges-
ture types to each of the 925 hand gestures anno-
tated in the Miraikan SC Corpus.

* Indexical: Gestures that point to specific referents
(e.g., people, objects). Example: Pointing at an
exhibit; using hand movements to guide a visitor’
s gaze.

¢ Iconic: Gestures that visually depict shapes, mo-
tions, or spatial configurations of objects or con-
cepts. Example: Drawing the shape of a planet
with hands; indicating a mountain’ s height;
mimicking running motions with alternating hand
movements.

* Symbolic: Gestures defined culturally or socially
with conventional meanings. Example: Giving
a thumbs-up to indicate “good”; waving to greet
someone; making a “no” gesture by waving a
hand; counting with fingers.

* Mixed: Gestures that combine multiple types si-
multaneously or sequentially. Example: Pointing
at an exhibit while drawing a circle around it;
pointing at one’ s eyes while mimicking light
entering them.

* Others: Gestures outside the above types.

2.3 Annotation Procedure and Statistics

We assigned 3 external annotators to label the same
set of 925 gestures with gesture types. We mea-



Gesture Type # Examples Avg. Len. [sec]
Indexical 309 (33.4%) 7.40
Iconic 169 (18.3%) 7.39
Symbolic 8 (0.9%) 6.90
Mixed 20 (2.2%) 9.00
Others 185 (20.0%) 7.30
Uncertain 234 (25.3%) 7.42
“Overall — 925(100%) 741

Table 1: Dataset Statistics. We show the number of
gesture examples for each gesture type. The average
duration of each gesture type is also shown.

sured inter-annotator agreement across the 3 an-
notators. Out of the 925 annotated samples, 691
samples (74.7%) had full agreement among all 3
annotators; 220 samples (23.8%) had partial agree-
ment, with 2 annotators assigning the same label
and the third assigning a different label; 14 samples
(1.5%) had no agreement.

To ensure label reliability, we retained only ges-
ture type labels that were consistently assigned by
all annotators. For instances with annotation dis-
crepancies, we assigned a new label, "Uncertain".

Table 1 presents the statistical distribution of
the annotated gesture types. Notably, indexical
and iconic gestures appear more frequently than
symbolic and mixed gestures. This trend aligns
with the nature of the Miraikan SC Corpus, which
primarily captures exhibit-centered conversations,
where pointing and illustrative gestures are com-
monly used. Furthermore, the average duration of
each gesture instance shows no significant variation
across indexical, iconic, and symbolic types. This
suggests that any observed differences in MLLM-
generated gesture descriptions across these types
are not due to differences in temporal length, en-
suring fair evaluation conditions.

3 Experiment Settings

3.1 Multimodal Large Language Models

A variety of multimodal large language model
(MLLM) architectures have been proposed in re-
cent years (Yin et al., 2023). However, commercial
API models such as GPT-40 and Gemini 1.5 Pro
have demonstrated superior performance across
multiple datasets (Lu et al., 2024; Fu et al., 2024).
Based on these findings, we used the following pro-
prietary models in our experiments: GPT-40 (Ope-
nAl, 2024), GPT-40-mini, Gemini 1.5 Pro (Gemini
Team, 2024), and Gemini 1.5 Flash.
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Figure 2: Performance of gesture descriptions generated
by MLLMs. Evaluation scores were assigned using
GPT-40-mini, and the average score was computed for
each gesture type.

3.2 Gesture Description Generation

To generate gesture descriptions, we provided
each MLLM with both dialogue context and video
frames leading up to the target gesture. A prompt
was used to instruct the models to describe the
gesture’ s meaning and intent. Figure 3 in Ap-
pendix A illustrates the prompt template used for
generation. The same prompt was used across all
MLLMs to ensure consistency in evaluation. We
focused only on 486 gesture examples labeled as
indexical, iconic, or symbolic.

3.3 Evaluation

Recent studies have demonstrated the reliability
of LLM-based evaluation in various tasks (Zheng
etal., 2023; Chen et al., 2024; Son et al., 2024). We
employed GPT-40-mini as the evaluator, prompt-
ing it to assess the accuracy and validity of the
generated descriptions based on the human-written
reference descriptions. The scores range from 0.0
to 1.0, with higher scores indicating greater align-
ment with the reference descriptions. Figure 6 in
Appendix A shows the evaluation prompt.

4 Results and Discussion

4.1 Do MLLMs Struggle with Indexical
Gestures?

To evaluate differences in MLLMs’  gesture com-
prehension across types, we averaged the evalua-
tion scores of generated descriptions within each
gesture type.

The results (Figure 2) show a clear trend: Indexi-
cal gestures consistently received lower scores than
iconic gestures across all test models. Scores for
symbolic gestures varied significantly, likely due
to their cultural and linguistic dependence. Since
multi-lingual models like GPT-40 and Gemini are



trained on diverse datasets, their performance on
symbolic gestures fluctuate based on the distribu-
tion of cultural knowledge in their training data.

These findings confirm our hypothesis that
MLLMs struggle with indexical gestures, which
require external referential grounding beyond lin-
guistic priors and commonsense knowledge. In
contrast, iconic gestures, which can be inferred
through visual resemblance and learned associa-
tions, are interpreted more reliably. The inconsis-
tency in symbolic gesture scores suggests that their
comprehension is highly model-dependent, likely
influenced by variations in training data coverage
of cultural conventions rather than an inherent ad-
vantage in processing symbolic meaning.

This highlights a fundamental limitation in cur-
rent multimodal Al: while MLLMs excel at text-
based reasoning, they struggle with context-aware,
visually grounded interpretations of referential ges-
tures, which are essential for human-like commu-
nication in dynamic environments.

4.2 'What Information is Missing for Indexical
Gesture Comprehension?

To identify the contextual information that could
enhance MLLMs’ understanding of indexical ges-
tures, we conducted additional experiments, test-
ing whether augmenting prompts with additional
cues would improve the quality of generated de-
scriptions. We explored three modifications: (1)
expanding the preceding dialogue window from 5
to 10 seconds for extended dialogue context, (2)
incorporating physical-level descriptions of hand
movements, and (3) explicitly specifying the ges-
ture type labels. The prompts used for these set-
tings are detailed in Appendix A.

Table 2 presents the results. Extending the dia-
logue context had minimal effect, suggesting that a
longer textual context alone does not significantly
improve indexical gesture interpretation. In con-
trast, providing physical-level descriptions and ex-
plicit gesture type labels substantially improved
performance, indicating that these gesture-related
cues contribute essential information that MLLMs
otherwise fail to infer.

These findings suggest that MLLMs’  difficulty
with indexical gestures is not merely due to insuf-
ficient conversational context but rather a lack of
understanding of physical motion and referential
grounding. While iconic and symbolic gestures
can often be self-contained and interpreted using
linguistic context and commonsense knowledge,

Additional Cues Score
No augmentation 0.47
Extended dialogue context 0.48
Physical-level gesture description  0.60
Gesture type label 0.54

Table 2: Impact of additional cues on indexical gesture
description generation.

indexical gestures require direct grounding, which
MLLMs fail to achieve without external cues.

4.3 How Are Indexical Gestures Interpreted
by MLLMs?

To better understand how MLLMs interpret in-
dexical gestures, we analyzed gesture descriptions
generated by GPT-40 alongside their evaluation
scores. We found that while GPT-40 often recog-
nized pointing motions as indexical gestures, it fre-
quently misinterpreted their referential intent. For
instance, in one case (Figure 6 in Appendix A), a
human-written description indicated that the point-
ing gesture referred to a missing subject in the ut-
terance, "(You) might have a chance to see through
a telescope in the future."> However, GPT-40 in-
ferred that the pointing gesture referred to a celes-
tial object on display, likely relying on text-based
reasoning rather than external grounding.

These findings suggest that MLLMs prioritize
linguistic context and commonsense knowledge
over real-world referential resolution. While this
strategy suffices for iconic and symbolic gestures,
where meaning is largely self-contained, indexi-
cal gestures require explicit situational grounding,
which MLLMs struggle to achieve.

5 Conclusion

This study investigated MLLMs’  ability to com-
prehend gestures, revealing a consistent weakness
in indexical gestures, which require external ref-
erential grounding. We found that MLLMs re-
lied heavily on textual priors and commonsense
knowledge, misinterpreting referential intent and
struggling where situational grounding was needed.
These results underscore a fundamental limitation
in multimodal Al: the inability to anchor gestures
to real-world referents in dynamic environments.

%In Japanese, subjects are often omitted. This can make
referential gestures crucial for clarifying the intended referent,
as seen in cases where a gesture is used to indicate a missing
subject in an utterance.



Limitations

While this study provides key insights into the lim-
itations of MLLMs in gesture comprehension, sev-
eral aspects remain to be addressed. First, our anal-
ysis is based on the Miraikan SC Corpus, which
captures interactions in a science museum setting.
While this dataset provides rich multimodal infor-
mation, its domain specificity may limit the gen-
eralizability of our findings to other communica-
tive contexts. Second, we employed LLM-based
evaluation (GPT-40-mini) to assess the quality of
gesture descriptions. While LLM-based evaluation
has been shown to be reliable in many tasks, it re-
mains a proxy measure and may not fully capture
the nuances of human interpretation of gestures.
A human evaluation component would provide a
more comprehensive assessment. Finally, symbolic
gestures, in particular, are culturally dependent, and
the performance variability across models suggests
that training data composition plays a major role.
Expanding evaluations to different language mod-
els and cultural contexts would help clarify whether
MLLMs truly internalize gesture meaning or sim-
ply reflect training biases.
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A Prompts

This appendix presents the prompts used for ges-
ture description generation and evaluation in our
experiments.

A.1 Gesture Description Generation Prompts

To assess MLLMSs’  ability to interpret gestures,
we designed a baseline prompt and explored mod-
ifications incorporating external cues to improve
Indexical gesture comprehension. Figure 3 presents
the baseline prompt, where MLLMs generate ges-
ture descriptions using only dialogue context and

video frames without additional guidance. Figure 4
shows the prompt with physical-level descriptions,
providing explicit details on hand movements to
help MLLMs recognize gestures based on motion
rather than relying solely on textual context. Fig-
ure 5 illustrates the prompt with explicit gesture
type labels (Indexical, Iconic, or Symbolic), guid-
ing MLLMs to distinguish gestures based on their
communicative function.

A.2 Evaluation Prompt

To evaluate the quality of generated gesture descrip-
tions, we employed GPT-40-mini as the evaluator.
Figure 6 presents the evaluation prompt, where
GPT-40-mini was provided with both the gener-
ated description and the human-written reference
description and instructed to assess their accuracy
and validity on a 0.0 to 1.0 scale.
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UTFDOSFEX EMEES — 2 DEIRRFINICEDNT, S —20BRETITONIZES T X F v —DRKE A
LTLEEW, [Based on the following conversation and a series of images depicting the
dialogue scene, explain the meaning of the gesture performed towards the end of the scene]

=EEX : [Conversation :]

SCA: &, ENFSFSEF DN, B2EEE, BoEBOEIMNTHBDET. [The stars are
actually gathered together in a sparkling way, and there are even more, much farther away. ]
v01l: Eo&(9). [More.]

scA: TDED, B & [Yes, yes, more]

v04: N\—X—X. [Oh.]

VvO1: 52 &EHBEDT, DwSEL. [There are even more meteors. ]

scA: B2 &, &3, B2EWLWDIXWSBDBATY. [More, yes, there are many more. ]

v03: (BAEBDIE—; 77> ROXAS)(DR) [Andromeda.]

ScA: DR, LERBIFREIMESHDIMNEUNEEA. [Well, in the future, (you) might have a
chance to see them through a telescope. ]

ScA: &D [You know...]

ST AF v —DiRER: [Gesture Explanation :]

D=2 DB TITONIES T AF v — (& B8Z2E> TN ZIEULRIEIMECT. COZTRFv—
(F. REFEOHNB(CEHEL T, FEDBIMMARERIIZHIITONZEDEEZSNET . BEANIIC
[F. BOXREKICETIFEENHTWVDEH. BRIDOT « AT L1 LOXGEZEIEURL T, StBAZEE
LTCUWBHEEEN D DET, EELE. ARENRIERZHAL. BMEFCEANRAA-—DEFTFLED
TeODRIRIVIRFEE T . [The gesture performed toward the end of this scene involves using a
finger to point at something. This gesture is likely made to indicate a specific location or object
in relation to the conversation. Specifically, given that the topic revolves around stars and
celestial bodies, the gesture may be used to point at an exhibit or a celestial object displayed
on a screen to supplement the explanation. Pointing gestures serve as an effective means to
emphasize visual information and help the listener form a clearer mental image. ]

Figure 3: Example prompt used for gesture description generation. Red text indicates variables that change per
input instance, while blue text represents the actual output generated by GPT-40. Each line has been translated into
English, with the translation appended in brackets (’[’, ’]’) at the end of each line.

UTOSEX EMEES — 2 DERRICEDNT, >— DB TITONIES T X F v —DEKZ A
UTLTZEW. [Based on the following conversation and a series of images depicting the
dialogue scene, explain the meaning of the gesture performed towards the end of the scene.]

2EEX : [Conversation :]
{utterances}

I XAF v —OYIBMNIRERANSDERER: [Explanation from the physical perspective of the
gesture:]
{physical_level_description}

ST RXF v —DEBA: [Gesture Explanation :]

Figure 4: Example prompt used for gesture description generation with physical-level descriptions as additional
context. The physical descriptions provide details on the hand movements associated with the gesture, aiming to
enhance MLLMs’  ability to interpret indexical gestures by incorporating motion-related cues.



UTOREX EMEES — 2 DBUFRRIIICEDNT, S —2O-BETITONIZS T X F v —DEKZ A
L TLJIZE, [Based on the following conversation and a series of images depicting the
dialogue scene, explain the meaning of the gesture performed towards the end of the scene.]

£EE3: [Conversation:]
{utterances}

TSI RFv—HA47: [Gesture Type:]
{gesture_type_label}

ST AF v —DiRA: [Gesture Explanation:]

Figure 5: Example prompt used for gesture description generation with explicit gesture type labels as additional
context. The gesture type label (Indexical, Iconic, or Symbolic) is provided to guide MLLMs in interpreting the
gesture’s communicative function more accurately.



UFE. DT RFv—DHAXDRTITY, 1DEFEFIVCKD TERSNIZHAXTHD. 51
DIFAF TR SNIZIERHRAN T . SN ERRANORKE EORESA TN
ZEHIBL T<IZEV, FHEFATOREECETE, 0.00051.000BDRXIF7TRUTLSIZEW., &F
fo. TOEBHREERICHIB L TLIESV\, [The following is a pair of descriptions for a gesture. One
is a description generated by a model, and the other is a ground truth description created
manually. Evaluate the extent to which the generated description includes the meaning of the
ground truth description. The evaluation should be given as a score between 0.00 and 1.00
based on the following criteria, along with a brief explanation of the reasoning.]

SMEESE: [Evaluation Criteria:]

- 1.00: &R ESNTEERAX N ERRSRIAX DRFKZFTE(CEA TS, [The generated description fully
includes the meaning of the ground truth description.]

- 0.75: &R ENIZHRAXHIERRGR A DEKROKRE D ES ATV, W< DHDIEINRITTND,
[The generated description includes most of the meaning of the ground truth description but
lacks some details.]

- 0.50: BOHIC—EULTVBIN, EERIBIRMNRITTULD,. [The descriptions partially match, but
important information is missing. ]

- 0.25: DIHREEEN G DN, KEPDN—ERUTULVR, [There is slight relevance, but most of
the meaning does not match.]

- 0.00: £2<BHERA—EUTLVRW, [The meanings do not match at all.]

ST AF v —DIA T 18IZMN [Gesture Type: Indexical]

EMSNTEERBAS: [Generated Description:]

D=2 DRETITONIZS T AF v —I& B2 E> I ZIEURIENECTT, COZTAFv—
[F. SFEOABICEEL T, FEDGFIYIMARZ RI EHIITONIEEDEEZISNF T BEARMI(C
(& EVXREICETIFBENE TVDIED. BRIOT« XTI LA LOXGEZEIBEURLU T, SBAEHE
LTWBEREENH D FE T, EELE. RENRXERZEAL. MEFCERNRA AR D
TEDDMRIRFENTI . [The gesture performed toward the end of this scene involves using a
finger to point at something. This gesture is likely made to indicate a specific location or object
in relation to the conversation. Specifically, given that the topic revolves around stars and
celestial bodies, the gesture may be used to point at an exhibit or a celestial object displayed
on a screen to supplement the explanation. Pointing gestures serve as an effective means to
emphasize visual information and help the listener form a clearer mental image. ]

IEfRERBASE: [Ground Truth Description:]

EIRIFIRRE DN G DINEUNFE LA OREDEENTHDZ EZRT [The gesture
indicates that the subject of the utterance "You might have a chance to see through a telescope
in the future" is v.]

MR 377: 0.25 [Evaluation Score: 0.25]

B AR SNIZEHRIAX (&, IEZE > TaIHhVEIE LRI BIEIC DLW T DRBAZITD TLEI M. IEARTEA
XOEFRNRBHE ( [BRIBIERIMENHDINELNEEA] ORFEDEENVTHDIEERT)
EFEREENEBNTT, ERSNITHIANI(E. 21T XAF v —D—HEHIRHEEE B (C DUV TIRAR TR
I, ERESRAXOEERER (FEEDOEFEPEGNRXARK) ESATULVRNZH. DI HVREEEN
HBEDD. KEPDMN—EUTWRWEFHIILE LTz, [Explanation: The generated description
explains a pointing gesture but is only loosely related to the meaning of the ground truth
description. While the generated description discusses the general function and purpose of
pointing, it does not include the key information from the ground truth description—specifically,
that the gesture is indicating the subject of the utterance. As a result, while there is slight
relevance, most of the meaning does not match, leading to a score of 0.25.]

Figure 6: Example prompt used for gesture description evaluation. Red text indicates variables that change per
input instance, while blue text represents the actual output generated by GPT-40. Each line has been translated into
English, with the translation appended in brackets (’[’, ’]") at the end of each line.
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