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ABSTRACT

Despite the impressive performance of deep neural networks (DNNs) on numer-
ous learning tasks, they still exhibit uncouth behaviours. One puzzling behaviour
is the subtle sensitive reaction of DNNs to various noise attacks. Such a nuisance
has strengthened the line of research around developing and training noise-robust
networks. In this work, we propose a new training regularizer that aims to mini-
mize the probabilistic expected training loss of a DNN subject to a generic Gaus-
sian input. We provide an efficient and simple approach to approximate such a
regularizer for arbitrarily deep networks. This is done by leveraging the analytic
expression of the output mean of a shallow neural network, avoiding the need
for memory and computation expensive data augmentation. We conduct exten-
sive experiments on LeNet and AlexNet on various datasets including MNIST,
CIFAR10, and CIFAR100 to demonstrate the effectiveness of our proposed reg-
ularizer. In particular, we show that networks that are trained with the proposed
regularizer benefit from a boost in robustness against Gaussian noise to an equiv-
alent amount of performing 3-21 folds of noisy data augmentation. Moreover,
we empirically show on several architectures and datasets that improving robust-
ness against Gaussian noise, by using the new regularizer, can improve the overall
robustness against 6 other types of attacks by two orders of magnitude.

1 INTRODUCTION

Deep neural networks (DNNs) have emerged as generic models that can be trained to perform
impressively well in a variety of learning tasks ranging from object recognition (He et al., 2016)
and semantic segmentation (Long et al., 2015) to speech recognition (Hinton et al., 2012) and bio-
informatics (Angermueller et al., 2016). Despite their increasing popularity, flexibility, generality,
and performance, DNNs have been recently shown to be quite susceptible to small imperceptible
input noise (Szegedy et al., 2014; Moosavi-Dezfooli et al., 2016; Goodfellow et al., 2015). Such
analysis gives a clear indication that even state-of-the-art DNNs may lack robustness. Consequently,
there has been an ever-growing interest in the machine learning community to study this uncanny be-
haviour. In particular, the work of (Goodfellow et al., 2015; Moosavi-Dezfooli et al., 2016) demon-
strates that there are systematic approaches to constructing adversarial attacks that result in mis-
classification errors with high probability. Even more peculiarly, some noise perturbations seem
to be doubly agnostic (Moosavi-Dezfooli et al., 2017), i.e. there exist deterministic perturbations
that can result in misclassification errors with high probability when applied to different networks,
irrespective of the input (denoted network and input agnostic).

Understanding this degradation in performance under adversarial attacks is of tremendous impor-
tance, especially for real-world DNN deployment, e.g. self-driving cars/drones and equipment for
the visually impaired. A standard and popular means to alleviate this nuisance is noisy data aug-
mentation in training, i.e. a DNN is exposed to noisy input images during training so as to bolster its
robustness during inference. Several works have demonstrated that DNNs can in fact benefit from
such augmentation (Moosavi-Dezfooli et al., 2016; Goodfellow et al., 2015). However, data aug-
mentation in general might not be sufficient for two reasons. (1) Particularly with high-dimensional
input noise, the amount of data augmentation necessary to sufficiently capture the noise space will
be very large, which will increase training time. (2) Data augmentation with high energy noise can
negatively impact the performance on noise-free test examples. This can be explained by the fun-
damental trade-off between accuracy and robustness (Tsipras et al., 2018; Boopathy et al., 2019).
It can also arise from the fact that augmentation forces the DNN to have the same prediction for
two vastly different versions of the same input, noise-free and a substantially corrupted version.
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Therefore, in this paper, we propose a new regularizer for noise-robust networks to circumvent the
aforementioned setbacks of data augmentation.

A natural objective for training against attacks sampled from a distributionD, that bypasses the need
for data augmentation, is the expected loss under this distribution. Since a closed-form expression
is generally difficult to obtain or an approximate surrogate is expensive to evaluate (Monte Carlo
estimates), we propose instead a closely related objective that is the loss of the expected predictions
of the network under D-distributed adversarial noise. Since it has been shown that Gaussian noise
can be adversarial (Bibi et al., 2018) and that such noise is widely studied in applications such as
image processing, we restrict the focus in this paper to the case whereD is Gaussian. While this may
seem to be too restrictive, we later show that improving the robustness of networks against Gaussian
attacks also improves the robustness against a family of other types of attacks. However, even under
such an assumption, only a memory and computationally expensive (expensive due to two-stage
network linearization), closed-form approximate surrogate for network expected predictions exists
(Bibi et al., 2018).
Contributions. (i) We formalize a new regularizer that is a function of the probabilistic first mo-
ment of the output of a DNN to train robust DNNs against noise sampled from distribution D. (ii)
Under the special choice of Gaussian attacks, i.e. D is Gaussian, we show how the first moment
expression can be evaluated very efficiently during training for an arbitrary deep DNN by bypassing
the need to perform memory and computationally expensive two-stage linearization. (iii) Extensive
experiments using LeNet (LeCun et al., 1999) and AlexNet (Krizhevsky et al., 2012) architectures
on MNIST (LeCun, 1998), CIFAR10, and CIFAR100 (Krizhevsky & Hinton, 2009) datasets demon-
strate that a substantial enhancement in robustness can be achieved when using our regularizer in
training. In fact, in the majority of the experiments, the improvement is better than training on the
same dataset, augmented with 3 to 21 times Gaussian noisy data. Interestingly, the results suggest
an excellent trade-off between accuracy and robustness. Moreover, we show that networks that are
trained to be robust against Gaussian attacks using our proposed regularizer enjoy orders of magni-
tude boost in robustness against a family of other types of attacks.

2 RELATED WORK

Despite the impressive performance of DNNs on various tasks, they have been shown to be very
sensitive to certain types of noise, commonly referred to as adversarial examples, particularly in the
recognition task (Moosavi-Dezfooli et al., 2016; Goodfellow et al., 2015). Adversarial examples can
be viewed as small imperceptible noise that, once added to the input of a DNN, its performance is
severely degraded. This finding has incited interest in studying/measuring the robustness of DNNs.

The literature is rich with work that aims to unify and understand the notion of network robustness.
For instance, Szegedy et al. (2014) suggested a spectral stability analysis for a wide class of DNNs
by measuring the Lipschitz constant of the affine transformation describing a fully-connected or
a convolutional layer. This result was extended to compute an upper bound for a composition of
layers, i.e. a DNN. However, this measure sets an upper bound on the robustness over the entire
input domain and does not take into account the noise distribution. Later, Fawzi et al. (2017a)
defined robustness as the mean support of the minimum adversarial perturbation, which is now
the most common definition for robustness. Not only was robustness studied against adversarial
perturbations but also against geometric transformations to the input. Fawzi et al. (2018) emphasized
the independence of the robustness measure to the ground truth class labels and that it should only
depend on the classifier and the dataset distribution. Subsequently, two different metrics to measure
DNN robustness were proposed: one for general adversarial attacks and another for noise sampled
from uniform distribution. Recently, Gilmer et al. (2018) showed the trade-off between robustness
and test error from a theoretical point of view on a simple classification problem with hyperspheres.

On the other hand, and based on various robustness analyses, several works proposed various ap-
proaches in building networks that are robust against noise sampled from well known distributions
and against generic adversarial attacks. For instance, Grosse et al. (2017) proposed a model that was
trained to classify adversarial examples with statistical hypothesis testing on the distribution of the
dataset. Another approach is to perform statistical analysis on the latent feature space instead (Li
& Li, 2017; Feinman et al., 2017), or train a DNN that rejects adversarial attacks (Lu et al., 2017).
Moreover, the geometry of the decision boundaries of DNN classifiers was studied by Fawzi et al.
(2017b) to infer a simple curvature test for this purpose. Using this method, one can restore the orig-
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